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Analysis of the adiabatic limit for solitons in
classical field theory
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We discuss the approximation of classical field theories by reduced systems of differential
equations on the space of equilibria (the adiabatic limit). Various examples in which the
approximation provides a useful description of the low-energy dynamics of solitons are
discussed, including the sine-Gordon equation, the Yang–Mills–Higgs equations and the
Chern–Simons–Schrödinger system. Particular emphasis is given to theorems on the
validity of such approximations and proofs are given in some model cases.
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1. Introduction

The equations of classical field theory are typically systems of partial differential
equations which can be written as evolutionary dynamical systems that define a
well-posed initial-value problem. Even when this initial-value problem is well
understood from the analytical perspective, it is not necessarily easy to make
contact with the phenomenology described by the field theory, particularly in
strongly nonlinear situations. Therefore, it is of interest to obtain a simpler
description of the dynamics in various limiting regimes of particular physical
interest. In this paper, we will discuss one such regime, the adiabatic limit, with
particular reference to soliton dynamics, in which it corresponds to the energy
being close to minimum. Here, the word soliton is used for a spatially localized,
finite-energy, time-independent solution of the equations, while the word
adiabatic is intended to suggest the approximation of an evolution by a slow
motion through some space of equilibria. We will explain how this notion of
adiabatic approximation enables one to formulate and prove theorems which
provide a rigorous description of the low-energy dynamics of solitons. The fact
that an adiabatic approximation could be used to provide an effective and
practical description of the low-energy dynamics of solitons, in rather
complicated systems of equations, arose in the work of Manton (1982). In that
article, it was proposed that the Yang–Mills–Higgs equations could be
approximated by the geodesic motion on the moduli space of monopoles, i.e.
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the space of gauge equivalence classes of minimizers of the static energy. For this
reason, the adiabatic approximation, as used to study soliton dynamics, is often
referred to as the moduli space approximation. It will become apparent in §§1c
and 2 that the adiabatic approximation is equivalent, under rescaling, to the
problem of motion under a strong constraining potential. As a general reference
for solitons in classical field theory, and physical applications of the adiabatic
approximation, we refer to Manton & Sutcliffe (2004).

In the remainder of this section, we discuss some examples and formulate some
theorems on the adiabatic limit. In §2, we formulate corresponding theorems for
certain model problems and provide proofs which are quite close to those that
work for the more complicated systems such as the Yang–Mills–Higgs equations.
In §3, we briefly mention some refinements of the analysis and directions for
further work. We start in §1a by discussing three examples informally, before
explaining more carefully the structural features relevant to our work in §1b, and
then formulating some theorems precisely in §1c.
(a ) Some examples

We now start to discuss three examples. The first of these has been chosen on
account of its simplicity. The second and third illustrate how the approximation
can be used in different settings.
(i) Example 1: the sine-Gordon equation

The simplest example from field theory is the sine-Gordon equation

v2q

vt2
K

v2q

vx2
Csin qZ 0: ð1:1Þ

We work with boundary conditions at infinity q(KN)Z0 and q(CN)Z2p. As is
explained in §1b(iv), under these conditions the only equilibria (static solutions)
are the solitons qKðxKX0ÞZ4 arctan exKX0 , which are completely determined by
their centre X0ZR. Thus the moduli space of solitons MSG can be identified with
the real line R, and the adiabatic approximation consists of giving a dynamical
system on R which approximates (1.1). It is perhaps to be expected, in view of
translation invariance, that this system is just €X 0Z0, and this is indeed the case;
see theorem 1.1 for a precise statement, which is proved in §2b.
(ii) Example 2: the Yang–Mills–Higgs equations

Yang–Mills theory is a nonlinear variant of Maxwell’s electromagnetism in
which the field strength is described by a two-form Fmndx

mdxn, which (locally)
takes values in a Lie algebra, in our case su(2). The Yang–Mills–Higgs equations
on R

1C3ZR!R
3 can be expressed explicitly as a system of equations for an

su(2)-valued one-form AZA0 dtCA1 dx
1CA2 dx

2CA3 dx
3 and an su(2)-valued

function F(t, x). The field can be derived from the one-form A according to

Fmn Z
vAn

vxm
K

vAm

vxn
C ½Am;An�; ð1:2Þ
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2755Review. Adiabatic limit in field theory
where [$, $] means matrix commutation, and we write

Ej ZF0j Z vtAjKvjA0 C ½A0;Aj �: ð1:3Þ

The equations are

DjEj Z ½F;D0F�;
D0Ej CDjFkj ZK½F;DkF� and

D2
0FKD2

j FZ 0:

ð1:4Þ

Here, we use standard relativistic notation in which Greek indices m, n, etc. take
values in {0, 1, 2, 3} while Roman indices take values in {1, 2, 3}, and the
summation convention is used. In geometrical terms, we are solving for an SU(2)
connection A on a two-dimensional complex vector bundle EzC

2!R
1C3 coupled

to F, a section of the three-dimensional real vector bundle associated with E via
the adjoint representation of SU(2) on its Lie algebra su(2). (The section F is
called the Higgs field.) The differential operator

Dm Z vm C ½Am; $� ð1:5Þ

is the covariant derivative determined by the connection A, acting on su(2)-
valued sections. An important property of the equations is gauge invariance: let
g(t, x) be a smooth SU(2)-valued function, then (A, F) is a smooth solution of
equations (1.4) if and only if ðgdgK1CgAgK1; gFgK1Þ is a smooth solution. This
gauge invariance can be factored out by imposing additional conditions, for
example in temporal gauge it is required that A0Z0.

There are static solutions of (1.4) with A0Z0, which minimize the energy
functional (1.12), under appropriate boundary conditions at infinity. They come
in families Sk indexed by an integer k2Z of topological origin, as described in
§1b(iv). These families are infinite dimensional, but on dividing Sk by the action
of the gauge transformations one obtains a finite-dimensional manifold Mk ,
known as the charge k monopole moduli space. This space also inherits a
Riemannian metric from the L2 inner product, and it was suggested by Manton
(1982) that the geodesics with respect to this metric should provide a good finite-
dimensional approximation to (1.4) in the low-energy limit. Theorem 1.4, which
asserts the validity of this on long, but finite, time intervals, was proved by
Stuart (1994b). In this example, as well as the previous one, the space of solitons
is an isotropic submanifold of the phase space. In fact, the approximation can be
used in other settings, as will be illustrated by §1a(iii), in which the space of
solitons is a symplectic submanifold.
(iii) Example 3: the Chern–Simons–Schrödinger system

The Chern–Simons–Schrödinger system, introduced by Manton (1997), is a
gauge theoretic generalization of the two-dimensional nonlinear Schrödinger
equation whose static soliton solutions are Abelian Higgs, or Ginzburg–Landau,
vortices (Jaffe & Taubes 1982). The dependent variables are a complex field
F(t, x), an electric field EZEj dx

j and a magnetic field B(t, x), all defined
for (t, x)2R!S, where S is a two-dimensional spatial domain taken to be
a Riemann surface with metric gjk dx

j dxk, area dmg and complex structure
Proc. R. Soc. A (2007)
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J :T�S/T�S (where j, k, . take values in {1, 2}). The equations are

ECdB ZKJhiF;DFi;

iðvtKiA0ÞFZKDAFK
l

2
ðtKjFj2ÞF and

B Z
1

2
ðtKjFj2Þ:

ð1:6Þ

The coupling in (1.6) involves the space–time covariant derivative

D Z ðD0;D1;D2ÞZ ðvtKiA0;D1;D2Þ;
whose spatial part is written DZ(D1, D2). The commutator determines the
electric field Ei and the magnetic field B in the usual way

½Dm;Dn�FZKiFmnF; where F0i ZEi and
1

2
Fjk dx

j dxk ZB dmg: ð1:7Þ

In geometrical terms, we fix a one-dimensional complex vector bundle L/S, on
which is given an inner product and norm jaj2Zha; ai. We are then solving for an
S 1 connection on the bundle LhR!L/R!S, with associated covariant
derivative D, and a section F of L. To be more explicit, fix a connection on L
determined by a covariant derivative operator V, so that the spatial part of D
takes the form DjZVjKiAj for a real one-form Aj dx

j; here V is independent of
time. (It is generally not possible to choose V to be flat and it will have a
curvature determined by a function b such that ½Vj ;Vk �F dx j dxkZKib dmgF; it is
always possible to choose bZconst.) Then at each time t2R, we are solving for a
section F(t) of L, a one-form AðtÞZA1ðtÞdx1CA2ðtÞdx2 on S, and a real-valued
function A0(t) on S. The electric field is given by

Ej Z vtAjKvjA0

and the magnetic field by

B dmg Z b dmg CdA:

The two-form KiEjdtodx jKiBdmg is the curvature associated with the space–
time covariant derivative DZðvtKiA0;VKiAÞ. For the case SZR

2, this system
was proposed by Manton (1997), who derived it as the Euler–Lagrange equation
for the Lagrangian (1.13). A global existence result was proved by Demoulini
(2007). As for example 2, an important property of the system (1.6) is gauge
invariance: let c(t, x) be a smooth real-valued function, then (A, F) is a smooth
solution if and only if ðdcCA;FeicÞ is a smooth solution.

In this case, there are soliton solutions called Abelian Higgs, or Ginzburg–
Landau, vortices. There is a special case, lZ1, in which the adiabatic
approximation is particularly powerful because the space of vortices is then
unusually large—large enough that the motion on it can provide information on
the dynamical interaction of several vortices. We call this the self-dual, or
Bogomoln’yi, case. As discussed in §1b(iv), after dividing out by the gauge group,
Proc. R. Soc. A (2007)
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we obtain, for lZ1, finite-dimensional moduli spaces of self-dual vortices. These
moduli spaces can be identified with SymN(S), the symmetric N-fold product of
the spatial domain S. The solitons lie in the phase space as a symplectic
submanifold, and the moduli spaces SymN(S) inherit a symplectic structure. For
lZ1, the system (1.6) can be approximated by a first-order Hamiltonian system
on SymN(S) (see theorem 1.6). For a discussion of phenomenological aspects of
vortex dynamics in this system, see Manton (1997), Romao & Speight (2004) and
Krusch & Sutcliffe (2006).
(b ) Solitons and classical field equations

Classical field equations have certain structural features which are crucial for
the developments under discussion: they possess both a variational formulation
and a Hamiltonian formulation (possibly with constraints) and are usually
Lorentz covariant. (This last feature is not necessarily relevant to problems
arising from condensed matter physics, an example of which is the Chern–
Simons–Schrödinger system, §1a(iii).) A more specialized feature which we
exploit here is the Bogomoln’yi structure, which ensures the existence of
relatively large spaces of equilibria on which to approximate the dynamics. We
now discuss these features as a preparation for some precise formulations of
approximation theorems.
(i) Variational formulation

The equations we study are all Euler–Lagrange equations, i.e. can be written
in the form of the condition of vanishing derivative,

DS Z 0; ð1:8Þ
for some action functional S, depending upon the fields and their partial
derivatives up to some order (usually up to first order). The variational
formulation of a field theory as in (1.8) is often called a Lagrangian formulation,
and it is then referred to as a Lagrangian system. This is not only an appealing
unifying principle in field theory, but also a useful analytical device. In
particular, at the static level, many of the soliton solutions of interest are
solutions of (1.8), which minimize some energy functional V that can be derived
from the Lagrangian S. The direct variational method can then be used to prove
the existence of solutions and derive information important for stability analysis.
(It should be said, however, that more specific, often somewhat ad hoc, methods
are needed for a really good detailed understanding of the properties of the
solitons.) Regarding time-dependent problems, while the variational method
does not seem to be useful in the analysis of general solutions of the Cauchy
problem, it can be useful, for example, in the construction of time-periodic
solutions; see Demoulini & Stuart (2000) for a relevant example.

An important class of systems is that in which S takes the form SZ
Ð
L dt

with L : TM/R a function on the tangent bundle of a Riemannian manifold
(M, g) that takes the familiar form ‘kinetic energy’ minus ‘potential energy’,

LZTKV Z
1

2
gð _J; _JÞKV ðJÞ; ð1:9Þ
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where t/J(t) is a curve in M with velocity _JðtÞ2TJðtÞM . Lagrangian
systems of this type will be referred to as natural Lagrangian systems (following
the terminology of §19 in Arnold (1989)).

Example 1: the sine-Gordon equation. Equation (1.1) arises formally as the
Euler–Lagrange equation associated with the functional

SðqÞZ
ð

1

2
q2t Kq2x
� �

Kð1Kcos qÞ
� �

dx dt: ð1:10Þ

This action has the form of a natural Lagrangian system, in which the kinetic
energy is defined with the L2 metric and the potential energy is

V ðqÞZ
ð

1

2
q2x Cð1Kcos qÞ

� �
dx:

Example 2: the Yang–Mills–Higgs equations. Equations (1.4) can be derived
from the action

SðA;FÞZ 1

2

ð
R1C3

ððjD0Fj2C jEj2ÞK2vðA;FÞÞdx dt; ð1:11Þ

where v(A, F) is the density of the static energy

VðA;FÞZ
ð
R3
vðA;FÞdx Z

ð
R3

1

2
hDjF;D

jFiC 1

4
hFjk ;F

jki
� �

dx ð1:12Þ

and the Killing inner product hA;BiZKð1=2Þtr AB is used. The first equation of
(1.4), which is obtained by variation of A0, plays the role of a constraint in the
sense that if it holds for the initial data then the remaining two equations imply
its validity at later times. This variational formulation of (1.4) makes it apparent
that, ignoring the constraint equation, (1.4) is in fact an infinite-dimensional
natural Lagrangian system. To be precise, recall that it is always possible to
apply a gauge transformation such that A0Z0. The second and third equations of
(1.4) are then the Euler–Lagrange equations of the action S just given, with A0

set equal to 0, and this action is indeed of the form (1.9), the kinetic energy being
determined by the L2 norm, and with V playing the role of potential energy.

Example 3: Chern–Simons–Schrödinger system. Equations (1.6) can be derived
formally as the Euler–Lagrange equations associated with the functional

SðA;FÞZ 1

2

ð
R!S

AoFCðhiF;D0FiCA0C2vl;tðA;FÞÞdt dmg; ð1:13Þ

where

vl;tðA;FÞZ
1

2
B2 CgjkhDjF;DkFiC

l

4
ðjFj2KtÞ2

� �
ð1:14Þ

is the density of the Ginzburg–Landau static energy. (The parameters l and t are
positive real numbers.) Although S is not manifestly gauge invariant it changes by
an exact form under gauge transformation, and the Euler–Lagrange equations
(1.6) are gauge invariant. Vortices are critical points of the static energy

Vl;tðA;FÞZ
ð
S
vl;tðA;FÞdmg;

as will be discussed further below.
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(ii) Hamiltonian formulation

Recall that given a symplectic manifold (M, u), one can associate to any
differentiable function H :M/R a vector field XH such that

uðXH; vÞZdHðvÞ;
for all vector fields v. The flow generated by this Hamiltonian vector field XH is
called the Hamiltonian flow associated with H on the phase space M. Natural
Lagrangian system (1.9) can be reformulated as Hamiltonian systems, with phase
space the cotangent bundle MZT�M, via the Legendre transformation (Arnold
1989). Many classical field equations admit such a Hamiltonian formulation on a
phase space which is a cotangent bundle. However, there are interesting
equations which are Hamiltonian equations on a phase space that is not
necessarily a cotangent bundle. Schrödinger’s equation, and its variants, provides
examples of this type. But, in addition, equations arising from the Chern–Simons
action and various generalizations also give rise to more complicated examples
with interesting soliton solutions. In particular, for (1.6), there is a

complex structure on the phase space given by J : ð _A; _FÞZðKJ _A; i _FÞ, which
allows the introduction of a symplectic structure Uðv;wÞZhJv;wi, where h$, $i is
the L2 inner product. Using this symplectic form, the system (1.6), in temporal
gauge A0Z0, is a Hamiltonian flow generated by the Hamiltonian functional
Vl,t(A, F), which was defined immediately following (1.14). (Note that the third
equation of (1.6) is preserved by the evolution and as such is really only a
condition on the initial data. It will be referred to as the constraint equation.)

(iii) Lorentz covariance

The fundamental equations of classical field theory are required, by the
principles of relativity, to be Lorentz covariant and often constitute a system of
nonlinear wave equations of the form

v2t KD
� �

U ZFðU; vU;.Þ: ð1:15Þ
This is a semi-linear hyperbolic system of equations. Both of the first two
examples discussed above fall into this class of equations. (In the general
relativistic context, this situation is modified to require general covariance, and
the equations form quasi-linear hyperbolic systems.) On the other hand, there
are many systems of interest in condensed matter physics which are not Lorentz
covariant, in particular the third example introduced above. Correspondingly,
the system (1.6) is not hyperbolic, but can be thought of as a pair of coupled
nonlinear Schrödinger equations, as can be seen by applying a gauge
transformation so that A is divergence free (Coulomb gauge). In the proofs we
provide for certain model problems in §2, we use methods which are, in principle,
capable of adaptation to treat partial differential equations like (1.15) or systems
of nonlinear Schrödinger equations.

(iv) Bogomoln’yi structure and moduli spaces of solitons

As explained previously, the solitons of interest to us are critical points of an
energy functional V. There are certain cases, in which the study of the adiabatic
limit is of particular efficacy, in which this functional possesses a special form
Proc. R. Soc. A (2007)
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known as Bogomoln’yi, or self-dual, structure. This means it is possible to write

VðjÞZ
ð
jGðjÞj2 C#ðjÞ;

where #(j) is a number, determined either by the topological type of the
configuration or possibly by the boundary conditions. In this circumstance, the
minimizers, with #(j) fixed, will be given by solutions of G(j)Z0, at least if such
solutions exist—in this case, the Bogomoln’yi bound is said to be saturated (i.e.
achieved) by these solutions. It may well be that there are no solutions ofG(j)Z0
with the given topological type (or given boundary conditions), in which case the
bound is not saturated. The relevance of this structure to the adiabatic limit is
that when the Bogomoln’yi bound is saturated, experience indicates that there is
typically a large space of solitons, and projecting the dynamics onto this space may
capture many of the essential features of the full dynamics.We now investigate the
Bogomoln’yi structure in each of the three examples previously mentioned.

Example 1: sine-Gordon solitons. In this case, the Bogomoln’yi structure
amounts to the simple observation that the potential energy V can be written

V ðqÞZ
ð

1

2
q2x Cð1Kcos qÞ

� �
dx Z

ð
1

2
qxH2 sin

q

2

� �2

H4vx cos
q

2

� �
dx:

Working with asymptotic boundary conditions q(KN)Z0, q(CN)Z2p, and
choosing the upper sign in this identity, we deduce that V(q)R8, with equality
attained precisely at any one of the soliton, or kink, solutions

qKðxKX0ÞZ 4 arctan exKX0 ; X0 2R: ð1:16Þ
These are all solutions of the first-order equation qxZ2 sin ðq=2Þ; furthermore,
any finite-energy solution satisfying the above boundary conditions equals
qK(xKX0) for some X0. Let H s denote the standard Sobolev space of functions
whose derivatives up to order s2N are square integrable, with the standard
norm, and let H s

loc be the corresponding local Sobolev space. We introduce the
affine space A1ZqKCH 1ðRÞ as an appropriate space within which to work;
any q2H 1

loc such that V(q)!N satisfying the above asymptotic boundary
conditions lies in A1 and vice versa. Thus in this case the moduli space of
solitons MSG is just the real line R and we have an embedding EK : MSG/A1

which maps X02R to EKðX0ÞhqKð$KX0Þ2A1. This embedding induces,
from L2, a metric on MSG which is easily computed to be just 8 dX2

0 . The point
X0 2MSGzR represents the soliton centred at X0 and the induced metric is
invariant under translation.

Example 2: Bogomolny-Prasad-Sommerfield (BPS) monopoles in the Yang–
Mills–Higgs equations. The static Yang–Mills–Higgs energy (1.12) provides a
more interesting example of Bogomoln’yi structure. We impose the asymptotic
boundary condition limjxj/CNjfðxÞjZ1, so that restricted to a large sphere f/jfj
defines a map S 2/S 2 of winding number k2Z (for suitable f). Using the fact,
proved by Groisser (1984), that this number is equal to the integral
ð1=2pÞ

Ð
DFoF, which is a well-defined integer as long as VðA;FÞ!N, implies

that the energy can be rewritten as

VðA;FÞZ 1

2

ð
R3
j�FHDFj2G4pk: ð1:17Þ
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This structure arises as a dimensional reduction of the well-known self-duality
structure possessed by the four-dimensional Yang–Mills functional. The
minimizers of V with negative winding number k will therefore be solutions of
the Bogomoln’yi equations

�F ZKDF or Fln Z elmnDmF; ð1:18Þ
at least if such solutions exist; the space of all minimizers will then bewrittenSk. An
individualminimizer is referred to as aBPSmonopole, or just amonopole, of charge
k, and will also satisfy the usual second-order Euler–Lagrange equations
corresponding to the static energy functional V, and as such is gauge equivalent
to a smooth solution and locally gauge equivalent to a real analytic one (Jaffe &
Taubes 1982). A precise description of the space ofmonopolesSk can be obtained by
integrable systems methods of twistor theory: letMk be the moduli space of gauge
equivalence classes of monopoles. There is a circle bundle ~Mk over Mk which is

slightly easier to describe: it was proved by Donaldson (1984) that ~Mk can be
identified, via a diffeomorphism, with the space of degree k rational maps f
satisfying f(N)Z0. (The fibre of the bundle ~Mk/Mk just corresponds to the
action of the gauge transformation determined by theHiggs field itself.) Themoduli
space ~Mk is thus a smooth 4k-dimensional manifold, and, furthermore, it inherits a
complete Riemannian metric from the L2 inner product in the original infinite-
dimensional space. (Here, it is necessary to take account of the fact that ~Mk is
obtained as a quotient space, dividing out by the group of gauge transformations—
the length of a tangent vector to ~Mk is the minimum L2 norm of the various gauge
equivalent representatives.) This metric has special properties: it is hyperkähler
and Ricci flat, which enabled Atiyah & Hitchin (1988) to determine it explicitly
for kZ2 and calculate many properties of the geodesic flow.

Example 3: self-dual vortices. Ginzburg–Landau vortices are critical points of
the static energy Vl;tðA;FÞZ

Ð
vl;tðA;FÞdmg, where the energy density was

defined in (1.14). It turns out that the case lZ1 is special: as in the previous
example, the functional is then a dimensional reduction of the four-dimensional
Yang–Mills functional. An indication of this is given by the existence of a
Bogomoln’yi decomposition formula

V1;tðA;FÞZptN C jDð0;1Þ
A Fj2L2 C

1

2
jBAK

1

2
ðtKjFj2Þj2L2 ;

where, using a complex coordinate zZx1Cix2, in which the metric has the form

gZe2rððdx1Þ2Cðdx2Þ2Þ, we have D
ð0;1Þ
A FZ 1

2 ððV1KiA1ÞC iðV2KiA2ÞÞF d�z. The
associated Bogomoln’yi equations are then

D
ð0;1Þ
A FZ 0; BAK

1

2
ðtKjFj2ÞZ 0: ð1:19Þ

For a solution (A, F) of these equations with a given value of the topological
integer N, the field F will typically have N zeros, each of which can be thought of
as the centre of a vortex. Thus the static solitons can be thought of as a nonlinear
superposition of N vortices which do not interact. The phrase ‘self-dual vortex’ is
often used in the special case lZ1 when static multi-vortices exist. Equations
(1.19) were solved exactly by Witten (1977) in the case that S is the upper half-
plane with canonical metric, by reducing them to the Liouville equation.
Following this, Taubes proved an existence theorem when S is the Euclidean
plane (Jaffe & Taubes 1982), and Bradlow (1988) did likewise for S a compact
Riemann surface, by means of a reduction to a nonlinear elliptic equation of
Proc. R. Soc. A (2007)
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Kazdan–Warner type. Bradlow proved that if the area of the surface jSj is such
that tjSjO4pN, then the Bogomoln’yi bound is saturated: in fact, the minimum
value ptN of V1,t is achieved on a set whose quotient by the gauge group can be
identified with SymN(S), the symmetric N-fold product of S. Thus the moduli
space of self-dual vortices is SymN(S); it inherits both a metric (induced from the
L2 metric, as for monopoles) and a symplectic structure and is a Kähler manifold.
Finally, we mention that there are other systems for which the vortices are the
static solutions: see, for example, Stuart (1994a) and Demoulini & Stuart (1997).
(c ) Formulation of some theorems on adiabatic limits

Example 1: slow motion of sine-Gordon solitons. As a first, phenomenologically
rather trivial, example consider solutions qe(t, x) to (1.1) with smooth initial data
of the form (for each eO0)

qeð0; xÞZ qKðxÞC ~q0ðx; eÞ; vtq
eð0; xÞZKeu0q

0
KðxÞC ~v0ðx; eÞ; ð1:20Þ

with jjð~q0; ~v0ÞjjH 2!H 1ZOðe2Þ as e/0. The moduli space approximation in this
case amounts to restricting the Lagrangian (1.10) to the space of solitons
MSG3A1 described in the discussion following (1.16). The computation of this
restricted Lagrangian just amounts to the computation of the metric induced

from L2, leading to the reduced Lagrangian which is just 8 _X
2
0. Since the Euler–

Lagrange equation for this Lagrangian is just €X 0Z0, we find that the expected
adiabatic limit description of the motion of sine-Gordon solitons is just uniform
motion on a straight line: X0(t)Zu0t. This is borne out by theorem 1.1.

Theorem 1.1. Consider, for each eO0, the initial-value problem for(1.1) with

smooth initial data (1.20) satisfying jjð~q0; ~v0ÞjjH 2!H 1ZOðe2Þ as e/0. Then for
each eO0 there exists a unique global smooth solution qe(t, x) to(1.1) and (1.20).
Furthermore, as e/0, the rescaled solutions qeððt=eÞ; xÞ converge to
qKðxKX0ðtÞÞ in the sense that

lim
e/0

max
jtj%t�

��� qe
t

e
; $

� �
K qKð$KX0ðtÞÞ

� ����H 1 Z 0; ð1:21Þ

for every t�!N.

Remark 1.2. Note that the behaviour under discussion is stable in the sense
that any sequence of solutions whose initial data have the prescribed asymptotic
behaviour as e/0 converges, after rescaling, to the same adiabatic limit. In this
problem, applying Lorentz boosts by velocity eu0 to a stationary kink gives very
particular solution sequences having the stated limiting behaviour, but in order
to see that this behaviour is stable, and so physically relevant, it is necessary to
carry out some analysis as in the proof of theorem 1.1.

Remark 1.3. Note that in order to pick up the adiabatic motion in the limit, it
is necessary to consider the rescaled functions qe(t/e, $). This suggests the
introduction of a slow time variable

tZ et: ð1:22Þ
Observe that q(t, x) solves (1.1) if and only if Qðt; $ÞZqðt=e; $Þ solves

v2Q

vt2
CmV 0ðQÞZ 0; ð1:23Þ
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where mZeK2 is a large parameter. This problem is an example of a strongly
constrained system: as m/CN, the force mV 0 acts to constrain the solution to
the set of minimizers of V, i.e. to the moduli space MSG.

The proof of theorem 1.1 given in §2b is carried out in the context of
constrained systems, i.e. for solutions of (1.23) as m/N. Prior to this, strongly
constrained finite-dimensional systems are studied in §2a. The proofs given there
are chosen to be adaptable to treat partial differential equations like the sine-
Gordon equation, as well as the more phenomenologically interesting cases such
as the Yang–Mills–Higgs and Chern–Simons–Schrödinger equations which we
now discuss.

Example 2: the Yang–Mills–Higgs equations and motion on the moduli space of
monopoles. In this case, the restriction of the action (1.11) to the space of
monopoles gives a Lagrangian which is again a kinetic energy defined by means
of the metric induced from L2, which is discussed above. There is a technical issue
here in that we are really interested in the action restricted to the moduli space of
gauge equivalence classes of monopoles, Mk , which is obtained as a quotient
space of the space of monopoles Sk by the group of gauge transformations G,

Sk/Mk ZSk=G and; ð1:24Þ

J01 ½J0�: ð1:25Þ

So, it is necessary to correctly factor out the gauge group in this reduction—this
is explained by Stuart (1994b), where theorem 1.4 is proved.

Theorem 1.4. Consider the initial-value problem for the Yang–Mills–Higgs
equations (1.4) with initial data Jð0ÞZJ0ð0Þ2Sk a monopole, vtJð0ÞZev0
with v0 2TJ0ð0ÞSk tangent to the space of monopoles at J0(0). Then for e
sufficiently small, there exists t�O0 such that there is a smooth solution for
jtj%ðt�=eÞ which is close in uniform norm to a monopole J0ðetÞ2Sk such that
t/gðtÞZ ½J0ðtÞ�2Mk is the constant energy geodesic with initial conditions
ðgð0Þ; _gð0ÞÞZð½J0ð0Þ�; ½v0�Þ.
Remark 1.5. The proof employs energy estimates which actually lead to the

approximation holding in certain integral norms that are similar to, but weaker
than, the Sobolev norms H s. They are based on a norm introduced by Taubes
(1983) for a study of index theory for the Yang–Mills–Higgs functional. The
validity of the approximation in uniform norm is then a consequence of its
validity with respect to these integral norms.

Example 3: the Chern–Simons–Schrödinger system and first-order vortex
dynamics. The system (1.6) is not a natural Lagrangian system, but is
Hamiltonian as detailed in §1b(ii). Here, it is crucial that the space of vortices
is a symplectic submanifold of the phase space, and that the moduli space
SymN(S) inherits a symplectic form u from U, the symplectic form defined in
§1b(ii). We now define a function h:SymN(S)/ R by restricting the energy Vl,t

to the space of vortices, and observing that by gauge invariance this
actually gives a smooth function h on the quotient space SymN(S). It is the
Hamiltonian flow of this function on the phase space (SymN(S), u) which
determines the slow motion of vortices for l close to 1.
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Theorem 1.6. For eZjlK1j sufficiently small, the system (1.6) can be
approximated, for times of order 1/e, by the Hamiltonian flow on (SymN(S), u)
associatedwith theHamiltonian h, obtained by restriction ofVl;t to themoduli space.

The proof of this will appear in a future paper.

Remark 1.7. In the first two examples, which were natural Lagrangian
systems, the space of solitons was an isotropic submanifold of the phase space
and the adiabatic limit system was also natural Lagrangian. For the case of (1.6),
it was crucial, rather, that the space SymN(S) inherits a symplectic form u from
its construction as a quotient. Thus the basic idea of the adiabatic approximation
can be used in a variety of different settings; parabolic systems obtained from the
gradient flow of (1.14) are another example (Demoulini & Stuart 1997; Strauss &
Sigal 2006)

Remark 1.8. As discussed further in §2, there are two approaches to validating
analytically the adiabatic approximation, based on compactness as in theorem
1.1 or by direct construction as in theorem 1.4.

Remark 1.9. These theorems leave open various interesting related questions
regarding bound states and time-periodic solutions, scattering theory and
singularity formation which are discussed in §3.
2. Proofs in some special cases

In §2a, we explain how to prove theorems analogous to those stated in §1c for some
finite-dimensional model problems. Problems of this type have previously been
treated by Rubin & Ungar (1957) and Ebin (1977). The first of these references
treats finite-dimensional problems by means of a compactness argument—
uniform estimates for the solution are obtained which allow passage to the limit,
and then it is proved that the limit is a solution of the constrained system. In
contrast, the second reference provides a direct construction of solutions which are
close to a given solution of the constrained system; this was the line of attack
adopted by Stuart (1994a,b) also, and is briefly explained in §2a(iii). Here,
however, we adopt the compactness method, providing proofs which—with the
use of an additional compactness device, the Lions–Aubin lemma—can be adapted
to the infinite-dimensional setting required for the partial differential equations of
classical field theory discussed previously. (In fact, the article of Ebin does treat
infinite-dimensional problems, but was directed towards the problem of the
incompressible limit in fluid mechanics, and the techniques there would require
some modification to treat the type of problem under consideration here. An
alternative approach to the incompressible limit was given by Klainerman &
Majda (1981).) As an infinite-dimensional example, we then prove theorem 1.1 on
the adiabatic approximation for the sine-Gordon equation in §2b.

(a ) Finite-dimensional natural Lagrangian systems

A good starting point is the problem of strongly constrained motion in finite-
dimensional natural Lagrangian systems, i.e. systems of ordinary differential
equations which are the Euler–Lagrange equations for a Lagrangian of the
Proc. R. Soc. A (2007)
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familiar kinetic energy minus potential energy form,

L½j�Z 1

2
jj _jjj2KVmðjÞ; ð2:1Þ

where _jðtÞZvtjðtÞ and j : R/R
N is a curve in R

N. Euclidean space R
N is

endowed with the standard Euclidean norm jjvjj2Zhv; viZv$v, and Vm:R
N/R is

a family of smooth functions parametrized by m2R. The Euler–Lagrange
equation associated with L is

€jCV 0
mðjÞZ 0: ð2:2Þ

(i) A simple model problem (Ginzburg–Landau constraining potential)

The problem of constrained motion arises, for example, with the family of
potentials

VmðjÞZUðjÞCm

4
ð1Kjjjjj2Þ2; ð2:3Þ

in the limit m/CN; in this case, (2.2) can be written as

€jCU 0ðjÞKmjð1Kjjjjj2ÞZ 0; ð2:4Þ
where hU 0ðjÞ; viZDUðjÞðvÞcv 2R

N . It would seem reasonable, in view of
energy conservation,

1

2
jj _jðtÞjj2CVmðjðtÞÞZE0 Z const:;

that solutions Jm, with energy bounded independent of m, will be forced, as

m/CN, onto the set SNK1Zfj2R
N : jjjjjZ1g i.e. JmðtÞ/JðtÞ2SNK1.

Furthermore, it may be expected that J(t) will be a solution of the constrained
system, i.e. the Euler–Lagrange equations characterizing critical points of (2.1)

among functions j : R/SNK1. The weak formulation of this condition isð
ðh _j; _ziK hU 0; ziÞdt Z 0; cz2CN

0 ðR;RN Þ : hzðtÞ;jðtÞiZ 0c t 2R: ð2:5Þ

Alternatively, introducing the orthogonal projection operator

Pj : v/vK
j$v

jjjjj2
jZ vKj$vj; if jjjjjZ 1; ð2:6Þ

constrained critical points can be characterized byð
hK€jKU 0ðjÞ;PjðhÞidt Z 0; ch2CN

0 ðR;RN Þ; ð2:7Þ

which is just the weak formulation of Pjð€jCU 0ðjÞÞZ0 or equivalently

€jC jj _jjj2jCPjU
0ðjÞZ 0: ð2:8Þ

The basic analytical ingredient for the proof which follows is just the following
simple consequence of the Arzela–Ascoli theorem:

Lemma 2.1. Given a sequence of C 1 functions fn : ½Kt�; t��/R
N satisfying

maxjtj%t�ðjjfnðtÞjjC jj _f nðtÞjjÞ%C , there exists a subsequence ffnjg
N
jZ1 which

converges in Cð½Kt�; t��;RN Þ to a limit f 2Cð½Kt�; t��;RN Þ.
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Theorem 2.2. Assume that U is a smooth bounded function on R
N. For m>0, let

Jm 2CNðR;RN Þ be the unique solution of (2.4) with initial values

Jmð0ÞZJ0
_Jmð0ÞZ v0; ð2:9Þ

which satisfy

jjJ0jjZ 1; J0$v0 Z 0: ð2:10Þ
Then

Jm/J in C 1
loc as m/CN; ð2:11Þ

where J2CNðR; SNK1Þ is the unique solution of (2.8) with initial data
Jð0ÞZJ0, Jð0ÞZv0.

Proof. By the local existence theorem there exists, for every m, a unique local
smooth solution, Jm(t), to (2.4), (2.9) defined on some non-empty time interval
(KTm, Tm). Now we derive some estimates for fixed m, temporarily writing j in
place of Jm to avoid a proliferation of symbols. Any solution of (2.4) and (2.9)
satisfies the energy conservation law

1

2
jj _jðtÞjj2 CUðjðtÞÞCm

4
ð1Kjjjjj2Þ2 Z 1

2
jjv0jj2 CUðJ0ÞZE0: ð2:12Þ

Since U is bounded, jUðjÞj%L, this implies

1

2
jj _jjj2Cm

4
ð1Kjjjjj2Þ2%E0CL; ð2:13Þ

so that for mO0 we have the a priori estimate for the velocity vZ _j,

jjvðtÞjj%
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðE0 CLÞ

p
: ð2:14Þ

Furthermore, there exists m�O0 such that for mRm� the solutions lie inside the set

N h j2R
N :

5

6
% jjjjj2% 7

6

	 

: ð2:15Þ

It follows that for all mO0 the solutions Jm can be extended for all time.

Furthermore, the fact that the velocities vmZ _Jm are uniformly bounded by (2.14)
implies, by lemma 2.1, subsequential convergence as m/CN to a limit
J2CðR;RN Þ, uniformly on closed bounded intervals. The energy identity
(2.13) implies jjJðtÞjjZ1 so that in factJ2CðR;SNK1Þ. SinceU is smooth there
exists L1 such that

sup
j2N

jU 0ðjÞj%L1: ð2:16Þ

The next step is to obtain uniform estimates for the derivatives. To this end, and
again writing j in place of Jm, we decompose the acceleration _vðtÞZ €jðtÞ, thus

_vðtÞZ _vN ðtÞC _vTðtÞZ _vðtÞ$jðtÞ
jjjðtÞjj2

jðtÞCPjðtÞð _vðtÞÞ: ð2:17Þ

The fact that j solves (2.4) implies immediately that _vTZKPjðtÞðU 0ðjðtÞÞÞ is
bounded,

jj _vTjj%L1: ð2:18Þ
Thus to deduce C 1 convergence from lemma 2.1 it suffices to estimate _vN ðtÞ.
To achieve this it is convenient to define fZv$j, and observe that since
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_fZ _v$jC jjvjj2 we can estimate _vN in terms of _f by means of

_vN Z
_fKjjvjj2

jjjjj2
j: ð2:19Þ

To be precise, assuming that jðtÞ2N and (2.16) holds, there exists
cZcðE0;L;L1Þ such that

jj _vðtÞjj%cð1C j _fðtÞjÞ: ð2:20Þ
Now a calculation gives the following equation for f:

d2

dt2
Cmð6jjjjj2K4Þ

� �
fZKD 2UðjÞðv;jÞK3v$U 0ðjÞ; ð2:21Þ

suggesting the introduction of the quantity

EN Z
1

2
ð _f2

Cmð6jjjjj2K4Þf2Þ; ð2:22Þ

as a measure of the magnitude of the normal oscillations. Indeed, for j2N ,

ENR
1

2
ð _f2

Cmf2Þ; ð2:23Þ

which implies jj _vjj%cð1C
ffiffiffiffiffiffiffi
EN

p
Þ by (2.20). Differentiate with respect to t and

substitute from (2.21) to deduce

d

dt
EN ðtÞZ _fðKD 2UðjÞðv;jÞK3v$U 0ðjÞÞC6mf3; ð2:24Þ

and hence, since mf2%2EN ,

d

dt
EN

����
����%CðEN C

ffiffiffiffiffiffiffi
EN

p
Þ%Cð1CEN Þ; ð2:25Þ

for some C independent of m. Now, for the assumed initial data (2.9), f(0)Z0 and
j _fð0Þj is bounded in terms of E0 and L1, and hence there exists CO0, independent
of m, such that

EN ð0Þ%C : ð2:26Þ
The Gronwall inequality applied to (2.25) and (2.26) implies that

EN ðtÞ%C1e
C2t; ð2:27Þ

with both constants independent of m. Given this, it follows from (2.18) and (2.19)
that the acceleration _vmZ €Jm of the solutionJm is bounded uniformly in mOm�, as
is

ffiffiffi
m

p
fm, where fmZvm$Jm. It follows from lemma 2.1 that, along a subsequence

mk, the Jm converge in C1ðR;RN Þ to J2C1ðR; SNK1Þ while the normal
component of the velocity converges to 0 (since fmZvm$Jm converges to 0).

To identify the limit J, observe that since Jm solves (2.4), and PjðjÞZ0,
we have ð

hvtðPJm
ðzÞÞ; _JmidtZ

ð
hPJm

ðzÞ;U 0ðJmÞidt; ð2:28Þ
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for all z2CN
0 ðR;RN Þ. Calculate

½vt;PJm
�zZ

K _Jm$zJmKJm$z _Jm

jjJmjj2
C2

ðJm$zÞðJm$ _JmÞJm

jjJmjj4
:

Using this and the fact that hJm; _Jmi/hJ; _JiZ0 (since jjJðtÞjjZ1), we
deduce that, along the subsequence,

h½vt;PJm
�z; _Jmi/Kjj _Jjj2J$z;

and hence that ð
ðh _z; _JiK hz; jj _Jjj2JiÞdtZ

ð
hz;PJðU 0ðJÞÞidt;

which is the weak formulation of (2.8). Since (2.8) has a unique smooth solution
with initial values as in (2.9), we deduce that the Jm converge in C 1 to J without
taking subsequences (since any subsequence has a subsequence which converges
to the same limit J). &

There are various ways in which this example can be generalized, for example:

—by allowing several constraints, Gj(j)Zg j, so that the motion is constrained
to a submanifold of co-dimension larger than one, as in §2a(ii), and

—by considering the case that j takes values in an infinite-dimensional vector
space, as in the PDEs of classical field theory described in §§1 and 2b, or even
by allowing j to be a function taking values in a manifold as in the s-model
(wave map) problem (see §3c and Haskins & Speight 2003).

To conclude this section, we shall briefly mention the possibility of increasing
the dimension of the domain. A problem of this type was considered by Bethuel
et al. (1993), where theorem 2.3 was proved.

Theorem 2.3. Let U3R
2 be a bounded, connected and simply connected,

open set with smooth boundary vU on which is given a smooth function
g : vU/S1Zfz 2C : jzjZ1g having zero degree, which is the restriction of a
smooth function ~g : �U/S1. Let H 1

g ðUÞZ ~gCH 1
0 ðUÞ be the complex-valued H 1

functions with boundary values g. Then solutions Jm 2H 1
g hCNðU;CÞ of

KDJm ZmJmð1KjJmj2Þ;
which minimize the energy

Ð
ðjVjj2Cðm=2Þð1Kjjj2Þ2Þ, converge in C1;a;a2 ð0; 1Þ,

as m/N, toJ2H 1
g hCNðU;S1Þ, the solution of

KDJZ jVJj2J;

which minimizes the energy
Ð
jVjj2.

In this theorem, it is crucial that the boundary value g has zero degree, so that
it does indeed admit a smooth S 1-valued extension to �U: without this assumption
there would be no putative limit function J2CNðU;S1Þ, extending g, to which
the sequence Jm might converge. The description of the asymptotic behaviour of
Jm in the case of non-zero degree involves the emergence of rescaled Ginzburg–
Landau vortices at locations determined by a renormalized energy, and has given
Proc. R. Soc. A (2007)
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rise to a very large literature starting with Bethuel et al. (1994). Since the focus
of the present survey is on dynamical aspects of adiabatic limits, we will not
attempt to describe the many interesting results in this area.
(ii) Natural Lagrangian systems with vector constraints

In order to generalize theorem 2.2, so as to allow for several constraints, we
consider the Lagrangian of the form (2.1), with VmZUCmV, where the
constraining potential is of the form VðjÞZ jjGðjÞjj2Z

Ps
jZ1GjðjÞ2 for some

vector-valued function GðjÞZðG1ðjÞ;.;GsðjÞÞ2R
s. We introduce the

following assumptions (which are given at some length so as to fix notation for
the subsequent discussion).

—G1. There is an open set O on which G is a smooth submersion, G : O/R
s,

whose level sets SgZfj2O : GðjÞZgg are leaves of a smooth foliation of O,
and minj2OVðjÞZ0ZfVðj0Þ : j0 2S0g.

—G2. There are open sets O13R
NKs and O23R

s and a diffeomorphism
~J : O1!O2/O so that every j2O can be written uniquely as jZ ~Jðs; gÞ
with s2O1,g2O2 and Gð ~Jðs; gÞÞZg. Furthermore, there is a correspond-
ing orthogonal decomposition of the tangent space TjOzR

N as

TjOZTjSGðjÞ4NjSGðjÞ Z ~PjðRN Þ4~QjðRN Þ;
with corresponding orthogonal projections ~Pj; ~Qj satisfying ~Pj4~QjZ1, and
which map, respectively, onto the tangent and normal spaces to the leaves,
i.e. at jZ ~Jðs; gÞ,

~PjðRN ÞZKer DGðjÞZD1
~Jðs; gÞðRNKsÞ and

~QjðRN ÞZDGðjÞ�ðRsÞ
where DGðjÞ� means the adjoint operator R

s/TjO, defined using the
Euclidean inner products to identify the vector spaces with their duals.

—G3. There exists m�O0 such that

D 2Vðj0Þðn;nÞRm�jjnjj2;
for every j0 2S0 and n2Nj0

S0. Then for jZj0 2S0, the decomposition in
(G2) reduces to

Tj0
OZKer Lj0

4Lj0
ðRN Þ;

where Lj is the symmetric linear operator R
N/R

N determined by
hv;LjwiZD 2VðjÞðv;wÞ. Furthermore, for j in some set N close to S0,
there are NKs eigenvalues which are less than (say) m�/4 and s eigenvalues
greater than (say) 3m�/4, and there are corresponding orthogonal spectral
projections Pj and Qj such that

TjOZPjðRN Þ4QjðRN Þ:
Remark 2.4. The assumed form of the constraining potential V is chosen to

match the Bogomoln’yi form of the potentials in the field theoretic cases of
interest discussed in §1b(iv). More general forms for V could be handled with
the same methods.
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Remark 2.5. Regarding (G3), observe that the fact that 0 is a minimum value
of V implies that V0ðj0ÞZ0 for all j0Z ~Jðs; 0Þ2S0, and hence, by the chain
rule, that LjwZ0cw2Tj0

S0ZD1
~Jðs; 0ÞðRNKsÞ, i.e. the kernel of the Hessian

contains the tangent space to S0. The condition of positivity of the Hessian on the
normal space to S0 is the crucial defining condition of a Morse–Bott critical
submanifold.

We now introduce the constrained system. The minimum value, 0, of the
constraining potential V is attained on the set S0, and so we consider critical
points of (2.1) among curves t1jðtÞ2S03R

N , i.e. those for which
Ð
ðh _j; _ziKhU 0; ziÞdtZ 0;

cz 2 CN
0 ðR;RN Þ : zðtÞ 2 TjðtÞS0 ZPjðtÞðRN Þ:

ð2:29Þ

An alternative, and more familiar, way to write this condition is

D

Dt
_jCPjU

0 Z 0; ð2:30Þ

where D=DtZPjðd=dtÞ is the covariant derivative along j determined by the
metric on S0 induced from the ambient Euclidean structure.

Theorem 2.6. Assume that U,G1,., Gs are smooth bounded functions on R
N

and the properties (G1)–(G3) hold. For mO0, let Jm 2CNðR;RN Þ be the unique
solution of (2.2), with VmZUCmVZUCmjjGjj2, and with initial values

Jmð0ÞZJ0 2S0
_Jmð0ÞZ v0 2TJ0

S0: ð2:31Þ

Then there exists a non-empty time interval, ½Kt�; t��, such that

Jm/J in C1ð½Kt
*
; t

*
�;RN Þ as m/CN; ð2:32Þ

where J2CNð½Kt�; t��;S0Þ is the unique solution of (2.30) with initial data
Jð0ÞZJ0, _Jð0ÞZv0.

Remark 2.7. Small modifications of the proof below show that this behaviour
is stable, i.e. holds for solution sequences whose initial data converge rapidly
to (2.31).

Proof. The Euler–Lagrange equation (2.2) can be written more explicitly as

€jCU 0ðjÞCmV0ðjÞZ 0: ð2:33Þ
By the local existence theorem, this equation has, for every m and initial data
(2.31), a local smooth solution Jm defined on some time interval (KTm,Tm) which
satisfies the energy conservation law EðtÞZHðJmðtÞ; _JmðtÞÞZEð0Þ, where

Hðj; _jÞZ 1

2
jj _jjj2 CUðjÞCmVðjÞ: ð2:34Þ

The initial data (2.31) are such that the energy E(0)ZE0 is finite and
independent of m. Since U is bounded, by say L, and VR0, it follows that for
mO0 the velocities vmZ _Jm are uniformly bounded as in (2.14). Now note that
there exists t�O0, independent of m, such that all solutions Jm(t) remain inside a
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fixed compact subset N 3O containing J0, so that restricting to jtj%t� we can
make use of the properties (G1)–(G3). Also, since the U ;G1;.;Gs are smooth,
we may assume that all their derivatives are bounded (by constants depending
on N ). Therefore, the solution can be continued, and subsequentially the Jm

converge to a limit J2Cð½Kt�; t��;RN Þ, uniformly on closed bounded intervals.
(This convergence will be improved to C 1 below.) The energy identity (2.34)
implies GðJðtÞÞZ0 so that in fact J2Cð½Kt�; t��;S0Þ.

To prove C 1 convergence via lemma 2.1, it is sufficient to prove that the
accelerations _vmZ €Jm are bounded independent of m. We now derive these
estimates, temporarily writing j, v in place of Jm,vm for clarity. As in the model
problem, the ‘normal’ and ‘tangential’ components are estimated separately.
However, an additional complication here is that there are two different
orthogonal decompositions into normal and tangential components, provided by
(G2) and (G3), respectively, namely

_v ZPjð _vÞCQjð _vÞ and

_v Z ~Pjð _vÞC ~Qjð _vÞ:

(In the model problem considered above, these decompositions coincide). It turns
out that it is sufficient (and most convenient) to estimate ~Pjð _vÞ and Qjð _vÞ in
order to bound _v itself.

To estimate the first of these, observe that if j solves (2.33), then

jj~PjðtÞð _vðtÞÞjjZ jj ~PjðtÞðU 0ðjðtÞÞÞjj%cðN Þ: ð2:35Þ

For the estimation of the normal velocity, consider first the differentiated
equation satisfied by vZ _j, i.e.

€v CKjvCmLjv Z 0; ð2:36Þ

where Kj bears the same relation to U as Lj does to V, i.e.
hv;KjwiZD 2UðjÞðv;wÞ. Now introduce wZQjðvÞ; given (2.35), this quantity is
sufficient to bound _v.

Claim. If j(t) lies in a compact set N which is sufficiently close to S0, then
there exists a constant cZcðE0;L;NÞ such that jj _vjj%cð1C jj _wjjÞ.

To prove this claim, observe that the projection operators Qj and ~Qj are
continuous functions of j which coincide on S0, and hence making N close to
S0 we may assume that jjð ~QjKQjÞ _vjj%ð1=2Þjj _vjj. From this, we deduce

jj _vjj% jj~Pj _vjjC jj ~Qj _vjj% jj ~Pj _vjjC jjQj _vjjC
1

2
jj _vjj; ð2:37Þ

so that jj _vjj%2ðjj ~Pj _vjjC jjQj _vjjÞ. Now differentiation gives _wZQjð _vÞC ½vt;Qj�v
and one can check (e.g. using the Riesz contour integral formula for Qj; Riesz &
Sz.-Nagy 1990) that jj½vt;Qj�jj%cjjvjj; here we write jj$jj for the operator norm.
Using the bound (2.14) and substituting back into (2.37) gives the claim.

Thus it remains to estimate w. Applying Qj to (2.36) gives

€w CKjwCmLjw Z ½v2t;Qj�vC ½Kj;Qj�v; ð2:38Þ
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since ½Qj;Lj�Z0 (because spectral resolution projectors always commute with
the original operator). This suggests the introduction of the quantity

EN Z
1

2
ðjj _wjj2Chw; ðKj CmLjÞwiÞ; ð2:39Þ

since by (G3) and w 2QjðRN Þ we have

ENR
1

2
jj _wjj2Cmm�

2
jjwjj2

� �
; ð2:40Þ

for sufficiently large m. Together with the claim above, this implies

jj _vjj%cð1C
ffiffiffiffiffiffiffi
EN

p
Þ: ð2:41Þ

The energy identity gives

d

dt
EN Z h _w; ½v2t;Qj�vC ½Kj;Qj�viC

1

2
hw; ½vt;KjCmLj�wi:

As noted above, jj½vt;Qj�jj%cjjvjj, and similarly jj½v2t;Qj�jj%cðjjvjj2C jj _vjjÞ, so
that there exists cZcðE0;L;NÞ such that

d

dt
EN

����
����%cjj _wjjðjj _vjjC1ÞCð1CmÞjjwjj2: ð2:42Þ

And so, since these estimates apply to the solutions Jm, (2.41) and a simple
application of the Gronwall inequality give the following bound for _vmZ €Jm along
the subsequence:

jj _vmðtÞjj%C1e
C2t; ð2:43Þ

for jtj%t�, with both constants depending only onE0,L,N (and independent ofm).
It then follows from lemma 2.1 that, along the subsequence, the Jm converge in
C1ð½Kt�; t��;RN Þ to some limit J2C1ð½Kt�; t��;S0Þ. The remainder of the
argument can be completed as in the model problem. &
(iii) A direct constructive approach

An alternative approach to the problem of adiabatic motion and strongly
constrained systems is to ask whether, given a solution to the limit (constrained)
system, it is possible to construct a nearby solution to the original system (for
large values of the constraining parameter m)? We sketch a proof of a theorem
which answers this question affirmatively in the context of the natural
Lagrangian systems discussed in theorem 2.6 in §2a(ii). Theorem 1.4 from
Stuart (1994b) is also based on this type of direct constructive approach,
although the compactness approach, discussed in §2a(ii), could equally well be
used for the problems in that article and Stuart (1994a).

Assume given, as a starting point, a solution to the constrained system (2.30)
which can be written

JðtÞZ ~Jðs0ðtÞ; 0Þ; ð2:44Þ
with initial conditions as in (2.9). Here, we are using the same notation as in
§2a(ii) so that ~Jðs; 0Þ2S0,cs2O by (G2). We search for a solution of (2.33)
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in the form

JmðtÞZ ~JðsðtÞ; 0ÞCz; ð2:45Þ
with s(t) determined by the requirement that

PsðtÞðzðtÞÞZ 0; ð2:46Þ

where PsðtÞZP ~JðsðtÞ;0Þ is the projection onto the tangent space to S0. (The

condition (2.46) would hold if ~JðsðtÞ; 0Þ were the nearest point on S0 to JmðtÞ.)
Theorem 2.8. For every solution to (2.30) in the form (2.44), there exists

t�O0 and a solution to (2.33) which can be written in the form (2.45) and (2.46)
on the time interval ½Kt�; t��, where

sup
jtj%t

*

½mjj _zðtÞjj2 Cm2jjzðtÞjj2 C ffiffiffi
m

p ðjjsðtÞK s0ðtÞjjC jj _sðtÞK _s0ðtÞjjÞ�%c; ð2:47Þ

with c independent of m.

The idea of the proof is to rewrite (2.33) as an equivalent coupled system of
equations for z(t) and s(t) by requiring that (2.45) and (2.46) hold for each t.
A careful treatment of the energy identity then yields (2.47). Substitution gives
the following equation for z:

€zCmLszZK €s$D1 C _s5 _s$D2
1

� �
~JKmjsðzÞKU 0ð ~JCzÞ; ð2:48Þ

where, abusing notation slightly, wewrite LsZL ~Jðs;0Þ and jsðzÞZV0ð ~JCzÞKLsz.

Differentiate (2.46) twice and use the fact that PsLsZ0 to deduce

Ps K €s,D1 C _s5 _s,D2
1

� �
~JKmjsðzÞKU 0ð ~JCzÞ

� 

C ½v2t;Ps�zZ 0; ð2:49Þ

which, for largem, is a small perturbationof (2.30)when (2.47) holds.Thismeans that
(2.48) and (2.49) potentially provide a scheme in which (2.47) can be proved to hold
on a finite time interval for appropriate initial data. To carry out this, choose, for
simplicity, initial data zZ0Z _z and sð0ÞZs0ð0Þ; _sð0ÞZ _s0ð0Þ, so that for each m
there exists t1(m)O0 such that (2.47) holds for some cO0 on ½Kt1ðmÞ; t1ðmÞ�
(by continuity).This information is thenused to show that in fact t1(m)maybe taken
to beRt�O0,with t� independent ofm for largem. The estimates for (2.48) necessary
to achieve this can be obtained by consideration of the quantity

EN Z
1

2
ðjj _zjj2Chz; ðKsCmLsÞziÞ; ð2:50Þ

with KsZK ~Jðs;0Þ, as defined immediately following (2.36). The crucial estimate,
from which theorem 2.8 follows quickly, is jEN j%c=m. To obtain this, differentiate
(2.50) to get

d

dt
EN Z h _z;Kð€s,D1 C _s5 _s,D2

1Þ ~JKmjsðzÞKðU 0ð ~JCzÞKKszÞi

C
1

2
hz; ½vt;KjCmLj�zi: ð2:51Þ

The idea is to write EN ðTÞZEN ð0ÞC
ÐT
0

_E
N
dT , estimate _E

N
and apply the

Gronwall inequality. The terms on the right-hand side, which are at least
quadratic in z; _z, can be estimated in the obvious way. Some care is needed with
the terms in the first line of (2.51), which are only linear in _z, since if estimated
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naively they contribute O(1), whereas it is necessary to bound them as O(1/m) to
establish (2.47); this can be done by means of a single integration by parts
in time.
(b ) The sine-Gordon equation

We will now prove theorem 1.1, showing that in the low-energy adiabatic limit
the sine-Gordon equation (1.1) can be approximated by uniform motion along the
moduli space MSG of all solitons. The proof of this theorem will be carried out
using the rescaling (1.22), so that we are interested in solutions, for large m, of

v2q

vt2
CmV0ðqÞZ 0; ð2:52Þ

where VðqÞZV ðqÞK8Zð1=2Þ
Ð

qxK2 sin ðq=2Þð Þ2dx is the potential energy
discussed in §1b(iv), shifted to have minimum 0. We consider smooth initial
data obtained by rescaling (1.20) via (1.22), and using mZeK2 as parameter in
place of e,

qð0; xÞZ qKðxÞC q̂0ðx;mÞ; vtqð0; xÞZKu0q
0
KðxÞC v̂0ðx;mÞ and

mjjq̂0jjH 2 C
ffiffiffi
m

p jjv̂0jjH 1 ZOð1Þ; as m/N:
ð2:53Þ

Referring to the discussion in §§1b,c, we see that equation (2.52) is a natural
Lagrangian system, an infinite-dimensional version of those studied in §2a(ii),
with UZ0, mZeK2[1 and with infinite-dimensional vector constraint function
G : A1/L2ðRÞ, q1GðqÞZqxK2 sin ðq=2Þ; defined on the configuration spaceA1

defined in §1c. In the next three paragraphs we develop a framework for the
discussion similar to the properties (G1)–(G3) used in the finite-dimensional case.

Analogous to (G1), we have the following.

Lemma 2.9. G is a smooth submersion A1/L2ðRÞ whose level sets GK1(g), for
g2GðA1Þ, define a foliation with one-dimensional leaves, whose tangent spaces
at q are spanned by a positive function bq 2Ker DGðqÞ with jjbqjjL2Z1, and the
mapping q1bq is continuous from A1 to H 1.

Proof. Since supx jqðxÞj%cjjqjjH 1 , the smoothness (and in fact real analyticity)
of G follows immediately from that of sin (q/2). To prove that it is a submersion,
it is sufficient to prove that the derivative

DGðqÞ : w1wxKcos
q

2
w;

is surjective and has a one-dimensional kernel. That these statements are true
follows from the fact that if q2A1 then cosðqðxÞ=2Þ/H1 as x/GN. This
means that wxKcosðq=2ÞwZ0 has a solution wðxÞZwð0Þexpð

Ð x
0 cosðq=2ÞÞ, which

is square integrable and gives a one-dimensional kernel; normalizing it by
jjbqjjL2Z1 and requiring it to be positive determines bq uniquely. Surjectivity can
be proved similarly by construction of a fundamental solution for DG(q)

Kðx; yÞZ
exp K

Ð y
x cosðq=2Þ

� �
if 0!y!x;

Kexp K
Ð y
x cosðq=2Þ

� �
if x!y!0;

0 otherwise:

8>><
>>:

ð2:54Þ
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The fact that q2A1 implies that cos(q/2) has limitH1 as x/GN. Using this it
is straightforward to show from the generalized Young inequality that the
operator K : f1

Ð
Kðx; yÞf ðyÞdy is bounded L2/L2, and gives a solution to the

equation wxKcosðq=2ÞwZ f . This equation in turn implies boundedness of K

from L2 to H 1 so that DG(q) is surjective as claimed. The final assertion follows

from the implicit function theorem. &

To further pursue the analogy with §2a(ii) we introduce projection operators
as in (G2),

~PqðwÞZ hw;bqibq; ~QqðwÞZwK~PqðwÞ: ð2:55Þ

Now bq is tangent to the leaves of the foliation and as such is orthogonal to V0ðqÞ,
a fact which can be checked directly,

hbq; ðKqxx Csin qÞiL2 Z

ð
ðqxK2 sin

q

2
ÞððbqÞxKcos

q

2
bqÞCð2 sin q

2
bqÞx

� �
dxZ0:

ð2:56Þ

This means that ~PqðV0ðqÞÞZ0, which will be used below to estimate the
tangential component of €q.

To introduce the decomposition in (G3), consider the operator LqZKv2xCcos q
which satisfies

Ð
wLqw dxZD 2VðqÞðw;wÞ. When qð$ÞZqKð$KX0Þ is one of

the soliton solutions, we write LX0
for this operator; it has precisely one L2

eigenvector, qk, corresponding to the eigenvalue 0, which arises due to translation
invariance. The remaining spectrum is continuous spectrum filling the interval
[1,N). For q2A1 sufficiently close to qKð$KX0Þ, i.e. if jjqK qKð$X0ÞjjH 1 is
sufficiently small, Lq is a compact perturbation of LX0

. Therefore, by Weyl’s
theorem, its spectrum has the same set of limit points asLX0

, and, by results in ch. 7
of Kato (1980), has an isolated simple eigenvalue lq close to 0; there may also be
eigenvalues close to the bottom of the continuous spectrum. There exists a number
d�O0 such that if jjqK qKð$KX0ÞjjH 1!d�, for some X0, then jlq!(1/4)j and the
remainder of the spectrum isO(3/4). Let zq be the positive, normalized eigenvector
with eigenvalue lq. The functions q1lq (respectively, zq) are smooth fromA1 toR
(respectively, H 2). Introduce corresponding spectral projection operators on L2,

PqðwÞZ hw; zqizq; QqðwÞZwKPqðwÞ: ð2:57Þ

Since bqK ZzqK Zq0K , it follows, from continuity, that

jjð ~QqKQqÞjj%
1

2
; ð2:58Þ

in operator norm, as long as jjqK qKð$KX0ÞjjH 1!d�, with d� sufficiently small.
Another immediate consequence is that for small d� there exists c4O0 such thatð

wLqw dxRc4jjwjj2H 1 ; ð2:59Þ

for all w2QqðH 1ðRÞÞ.
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A proof of theorem 1.1 will now be given. The basic strategy is the same as in
the finite-dimensional case, but a new compactness criterion is required on
account of the infinite dimensionality of the problem. In place of the Arzela–
Ascoli theorem, the following version of the Lions–Aubin lemma (Majda &
Bertozzi 2001) will be used to deduce compactness.

Lemma 2.10. Given positive numbers l!s and a sequence of smooth functions
fnðt; xÞ satisfying

max
jtj%t�

jjfnðtÞjjHs C jj _f nðtÞjjHl

� �
%C ;

there exists ffnjg
N
jZ1 which converges to a limit f 2Cð½Kt�; t��;HsðRÞÞ, in the

sense that if r is smooth and compactly supported, then maxjtj%t� jjrð$Þ!
ðfnðt; $ÞKf ðt; $ÞÞjjHr /0 for every r2(l, s).

Proof of theorem 1.1.

(i) The initial-value problem for (2.52) with smooth initial data has a unique
smooth global solution which satisfies energy conservation E(t)ZE(0),
where

EðtÞZ 1

2

ð
_qðtÞ2dxCmVðqðtÞÞ:

Furthermore, the solution qðtÞZQmðtÞ with initial data (2.53) remains
close to the soliton moduli space for all time as m/CN: there exists
XmðtÞ2R and cO0 such that, for every t2R,

jjqðt; $ÞK qKð$KXmðtÞÞjjH 1%cmKð1=2Þ: ð2:60Þ

These facts are proved by Henry et al. (1982); an alternative proof, more
similar to the methods being discussed here, follows as a simplification of
the work by Stuart (2001). Let m be sufficiently large that (2.58) and
(2.59) hold.

(ii) Let vZ _q and observe that it solves the equation

€v CmLqv Z 0: ð2:61Þ
Apply the tangential projection operator ~Pq to (2.52) to deduce ~Pqð _vÞZ0.
Therefore, _vZ ~Qqð _vÞ, so that jj _vjjL2% jjQqð _vÞjjL2C jj ~Qqð _vÞKQqð _vÞjjL2 ; and

jj _vjjL2%2jjQqð _vÞjjL2 ; ð2:62Þ

for sufficiently large m by (2.58) and (2.60). Define wZQqðvÞ, then
€wCmLqw Z v2t;Qq

� 

v: ð2:63Þ

Now, by the paragraph preceding (2.57), j _lqjC jj _zqjjL2%cjj _qjjL2 and hence
(2.62) implies jj _vjjL2%cð1C jj _wjjL2Þ, with c depending only on the energy,
and similarly jj _wjjL2%cð1C jj _vjjL2Þ. Introduce EN ðtÞZð1=2Þ

Ð
ð _w2CmwLq

wÞdx as a measure of the normal oscillations. Then for initial data as in
(2.53), we claim that EN ð0ÞZOð1Þ as m/CN. To see this, first note that
(2.52) and (2.53) imply that jjv2tqð0; $ÞjjL2ZOð1Þ and hence jj _wjjL2ZOð1Þ.
Next, write wZQqð _qÞZQqðv̂0ÞCðQqKQqK

ÞðKu0q
0
KÞ when tZ0 (since

QqK
ðq0KÞZ0). Then note that (2.53) implies that jjqð0; $ÞK qK jjH 2ZOðmK1Þ
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so that jjzqK zqK jjH 2ZOðmK1Þ also; therefore, since jjv̂0jjH 1ZOðmK1=2Þ, we
deduce jjwð0; $ÞjjH 1ZOðmK1=2Þ, and hence EN ð0ÞZOð1Þ as claimed.

(iii) We need the identity ðd=dtÞENZh _w; v2t;Qq

� 

viCð1=2Þmhw; ½vt;Lq�wi and

the lower bound (which follows immediately from (2.59))

EN ðtÞRc5 jj _wðtÞjj2L2 CmjjwðtÞjj2H 1

� �
: ð2:64Þ

Now, by the smoothness properties preceding (2.57), we have j€lqj%
c k€qkL2Ck _qk2L2

� �
and, using also (2.59), we deduce k€zqkL2%c k€qkL2

�
Ck _qk2L2

Ck _qk2L4Þ Therefore, using jjf jjL4%cjjf jj1=2
H 1 jjf jj1=2L2 , there exists cO0, indepen-

dent of mO1, such that

jj½v2t;Qq�vjjL2%cð1C
ffiffiffiffiffiffiffi
EN

p
Þ;

and hence

EN ðtÞ%EN ð0ÞCc

ðt
0
ð1CEN ðsÞÞds;

with c depending on the energy and independent of m. As a consequence, on

any time interval ½Kt�; t�� the solutions ðQm; vmZ _QmÞ satisfy the following
(m independent) bounds:

max
jtj%t�

ðjj _vmðtÞjjL2 C jjvmðtÞjjH 1 C
ffiffiffi
m

p jjwmjjH 1Þ%c; ð2:65Þ

where wmZQQm
ðvmÞ. Now let fmZQmKQmð0Þ so that _f mZ _QmZvm. From

these we can bound €f mZ €Qm in L2, _f m inH 1 and hence fm inH 1 by a constant
independent ofm, but depending upon t�. Given this, equation (2.52) implies
a bound for v2xQmZv2xðfmCQmð0ÞÞ, and hence

max
jtj%t�

ðjj _f mðtÞjjH 1 C jjfmðtÞjjH 2Þ%c; ð2:66Þ

with c independent of m.
(iv) Nowapplying lemma 2.10, we extract a subsequence {mj} alongwhich there is

convergence to a limit f 2Cð½Kt�; t��;H 2ðRÞÞ, for every r!2 in the

sense that if rZrðxÞ is smooth and compactly supported, then maxjtj%t�

jjrðfmj
ðtÞKf ðtÞÞjjHr /0 and similarly _f mj

converge to _f 2Cð½Kt�; t��;
H 1ðRÞÞ in a corresponding sense with r!1. Define

QhQmð0ÞC f ;

then ðQ; vxQ; _QÞ2Cð½Kt�; t��;A1!H 1!H 1Þ, and GðQÞZ0,

i:e: vxQZ 2 sin
Q

2
;

so that there existsX0(t) such thatQðt; $ÞZqKð$KX0ðtÞÞ at each time t. It
follows from the regularity just asserted for Q, and the positivity of q0K , that
the function t1X0ðtÞ is in factC 1. Furthermore, comparing with (2.60), we
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see that XmðtÞ/X0ðtÞ uniformly and

lim
mj/N

max
jtj%t

*

kðQmj
ðt; $ÞK qKð$KX0ðtÞÞÞkH 1 Z 0: ð2:67Þ

(v) It follows from (2.56) that hbQm
; v2tQmiL2/0 as m/N along the subsequence.

This implies also that, along (mj),

hq0Kð,KX0Þ; v2tQmiL2/0;

since by lemma 2.9 and the previous item bQm
/q0Kð,KX0Þ strongly in H 1.

Note also that
hq00Kð,KX0Þ; vtQmiL2/0;

since hq00K ; q0KiL2Z0 and vtQm converges to K _X0q
0
Kð$KX0Þ weakly in L2,

along the subsequence (mj). Now

hq0Kð$KX0ðtÞÞ; vtQmðtÞiL2

���b
a
Z

ðb
a
q0Kð$KX0ðtÞÞ; v2tQmiL2

K _X0hq00Kð$KX0ðtÞÞ; vtQmiL2dt:

Taking the limit as mj/N, we deduce that _X0ðbÞZ _X0ðaÞ for all a, b so that
X0 is indeed the solution of €X 0Z0 with the initial dataX0ð0ÞZ0; _X0ð0ÞZu0

as expected. Since the solution X0ðtÞZu0t is unique, it follows that the Qm

converge to the same limit along every convergent subsequence, and
hence there is convergence, without restriction to subsequences, completing
the proof. &
3. Further developments and directions for future work

In this section, we briefly discuss various directions in which the previous work
either has been, or could be, pursued and strengthened.

(a ) Scattering theory

An immediate question raised by the formulation of, for example, theorem 1.4,
is whether there is a longer time scale on which the approximation is valid. This
is a natural question mathematically which is also of interest phenomenologi-
cally, e.g. for the description of soliton scattering. Scattering is a process in which
two, or more, solitons, initially well separated, move towards one another and
interact for a time before moving apart again (usually); the interaction is
generally hoped to have a negligible effect except over a finite time interval.

For the case of BPSmonopoles (§1a(ii) in §1), there is a quite explicit description
of the scattering of two monopoles, at the level of the moduli space approximation,
which is given by Atiyah & Hitchin (1988). It is desirable to extend theorem 1.4 to
provide a rigorous description of monopole scattering on an infinite time interval:
this would be achieved by the construction of solutions to (1.4), which are close for
all time to the monopole scattering processes given by the geodesics given by
Atiyah & Hitchin (1988). This is open, as is a more basic problem, to prove
asymptotic stability of a single BPSmonopole. Regarding this question, it has been
proved by Stuart (1999a) that the BPSmonopoles are uniformly stable in a certain
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norm, similar to but weaker than the H 1 norm. For the case of a single monopole,
this implies that for initial data close to a monopole the solution at later times is
uniformly close to some translate and gauge transformation of that monopole. To
strengthen this assertion to prove asymptotic stability amounts to showing that
the solution actually converges to a monopole as t/N, in some topology.

Once asymptotic stability of a single monopole is proved, it would be interesting
to understand the asymptotic behaviour as t/N when several monopoles are
present in some appropriate class of initial data: does the solution converge to an
approximate superposition of monopoles as t/N in some norm? Results of this
type are in principle known for certain integrable equations, although precise
statements are not easy to come by (see Eckhaus&Schuur 1983; Cheng et al. 1999).
Some progress has beenmade towards developingmethods allowing amore general
treatment of such problems, starting with Soffer & Weinstein (1990), Buslaev &
Perelman (1993) and more recently Cuccagna (2003), Rodnianski et al. (2003),
Perelman (2004) and Buslaev et al. (2007).

(b ) Bound states and time-periodic solutions

We now discuss questions related to the existence of periodic solutions
representing bound states of solitons. These arise if the adiabatic limit system
has periodic solutions representing such bound states. An approximation theorem
like theorem 1.4 would then imply that there is a corresponding solution of the full
systemwhich is close to the bound state on some time interval. However, there is no
guarantee this would be close for all time, or even on a time interval long compared
to the period of the bound state, and it is clearly necessary to refine the analysis
carried out hitherto to seriously address the issues of existence, persistence and
stability of periodic and quasi-periodic motions. The existence of periodic orbits in
finite-dimensional adiabatic limit problems is treated by Uhlenbeck (1995) and
Malchiodi (2001). As a specific infinite-dimensional example, the Abelian Higgs
model is a system of hyperbolic nonlinear wave equations for which a moduli space
approximation has been proved to be valid (Stuart 1994a). At the moduli space
level there exist time-periodic solutions, which have been proved to persist in the
full system in certain cases (Stuart 1999b). The Chern–Simons–Schrödinger
system will also admit periodic solutions of a similar type. Work is currently
underway to apply Hamiltonian techniques associated with KAM theory and
Nekhoroshev estimates to understand the stability of such solutions, and then
extend this understanding to quasi-periodic solutions.

(c ) Singularities

In certain models, the limiting moduli space dynamics is singular (Speight
2003; Bizon et al. 2004) and it is natural to investigate to what extent this is a
reflection of singular behaviour of the original system. This circumstance arises
in particular for systems having a scale invariant static energy V, such as the
Yang–Mills equations on R

1C4 and the s-model (wave map) problem on R
1C2. In

certain cases, the L2-induced metric on the moduli space is incomplete, and there
exist geodesics which cease to exist after a finite time. These geodesics
correspond to a finite time collapse of the soliton by rescaling. However, the
very fact of this singular collapse means the question of validity of the moduli
space approximation is a subtle one. For the case of the equivariant s-model, it
Proc. R. Soc. A (2007)
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has recently been proved by Rodnianski & Sterbenz (2006) that soliton collapse
does occur in certain cases. However, as had been observed numerically by Bizon
et al. (2004), the asymptotics at the blow-up point is different (by a logarithmic
term) from the self-similar collapse suggested by naive application of the moduli
space approximation.
References

Arnold, V. I. 1989 Mathematical methods of classical mechanics. New York, NY: Springer.
Atiyah, M. F. & Hitchin, N. 1988 Geometry and dynamics of magnetic monopoles. Princeton, NJ:

Princeton University Press.
Bethuel, F., Brezis, H. & Helein, F. 1993 Asymptotics for the minimization of a Ginzburg–Landau

functional. Calc. Var. Partial Differ. Eqns 1, 123–148. (doi:10.1007/BF01191614)
Bethuel, F., Brezis, H. & Helein, F. 1994 Ginburg–Landau vortices. Boston, MA: Birkhauser.
Bizon, P., Ovchinnikov, Y. & Sigal, I. M. 2004 Collapse of an instanton. Nonlinearity 17,

1179–1191. (doi:10.1088/0951-7715/17/4/003)
Bradlow, S. 1988 Vortices in holomorphic line bundles and closed Kähler manifolds. Commun.

Math. Phys. 118, 635–640. (doi:10.1007/BF01221112)
Buslaev, V. S. & Perelman, G. S. 1993 Scattering for the nonlinear Schrödinger equation: states

that are close to a soliton. St Petersburg Math. J. 4, 1111–1142.
Buslaev, V., Komech, A., Kopylova, E. & Stuart, D. 2007 On asymptotic stability of solitary waves

in a nonlinear Schrödinger equation. arXiv:math-ph/0702013.
Cheng, P.-J., Venakides, S. & Zhou, X. 1999 Long-time asymptotics for the pure radiation solution

of the sine-Gordon equation. Commun. Partial Differ. Eqns 24, 1195–1262. (doi:10.1080/
03605309908821464)

Cuccagna, S. 2003 On asymptotic stability of ground states of NLS. Rev. Math. Phys. 15, 877–903.
(doi:10.1142/S0129055X03001849)

Demoulini, S. 2007 Global existence for a nonlinear Schrödinger–Chern–Simons system on a
surface. Ann. de l’IHP 24, 207–225. (doi:10.1016/j.anihpc.2006.01.004)

Demoulini, S. & Stuart, D. 1997 Gradient flow of the superconducting Ginzburg–Landau functional
on the plane. Commun. Anal. Geom. 5, 121–198.

Demoulini, S. & Stuart, D. 2000 Variational approach to uniform rigid rotation of Ginzburg–
Landau vortices. Lett. Math. Phys. 52, 127–142. (doi:10.1023/A:1007621017448)

Donaldson, S. 1984 Nahm’s equations and the classification of monopoles. Commun. Math. Phys.
96, 387–407. (doi:10.1007/BF01214583)

Ebin, D. 1977 The motion of slightly compressible fluids viewed as a motion with strong
constraining force. Ann. Math. 105, 141–200. (doi:10.2307/1971029)

Eckhaus, W. & Schuur, P. 1983 The emergence of solitons of the Korteweg–de Vries equation from
arbitrary initial conditions. Math. Methods Appl. Sci. 5, 97–116. (doi:10.1002/mma.1670050108)

Groisser, D. 1984 Integrality of the monopole number. Commun. Math. Phys. 93, 367–378. (doi:10.
1007/BF01258535)

Haskins, M. & Speight, J. M. 2003 The geodesic approximation for lump dynamics and coercivity
of the Hessian for harmonic maps. J. Math. Phys. 44, 3470–3494. (doi:10.1063/1.1586480)

Henry, D., Perez, J. & Wreszinski, W. 1982 Stability theory for solitary wave solutions of scalar
field equations. Commun. Math. Phys. 85, 351–361. (doi:10.1007/BF01208719)

Jaffe, A. & Taubes, C. 1982 Vortices and monopoles. Boston, MA: Birkhauser.
Kato, T. 1980 Perturbation theory for linear operators. New York, NY: Springer.
Klainerman, S. & Majda, A. 1981 Singular limits of quasilinear hyperbolic systems with large

parameters and the incompressible limit of compressible fluids. Commun. Pure Appl. Math. 34,
481–524. (doi:10.1002/cpa.3160340405)

Krusch, S. & Sutcliffe, P. 2006 Schrödinger–Chern–Simons vortex dynamics. Nonlinearity 19,
1515–1534. (doi:10.1088/0951-7715/19/7/003)
Proc. R. Soc. A (2007)

http://dx.doi.org/doi:10.1007/BF01191614
http://dx.doi.org/doi:10.1088/0951-7715/17/4/003
http://dx.doi.org/doi:10.1007/BF01221112
http://dx.doi.org/doi:10.1080/03605309908821464
http://dx.doi.org/doi:10.1080/03605309908821464
http://dx.doi.org/doi:10.1142/S0129055X03001849
http://dx.doi.org/doi:10.1016/j.anihpc.2006.01.004
http://dx.doi.org/doi:10.1023/A:1007621017448
http://dx.doi.org/doi:10.1007/BF01214583
http://dx.doi.org/doi:10.2307/1971029
http://dx.doi.org/doi:10.1002/mma.1670050108
http://dx.doi.org/doi:10.1007/BF01258535
http://dx.doi.org/doi:10.1007/BF01258535
http://dx.doi.org/doi:10.1063/1.1586480
http://dx.doi.org/doi:10.1007/BF01208719
http://dx.doi.org/doi:10.1002/cpa.3160340405
http://dx.doi.org/doi:10.1088/0951-7715/19/7/003


2781Review. Adiabatic limit in field theory
Majda, A. & Bertozzi, A. 2001 Vorticity and incompressible fluid flow. Cambridge, UK: Cambridge
University Press.

Malchiodi, A. 2001 Adiabatic limits of closed orbits for some Newtonian systems in R
n. Asympt.

Anal. 25, 149–181.
Manton, N. 1982 A remark on scattering of BPS monopoles. Phys. Lett. B 110, 54–56. (doi:10.

1016/0370-2693(82)90950-9)
Manton, N. 1997 First order vortex dynamics. Ann. Phys. 256, 114–131. (doi:10.1006/aphy.1997.

5672)
Manton, N. & Sutcliffe, P. 2004 Topological solitons. Cambridge, UK: Cambridge University Press.
Perelman, G. 2004 Asymptotic stability of multi-soliton solutions for nonlinear Schrödinger

equations. Commun. Partial Differ. Eqns 29, 1051–1095. (doi:10.1081/PDE-200033754)
Riesz, F. & Sz.-Nagy, B. 1990 Functional analysis. New York, NY: Dover.
Rodnianski, I. & Sterbenz, J. 2006 On the formation of singularities in the critical O(3)s-model.

arXiv. 2006 mathAP/0605023
Rodnianski, I., Schlag, W. & Soffer, A. 2003 Asymptotic stability of N-soliton states of NLS.

arXiv:math.AP/0309114.
Romao, N. M. & Speight, J. M. 2004 Slow Schrödinger dynamics of gauged vortices. Nonlinearity

17, 1337–1355. (doi:10.1088/0951-7715/17/4/010)
Rubin, H. & Ungar, P. 1957 Motion under a strong constraining force. Commun. Pure Appl. Math.

10, 65–87. (doi:10.1002/cpa.3160100103)
Soffer, A. & Weinstein, M. I. 1990 Multichannel nonlinear scattering for nonintegrable equations.

Commun. Math. Phys. 133, 119–146. (doi:10.1007/BF02096557)
Speight, J. M. 2003 The L2 geometry of spaces of harmonic maps S 2/S 2 and RP 2/RP 2.

J. Geomet. Phys. 47, 343–368. (doi:10.1016/S0393-0440(02)00227-9)
Strauss, Y. & Sigal, I. M. 2006 Effective dynamics of a magnetic vortex in a local potential.

J. Nonlin. Sci. 16, 123–157. (doi:10.1007/s00332-004-0680-3)
Stuart, D. 1994a Dynamics of abelian Higgs vortices in the near Bogomolny regime. Commun.

Math. Phys. 159, 51–91. (doi:10.1007/BF02100485)
Stuart, D. 1994b The geodesic approximation for the Yang–Mills–Higgs equations. Commun. Math.

Phys. 166, 149–191. (doi:10.1007/BF02099305)
Stuart, D. 1999a Uniform stability of monopoles. Calc. Var. Partial Differ. Eqns 8, 123–157.

(doi:10.1007/s005260050120)
Stuart, D. 1999b Periodic solutions of the abelian Higgs model and rigid rotation of vortices.

Geomet. Funct. Anal. 9, 568–595. (doi:10.1007/s000390050096)
Stuart, D. M. A. 2001 Modulational approach to stability of non-topological solitons in semilinear

wave equations. J. Math. Pures Appl. 80, 51–53. (doi:10.1016/S0021-7824(00)01189-2)
Taubes, C. 1983 Stability in Yang–Mills theories. Commun. Math. Phys. 91, 235–263. (doi:10.

1007/BF01211160)
Uhlenbeck, K. 1995 Adiabatic limits and moduli spaces. Notices AMS 42, 41–42.
Witten, E. 1977 Some exact multipseudoparticle solutions of classical Yang–Mills theory. Phys.

Rev. Lett. 38, 121–124. (doi:10.1103/PhysRevLett.38.121)
Proc. R. Soc. A (2007)

http://dx.doi.org/doi:10.1016/0370-2693(82)90950-9
http://dx.doi.org/doi:10.1016/0370-2693(82)90950-9
http://dx.doi.org/doi:10.1006/aphy.1997.5672
http://dx.doi.org/doi:10.1006/aphy.1997.5672
http://dx.doi.org/doi:10.1081/PDE-200033754
http://dx.doi.org/doi:10.1088/0951-7715/17/4/010
http://dx.doi.org/doi:10.1002/cpa.3160100103
http://dx.doi.org/doi:10.1007/BF02096557
http://dx.doi.org/doi:10.1016/S0393-0440(02)00227-9
http://dx.doi.org/doi:10.1007/s00332-004-0680-3
http://dx.doi.org/doi:10.1007/BF02100485
http://dx.doi.org/doi:10.1007/BF02099305
http://dx.doi.org/doi:10.1007/s005260050120
http://dx.doi.org/doi:10.1007/s000390050096
http://dx.doi.org/doi:10.1016/S0021-7824(00)01189-2
http://dx.doi.org/doi:10.1007/BF01211160
http://dx.doi.org/doi:10.1007/BF01211160
http://dx.doi.org/doi:10.1103/PhysRevLett.38.121

	Analysis of the adiabatic limit for solitons in classical field theory
	Introduction
	Some examples
	Solitons and classical field equations
	Formulation of some theorems on adiabatic limits

	Proofs in some special cases
	Finite-dimensional natural Lagrangian systems
	The sine-Gordon equation

	Further developments and directions for future work
	Scattering theory
	Bound states and time-periodic solutions
	Singularities

	References


