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ABSTRACT

The stability of an ablative flow is of importance in inertial confinement fusion (ICF). Here, we exhibit a family of exact self-similar solutions of the gas dynamics equations with nonlinear heat conduction for semi-infinite slabs of perfect gases. Such self-similar solutions which arise for particular but realistic initial and boundary conditions—boundary pressure and incoming heat flux follow time power laws—are representative of the early stage of the ablation of a pellet by a laser, where a shock wave propagates upstream of a thermal front. Following the work of Boudesocque-Dubois et al. [1, 2], these solutions are computed using a dynamical multidomain Chebyshev pseudo-spectral method [3]. A wide variety of ablation configurations may thus be obtained. Linear stability analyses of such time-dependent solutions are performed by solving an initial and boundary value problem for linear perturbations. The numerical methods are based on a dynamical multidomain Chebyshev pseudo-spectral method and an operator splitting between a hyperbolic system and a parabolic equation. Here, focusing on the laser imprint problem, we have considered boundary heat flux perturbations and obtained space-time evolutions of flow perturbations for a wide range of wavenumbers. By contrast with steady low Mach number models of ablation front instabilities, we obtain that: (a) maximum perturbation amplitudes in the thin ablation layer are reached for transverse wavenumber $k_\perp = 0$, (b) the damping of ablation front perturbations is closely related to thermal diffusion, (c) ablation front perturbations seem to persist although the transverse wave number increases, (d) a complex wave-like structure arises between the ablation front and the shock-wave front.

1 INTRODUCTION

Self-similar solutions have been the object of continuing interest in fluid mechanics [4, 5, 6]. In addition to providing insights in complex hydrodynamic phenomena, through useful scaling relationships, and enabling qualitative and parametric studies in realistic configurations, they have been profitably used for hydrodynamic stability analyses beyond the uniform or steady flow assumptions [7, 8]. Hydrodynamic instabilities are a key issue in laser-driven inertial confinement fusion (ICF) where thermonuclear burn is expected to be achieved for a sufficiently symmetric implosion of a spherical capsule [9]. Implosions of such capsules which, for the simplest designs, consist of an optically-thick shell coated on the inside with solid, cryogenic deuterium-tritium fuel, are highly nonuniform and unsteady complex flows. These features and the variety of hydrodynamic instability phenomena which may be triggered during these implosions render any stability analysis of such flows particularly arduous. For these reasons most of the works devoted to this subject have focused on the kinds of instabilities which are thought to be the most
detrimental to the pellet thermonuclear yield. Among those, the so-called ablative Rayleigh-Taylor instability [10, 11, 12], which occurs during the shell acceleration phase [9], has received much attention since the late 1970’s. Hence numerous analytical models—established in slab symmetry, for a steady mean flow of infinite extent, a uniform and constant inertial force field, continuous or discontinuous ablation profiles as well as other, more or less restrictive, assumptions (e.g. incompressible or isobaric approximations)—have been proposed for the linear regime of this instability [10, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Such models, within the scope delimited by their assumptions, have undoubtedly contributed to a better understanding of the rather complex planar ablation front instability in its linear regime. Being analytical, they fail however to render some of the critical features of actual ICF implosions such as convergence or unsteadiness effects. The early stage of the capsule irradiation—the so-called “shock-transit phase”—is a configuration where mean flow unsteadiness should not be underestimated. Indeed, numerical simulations indicate that the mean flow profiles resulting from the propagation, in the deflagration regime, of the thermal wave-front are more akin to self-similar flows than to steady states [24]. A proper treatment of this phase of the implosion is of uttermost importance as perturbation growths at the ablation front and at the fore-running shock-wave front will determine the subsequent developments of instabilities throughout the whole shell. Different factors—initial ablator surface-finish defects, irradiation non uniformities—which cannot be completely eliminated, are at the origin of such perturbations. Existing models for perturbation growth [25, 26, 24, 27, 28] during this shock-transit phase make use of a linear gasdynamic model for a uniform convective mean flow with boundary conditions given by, on one end, the Rankine-Hugoniot relations for a rippled planar shock front, and, on the other end, jump conditions for a perturbed discontinuous ablation front. Here, we present a totally different approach based on exact self-similar solutions for semi-infinite planar ablation flows in the deflagration regime [29, 30, 31, 32, 33, 34, 35, 36, 1, 2, 37]. Such solutions describe the whole flow region spanning the upstream fluid at rest, the shock-wave front, the compressed region, the thermal front and the heat conducting region up to the material plane where the incoming heat flux is applied. Radiative or electronic heat conduction may equally be considered. The complexity of the system of ordinary differential equations (ODEs) to be solved for requires us to have recourse to numerical integration in obtaining these solutions. Consequently, the problem of instability growth is addressed by solving initial and boundary value problems (IBVPs) for three-dimensional linear perturbations. By doing so we ensure that both the continuous and unsteady features of ablation flows are fully taken into account.

2 MEAN FLOW

We consider a semi-infinite slab ($x \geq 0$) of a perfect gas, initially at rest, subject to an external heat flux imposed at the boundary $x = 0$.

2.1 EQUATIONS AND BOUNDARY CONDITIONS

The hydrodynamic equations for a one-dimensional flow in planar symmetry are written in terms of the Lagrangian variable $m$ such that $dm = \overline{\rho} dx$, as

$$\frac{\partial}{\partial t} \left( \frac{1}{\overline{\rho}} \right) - \frac{\partial \overline{\pi}_s}{\partial m} = 0,$$

$$\frac{\partial \overline{\rho}}{\partial t} + \frac{\partial \overline{\rho} v_x}{\partial m} = 0,$$

$$\frac{\partial}{\partial t} \left( \frac{1}{2} \overline{v}_x^2 + \overline{E} \right) + \frac{\partial}{\partial m} \left( \overline{\rho} v_x + \overline{\pi}_s \right) = 0,$$

with the nonlinear heat flux :

$$\overline{\pi}_s = -\chi \overline{\rho}^{1+\mu} T^\nu \frac{\partial T}{\partial m},$$

where $\chi$ is the thermal conductivity coefficient and $\mu$ and $\nu$ depend on the interaction process between the incident energy and the fluid under consideration. System (1) is completed by the perfect gas equation of state $\overline{\rho} = \overline{\rho} R \overline{T}$.
In these equations, $\rho$ denotes the density, $\bar{v}_x$ the longitudinal velocity, $p$ the pressure, $T$ the temperature, $R$ the perfect gas constant and $E$ the specific internal energy. Choosing a system of units based on $\chi$, $R$, the initial density $\rho_i$ and a reference time $t_*$, the nonlinear heat flux and the equation of state read

$$\bar{v}_x = -\rho^{1+\nu} \frac{T}{\rho} \frac{\partial T}{\partial m},$$

$$\bar{p} = \rho \bar{T},$$

while system (1) is left unchanged. At the initial time $t_i = 0$, the fluid of uniform density $\rho_i$ is at rest and is assumed to occupy the half-space $x \geq 0$. For initial conditions

$$\rho(m, 0) = 1,$$
$$\bar{v}_x(m, 0) = 0, \text{ for } m \geq 0,$$
$$\bar{T}(m, 0) = 0,$$

and boundary conditions of the form

$$\rho(0, t) = \rho_\ast (t/t_\ast)^{2(\alpha-1)},$$
$$\bar{v}_x(0, t) = \bar{v}_\ast (t/t_\ast)^{3(\alpha-1)},$$

where $\alpha = (2\nu - 1)/(2\nu - 2)$, system (1) admits self-similar solutions \cite{31, 35} in terms of the variable $\xi = m/t^\alpha$. Here, $\rho_\ast$ and $\bar{v}_\ast$ are some characteristic values of the pressure and heat flux, respectively. Other sets of initial and boundary conditions could as well be considered \cite{31}. Introducing the time power-law dependencies for the physical variables

$$\rho(m, t) = \bar{\rho}(\xi),$$
$$\bar{v}_x(m, t) = t^{\alpha-1} \bar{v}_x(\xi),$$
$$\bar{T}(m, t) = t^{2(\alpha-1)} \bar{T}(\xi),$$
$$\bar{v}_x(m, t) = t^{3(\alpha-1)} \bar{v}_x(\xi),$$

equations (1) and (3) reduce to a system of ODEs:

$$\frac{d\mathbf{Y}}{d\xi} = \mathbf{F}(\xi, \mathbf{Y}),$$

in terms of the reduced function vector $\mathbf{Y}^T = (\bar{\rho} \bar{v}_x \bar{T} \bar{v}_x)$. The components $\mathbf{F}_i$ of the vector $\mathbf{F}$ are given by

$$\mathbf{F}_1 = \bar{\rho}^2 \frac{N}{D}, \quad \mathbf{F}_2 = \alpha \xi \frac{N}{D}, \quad \mathbf{F}_3 = F,$$
$$\mathbf{F}_4 = (\alpha \xi F - 2(\alpha - 1) \bar{\rho} \bar{v}_x) / (\gamma - 1) - \alpha \xi \bar{\rho} \bar{v}_x \frac{N}{D},$$

where $\gamma$ denotes the fluid adiabatic exponent and

$$N = (\alpha - 1) \bar{v}_x + \bar{\rho} F,$$
$$D = \alpha^2 \xi^2 - \bar{\rho}^2 \bar{v}_x \bar{v}_x \bar{T} \bar{v}_x$$

and $F = -\bar{\rho} \bar{v}_x \bar{T}^{-\mu-1} \bar{v}_x$. In the limit $m \to +\infty$, system (8) has the following solution: $\bar{\rho} = 1$ and $\bar{v}_x = \bar{T} = 0$. At the origin, Eqs.(6) read

$$(\bar{\rho} \bar{T}) (\xi = 0) = B_p,$$
$$\bar{v}_x(\xi = 0) = B_v,$$

where $B_p$ and $B_v$ are dimensionless numbers based on $\rho_\ast$ and $v_\ast$, respectively.
2.2 NUMERICAL METHOD

System (8) does not seem to admit analytical solutions and it turns out that this system of ODEs with boundary conditions (5)-(6) requires a rather sophisticated numerical integration method. The problem raised by the presence of the singularity \( D = 0 \) may be circumvented by introducing a shock wave discontinuity at an arbitrary point, say \( \xi_s \). However, due to the presence of a thermal conductivity, this shock wave has a non-zero thickness \([38]\) which we neglect here—the sole approximation made in computing these self-similar solutions. As suggested in \([32, 33, 34, 17]\), the domain \([0, \xi_s]\) may be decomposed into two regions: (i) a region, downstream of the shock-wave front \((\xi_f < \xi_s)\), where convection is dominant and (ii) a region, corresponding to the vicinity of the origin where the external heat flux is applied, for which heat conduction is important. Consequently, the system of ODEs to be considered on the domain \((\xi_f, \xi_s)\) is (8) without heat conduction. The five-stage numerical method we devised may be summarized as follows:

1. **Backward finite-difference integration** Using a sixth-order adaptive-step Runge-Kutta scheme, system (8) without heat conduction is first integrated from \( \xi_s^- \) to \( \xi_f^+ \), followed by an integration of system (8) from \( \xi_f^- \) to 0. At the end of this shooting process, we obtain a first estimate of \( Y(0) \) in agreement with the boundary conditions (11).

2. **Forward finite-difference integration** System (8) is forward-integrated with the above Runge-Kutta scheme, from 0 up to a certain point \( \xi_{so} \). This point \( \xi_{so} \) is adjusted to provide the best approximation of the Rankine-Hugoniot relations. The resulting value of \( \xi_{so} \) defines a new value for the shock-wave location \( \xi_s \).

3. **Forward finite-difference integration on a multidomain spectral grid** We use the dynamical multidomain collocation spectral method described in \([39, 40, 41]\).

4. **Relaxation process** We now apply a relaxation method to system (8) with a spectral preconditionning \([42]\). At the end of this process, we obtain a good approximation of the solution: the relative error is close to machine precision, except around the subdomain interfaces where the error depends on the steepness of the solution but always remains low.

5. **Boundary condition adjustment** In order to improve the approximation of the Rankine-Hugoniot relations, we have recourse to a recursive process for modifying the boundary condition value at the origin. This iterative process allows us to gain one order of magnitude on the error at \( \xi_s \). This residual error is in fact related to the thickness of the isothermal shock wave.

2.3 RESULTS

The mean flow solutions depend on five dimensionless parameters: the two exponents \( \mu \) and \( \nu \) of the heat conductivity coefficient (3), and the three dimensionless numbers \( \gamma, \mathcal{B}_p \) and \( \mathcal{B}_\varphi \). Choosing to model a mono-atomic gas \((\gamma = 5/3)\), and an electronic thermal conduction \((\mu = 0 \text{ and } \nu = 5/2)\), we present numerical results for three different choices of \((\mathcal{B}_p, \mathcal{B}_\varphi)\) (see Table 1). The first two configurations (I and II) have been obtained from a numerical simulation of the ablation of a planar foil under Mégajoule laser conditions whereas the last one is a variation about the corresponding values of \((\mathcal{B}_p, \mathcal{B}_\varphi)\). For electronic thermal conduction, the exponent of the self-similar variable \( \alpha \) evaluates to 4/3 and the time power-law dependencies for the physical variables become:

\[
\begin{align*}
\overline{\rho}(m, t) &= \overline{\rho}(\xi), \\
\overline{v}_x(m, t) &= t^{1/3} \overline{v}_x(\xi), \\
\overline{T}(m, t) &= t^{2/3} \overline{T}(\xi), \\
\overline{v}_x(m, t) &= t \overline{v}_x(\xi), \\
\overline{\pi}(m, t) &= t^{-2/3} \overline{\pi}(\xi),
\end{align*}
\]

(12)
where $\mathbf{\pi}(m, t)$ denotes the fluid particle acceleration with $\mathbf{A}$, the corresponding reduced function. Note that the heat flux increases linearly in time, the velocity like $t^{1/3}$ while the acceleration decreases like $t^{-2/3}$.

<table>
<thead>
<tr>
<th>$B_p (10^{-2})$</th>
<th>$B_v (10^{-2})$</th>
<th>$\xi_a (10^{-1})$</th>
<th>$\xi_s (10^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I 0.1</td>
<td>2.6</td>
<td>1.25</td>
<td>3.00</td>
</tr>
<tr>
<td>II 3.0</td>
<td>25.7</td>
<td>0.23</td>
<td>1.10</td>
</tr>
<tr>
<td>III 0.1</td>
<td>0.1</td>
<td>0.95</td>
<td>2.72</td>
</tr>
</tbody>
</table>

Table 1: Parameters of simulations for three different choices of $(B_p, B_v)$.

The profiles of the reduced functions for densities, velocities, temperatures and pressures are given in Fig. 1. One can distinguish four zones: (1) a low density region (with a high temperature) between the origin and the ablation front, (2) a thin layer corresponding to continuous thermal front, (3) a cold and quasi-isothermal region where the density decreases slightly and the velocity is almost constant and (4) a region upstream of the shock wave where the fluid is at rest and the temperature zero as it is required by the self-similarity analysis. Note that configurations I and II are heat-flux dominated while configuration III is neither heat-flux nor pressure dominated. For this last case, the velocity of the expanding plasma, usually referred to as “blow-off velocity”, is very small compared to the other two cases.

The location of the ablation front $\xi_a$ is here defined by the maximum of the density. A characteristic length of this ablation front region may be given by the density gradient length scale [15], here

$$l_{\text{ABLA}} = \min \left( \frac{1}{\rho} \frac{\partial \rho}{\partial x} \right)^{-1} = t^{4/3} \min \left( \frac{dG}{d\xi} \right)^{-1} = t^{4/3} L_{\text{ABLA}}. \quad (13)$$

Figure 1: Spatial profiles in the $\xi$-variable normalized to $\xi_s$ of the reduced functions for the density (top left), velocity (top right), temperature normalized to the temperature at the shock wave (bottom left) and pressure normalized to the pressure at the origin (bottom right) for three different choices of $(B_p, B_v)$ (see Table 1).
In this formula, \( L_{ABL, A} \) is a reduced function of a length. We can define other characteristic lengths, like the total length of the flow \( L_{TOT} \) as
\[
l_{TOT} = |x(\xi) - x(0)| = t^{4/3} L_{TOT},
\]
and the length of the heat-conduction zone as
\[
l_{COND} = |x(\xi) - x(0)| = t^{4/3} L_{COND}.
\]
A necessary instability criterion for compressible fluids [38, 43] which, written in terms of the \( \xi \)-variable, reads
\[
\frac{\alpha^2}{\gamma^2} \left( \frac{dG}{d\xi} - \frac{1}{\gamma} \frac{dP}{d\xi} \right) \frac{dP}{d\xi} t^{-2} < 0,
\]
may also be used to define another characteristic length, namely the length of the zone \([\xi_{inf}, \xi_{sup}]\) where it is satisfied
\[
l_{INS} = |x(\xi_{sup}) - x(\xi_{inf})| = t^{4/3} L_{INS}.
\]
The velocity \( \overline{w} \) of a point of fixed abscissa \( \xi \) is given by
\[
\overline{w}(\xi, t) = t^{1/3} \left( \frac{4 \xi}{3 G(\xi)} + \nabla_x(\xi) \right),
\]
which by integration gives the physical abscissa \( x \) at this point
\[
x(\xi, t) = t^{4/3} \left[ \left( \frac{\xi}{G(\xi)} + \frac{3}{4} \nabla_x(\xi) \right) \right] + \text{cst}.
\]
The material velocity relative to the ablation front is given by
\[
\overline{w}(\xi, t) = \nabla_x(\xi) - \nabla_x(\xi_a) = t^{4/3} \left( \nabla_x(\xi) - \frac{4 \xi_a}{3 G(\xi_a)} \right) = t^{1/3} \overline{U}(\xi),
\]
so that, the ablation velocity is simply
\[
\overline{u}_a(t) = -t^{1/3} \frac{4 \xi_a}{3 G(\xi_a)} = -t^{1/3} \overline{U}(\xi_a).
\]
Self-similar ablation fronts are usually characterized by three dimensionless parameters: a Mach number \( M_a \), a Froude number \( Fr \) and a Péclet number \( Pe \). Here, all these dimensionless numbers are expressed in terms of the material velocity relative to the ablation front. In particular, the Mach number at the ablation front is defined as the isothermal Mach number, or
\[
M_a = \frac{\overline{U}(\xi_a)}{\sqrt{\overline{P}(\xi_a)/G(\xi_a)}},
\]
the Froude number as
\[
Fr_a = \frac{\overline{U}(\xi_a)}{\sqrt{\overline{A}_x(\xi_a) L_{ABL, A}}},
\]
and the Péclet number as
\[
Pe_a = \frac{\gamma}{\gamma - 1} \frac{L_{TOT, T}(\xi_a) [\overline{U}(\xi_a)]}{\overline{Q}/(\xi_a)}.
\]
The structure, in physical space, of the mean flow for configuration I is illustrated in Fig. 2 under the form of \( x \)-coordinate profiles taken at three different times. Note that the profiles of the variables in physical space are different from the profiles of the reduced functions. Among these differences, the profile of the density in physical space is much steeper than that of its reduced function. In particular, the compressed region is small compared to the blow-off region, whereas these two thicknesses are comparable in terms of reduced functions (see Fig. 1 and Fig. 2). Here, the low Mach number approximation used in other studies [15, 17] seems to be justified in view of the weak value of the parameter \( M_a^2/Fr_a \) (see Table 2). But, thanks to our model we will be able to study the influence of acoustic waves on the flow stability. By varying the parameters \( (B_p, B_\varphi) \), we may obtain a wide range of profiles. At this point, the numerical method described in this paper has successfully performed on given realistic profiles.
<table>
<thead>
<tr>
<th></th>
<th>$L_{TOT}$</th>
<th>$L_{CON}$</th>
<th>$L_{ABL}$</th>
<th>$L_{INS}$</th>
<th>$U_m$</th>
<th>$M_a$</th>
<th>$Fr_a$</th>
<th>$Pe_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1.23</td>
<td>1.21</td>
<td>0.04</td>
<td>0.02</td>
<td>−0.43</td>
<td>0.63</td>
<td>10.68</td>
<td>0.31</td>
</tr>
<tr>
<td>II</td>
<td>1.08</td>
<td>1.05</td>
<td>1.80</td>
<td>0.82</td>
<td>−2.87</td>
<td>1.39</td>
<td>3.88</td>
<td>0.22</td>
</tr>
<tr>
<td>III</td>
<td>0.27</td>
<td>0.23</td>
<td>1.30</td>
<td>0.49</td>
<td>−2.03</td>
<td>1.08</td>
<td>2.94</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 2: Characteristic lengths, ablation velocity and dimensionless numbers for the three different choices of $(B_p, B_v)$ found in Table 1.

Figure 2: Spatial profiles in the $x$-variable of the density (top left), velocity (top right), temperature (bottom left) and pressure (bottom right) at times $t = 0.5$, $t = 5$, $t = 10$ for configuration I of Table 1.

3 PERTURBED FLOW

3.1 EQUATIONS AND BOUNDARY CONDITIONS

The equations for the linear perturbations are written using an Eulerian description in the frame of the unperturbed motion. The linear system of equations satisfied by the perturbations, in the coordinate system $(m, y, z)$, is the
following
\[
\frac{\partial p}{\partial t} + \vec{p} \cdot \frac{\partial v_x}{\partial m} + p \left( \frac{\partial v_x}{\partial m} \rho + \frac{\partial \rho}{\partial m} v_x + \nabla_\perp \cdot \vec{v}_\perp \right) = 0,
\]
(25a)
\[
\frac{\partial v_x}{\partial t} + \frac{\partial p}{\partial m} - \frac{1}{\rho} \frac{\partial p}{\partial m} \rho + \frac{\partial \sigma_x}{\partial m} v_x = 0,
\]
(25b)
\[
\frac{\partial \vec{v}_\perp}{\partial t} + \frac{1}{\rho} \nabla_\perp \rho = 0,
\]
(25c)
\[
\frac{\partial \mathcal{E}}{\partial t} + \rho v_x \frac{\partial \mathcal{E}}{\partial m} = -p \frac{\partial \sigma_x}{\partial m} + \rho \left( \frac{\partial \rho}{\partial m} - \frac{\partial v_x}{\partial m} \right) + \frac{\rho \partial \sigma_x}{\partial m} - \frac{\rho v_x}{\rho} \nabla_\perp \cdot \vec{v}_\perp - \frac{1}{\rho} \nabla_\perp \cdot \vec{v}_\perp.
\]
(25d)

In addition to these equations, the expressions for the heat flux linear perturbations are given by
\[
\varphi_s = -\rho^{1+\nu} T^\nu \left[ \frac{\partial T}{\partial m} + \left( (1+\nu) \frac{\rho}{\mathcal{P}} + \nu \frac{\sigma}{\mathcal{P}} \right) \frac{\partial T}{\partial m} \right],
\]
\[
\varphi_\perp = -\rho^{1+\nu} T^\nu \nabla_\perp T.
\]
(26)

As is usual, the unknown \( \vec{v}_\perp \) is replaced by its divergence \( \nabla_\perp \cdot \vec{v}_\perp \). By considering the Fourier transforms, in the \( y \) and \( z \)-variables, of the above equations, the resulting system comes as (25a, 25b, 25d) along with\[
\partial_t \left( \nabla_\perp \cdot \vec{v}_\perp \right) - k_\perp^2 \rho / \mathcal{P} = 0, \quad \text{with} \quad k_\perp = \sqrt{k_y^2 + k_z^2},
\]
(27)
where the same notation has been used for a quantity and its Fourier transform. This system (25a, 25b, 27, 25d) is incompletely parabolic, and well-posed for the Cauchy problem [44].

At the origin \( (m = 0) \), we impose the perturbed density to be zero, and consider a time-dependent incoming heat-flux perturbation—a choice motivated by laser imprint problems. The first of these two boundary conditions is written as
\[
\rho_+ + \eta \frac{\partial m}{\partial +} \mathcal{P}_+ = 0,
\]
(28)
where \( \eta(k_\perp, t) \) denotes the amplitude perturbation Fourier component of the perturbed material surface \( m = 0 \) of equation \( x = \eta(y, z, t) \), and \( \mathcal{P}_+, \rho_+ \) stand for the limiting values of \( \rho \) and \( \mathcal{P} \), as \( m \to 0^+ \). The second boundary condition amounts to the equation
\[
\varphi_{-} = -\mathcal{P}_+^{1+\nu} T_+^{\nu} \partial_m T_+ - \mathcal{P}_+ \eta \partial_m \mathcal{P}_+ + \left( (1+\nu) \frac{\rho_+}{\mathcal{P}_+} + \nu \frac{T_+}{\mathcal{P}_+} \right) \nabla_\perp \mathcal{P}_+.
\]
(29)
At the location of the shock wave, the Rankine-Hugoniot relations for linear perturbations are applied.

### 3.2 NUMERICAL METHOD

System (25) is solved in the coordinate system \( (\xi, y, z) \), where \( \xi = m/t^\alpha \). Numerical approximation, in the \( \xi \)-variable, is carried out with the same multidomain collocation spectral method as that used for the mean flow. Time integration is performed by using a time-splitting method approach. We decompose the system of PDEs into, a first order hyperbolic system and a second order parabolic equation. Boundary conditions are then spread over these two systems. This splitting is implemented at each step of a three step second-order semi-implicit Runge-Kutta scheme. The hyperbolic system is integrated using the explicit part of this scheme, while the complete scheme is used for the parabolic system.

**Hyperbolic system**

The hyperbolic system which results from omitting the heat-flux perturbation contribution in (25) reads, in vector form,
\[
\frac{\partial \mathbf{V}}{\partial t} + \mathbf{A}_\xi \frac{\partial \mathbf{V}}{\partial \xi} + \mathbf{B}_\xi \mathbf{V} = \mathbf{0},
\]
(30)
where \( \mathbf{A}_\xi \) and \( \mathbf{B}_\xi \) contain coefficients which are functions of \( t \) and \( \xi \) and the vector of unknowns is \( \mathbf{V} = (G \, V_x \, \nabla_\perp \check{V}_\perp \, P)^T \), with the convention

\[
\begin{align*}
G(\xi, t, k_\perp) &= \rho(m, t, k_\perp), \\
V_x(\xi, t, k_\perp) &= v_x(m, t, k_\perp), \\
\nabla_\perp \check{V}_\perp(\xi, t, k_\perp) &= \nabla_\perp \check{v}_\perp(m, t, k_\perp), \\
P(\xi, t, k_\perp) &= p(m, t, k_\perp). 
\end{align*}
\]  

(31)

Numerical treatments of time-dependent boundary conditions and of subdomain interface matching conditions [45] are based on the method of characteristics along the lines proposed by Thompson and Kopriva [46, 47].

**Parabolic equation**

The parabolic equation for the temperature is obtained by keeping only the first term and the heat-flux perturbation contribution in (25d)

\[
\frac{1}{\gamma - 1} \left( \frac{\partial}{\partial t} - \alpha \xi t^{-1} \frac{\partial}{\partial \xi} \right) \Theta = t^{-1} \frac{\Theta^{\alpha+1}}{G_x} \frac{\partial^2}{\partial \xi^2} \Theta - t^{2\alpha-1} k_\perp^2 \frac{\Theta^{\mu-1}}{G_x} \frac{\partial}{\partial \xi} \Theta \\
- t^{2\alpha-3} (\mu + 1) \frac{\partial}{\partial \xi} \left( \frac{\Phi_x}{G_x} \right) \\
- t^{-1} \left[ \mu \frac{d}{d \xi} \left( \frac{\Phi_x}{\Theta} \right) \\
+ \left( 2\nu \frac{\Phi_x}{\Theta} - (\mu + 1) \frac{\Phi_x}{G_x} \frac{d}{d \xi} \frac{\Theta^{\mu-1}}{G_x} \frac{\partial}{\partial \xi} \right) \right] \Theta.
\]  

(32)

This parabolic equation is handled by an iterative procedure with a second-order finite difference preconditioning. Matching of quantities at subdomain interfaces are carried out with the influence matrix technique [48].

**3.3 RESULTS**

Laser nonuniformities and target surface roughness are the two major sources of perturbation growth in ICF pellet implosions. Here, we only consider nonuniform laser ablation induced by nonuniform laser irradiation of a smooth target. The flux perturbation, imposed at the boundary \( \xi = 0 \)—equivalent to the energy deposition surface—, is taken to be the following

\[
\varphi_x(\xi = 0, t) = \Phi_x(m = 0, t) \Pi_x(t; \theta) \equiv t \, \mathbf{B}_\xi \varphi_x(t; \theta) \quad \text{with} \quad \Pi_x(t; \theta) = \left[ 1 - 2 \left( 1 + \exp \theta(t - t_i) \right)^{-1} \right],
\]  

(33)

where \( t_i \) is the simulation starting time and \( \theta \) is a free parameter controlling the rise of the heat-flux perturbation. Computations have been performed for configuration I with \( t_i = 0.1 \) and \( \theta = 6 \) for each of the following transverse wavenumber values: \( k_\perp = 0, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 0.5, 1, 2, 3, 5, 7, 10, 25, 50, 100 \).

The ranges covered by the perturbation values (like entropy or vorticity) are particularly large and we sometimes had to use the transformational function \( \bar{X} = \text{sign}(X) \log_{10} (1 + 1000|X|) \) in the graphical representations involving these quantities.

**3.3.1 “AMPLIFICATION SHEET”**

Almost all perturbations have local extrema in the vicinity of the ablation front. Time evolutions of the magnitude of such extrema for the density perturbation \( \max_\xi |G|(t, k_\perp) \) are shown for all wavenumbers considered here in Fig. 3. The resulting set of curves constitutes what we call the *amplification sheet* of the density perturbation. For small values of the transverse wavenumbers \( k_\perp \), after a period of pure growth, the quantity \( \max_\xi |G|(t, k_\perp) \) stays nearly constant. For increasing values of \( k_\perp \), the duration of the growth period shortens as a transient attenuation regime sets in, itself followed by a persisting oscillatory regime of smaller amplitudes. A noticeable
feature of this amplification sheet is that its maximum level is reached for $k_\perp = 0$. By appropriately choosing a level curve $\max_\xi |\mathbf{G}(t, k_\perp)| = \text{cst}$ on this amplification sheet, we may identify the transient attenuation regime in the $(\log t, \log k_\perp)$-plane (see Fig. 4). In this plane, the corresponding level curve follows approximately a straight line of slope $-4/3$, i.e., given by the similarity exponent $\alpha$. The fact that this exponent is entirely determined by the temperature exponent $\nu$ of the thermal conductivity strongly suggests that the damping of perturbations at the ablation front is governed by thermal diffusion. Let us emphasize that the small amplitude oscillatory regimes seem to persist even for increasing wavenumbers.

### 3.3.2 WAVE-LIKE STRUCTURES

In this section, we restrict ourselves to a qualitative description of the wave structures revealed by the numerical simulations.

**Behaviour of the perturbed ablation front**

The temporal evolution of the location of the density perturbation extrema is shown in Fig. 5. For a transverse wavenumber $k_\perp = 10^{-3}$, the extremum rapidly tends to a fixed abscissa, while for $k_\perp = 50$, this extremum oscillates about a mean value.
Early time behaviour

The early time behaviour of the density perturbation is represented in Fig. 6 for two transverse wavenumbers, \( k_\perp = 10^{-3} \) (left) and \( k_\perp = 50 \) (right). For these two wavenumbers, and for all the others, the density perturbation is rapidly amplified at the ablation front and propagates from the ablation front towards the shock-wave front at the same group velocity.

Space-time structures of Kovácsnay modes

The three Kovácsnay modes [49], namely, the pressure, entropy and vorticity which have been transformed with the function \( e^{\bar{X}} \) are shown in Figures 7 and 8 in the space \((m, t)\) for wavenumbers \( k_\perp = 10^{-3} \) and \( k_\perp = 50 \), respectively. In the Lagrangian variable \( m \), the shock-wave front and the ablation front are clearly visible. The perturbations are significantly amplified as they cross the ablation front, this behaviour is especially visible for wavenumber \( k_\perp = 10^{-3} \). The plots of \( \bar{P}, \bar{S}, \bar{\Omega} \) display plateau-like regions for wavenumber \( k_\perp = 10^{-3} \), whereas for wavenumber \( k_\perp = 50 \), spatial structures appear in the compressed region. In the compressed region, acoustic waves propagate and we observe the multiple acoustic interactions between the shock-wave front and the ablation front. Note that the vorticity perturbation appears stationary in this same region, indicating that it is simply convected by the mean flow downstream of the shock front. In contrast to the other two quantities, the vorticity perturbation is weakly damped in the heat-conduction region. Near the origin, the flow expands supersonically and the three modes, pressure, entropy and vorticity waves are trapped in this region—dark zones close to the origin on the plots of Fig. 8 are characteristic of this trapping.
Figure 7: Transformed pressure $\tilde{P}$ (top), entropy $\tilde{S}$ (middle) and vorticity $\tilde{\Omega}$ (bottom) perturbations as functions of $(m, t)$ for wavenumber $k_\perp = 10^{-3}$ and for the domain $0 \leq m \leq 12$, $0.1 \leq t \leq 15$. 
Figure 8: Transformed pressure $\tilde{P}$ (top), entropy $\tilde{S}$ (middle) and vorticity $\tilde{\Omega}$ (bottom) perturbations as functions of $(m, t)$ for wavenumber $k_\perp = 50$ and for the domain $0 \leq m \leq 7, 0.1 \leq t \leq 10$. 
Time behaviour of perturbations at the shock wave location

Density perturbation time evolutions at the shock-wave front are displayed in Fig. 9 for wavenumber $k_\perp = 10^{-3}$ and in Fig. 10 for wavenumber $k_\perp = 50$. The evolution for wavenumber $k_\perp = 10^{-3}$ exhibits two regimes: a rapid growth of the perturbation amplitude followed by a nearly constant regime. The evolution for wavenumber $k_\perp = 50$ displays three phases: a growth phase, a damped oscillatory phase and a modulated oscillatory phase. This last behaviour is different from that of an isolated perturbation shock-wave travelling at a constant velocity.

Figure 9: Density perturbation time evolutions at the shock-wave front for wavenumber $k_\perp = 10^{-3}$ and for $0.1 \leq t \leq 15$.

Figure 10: Density perturbation time evolutions at the shock-wave front for wavenumber $k_\perp = 50$, for $0.1 \leq t \leq 20$ (left) and for $2 \leq t \leq 20$ (right).

4 CONCLUDING REMARKS

In this paper, we have presented realistic self-similar ablation flows obtained with a high accuracy and results of the linear stability analysis for one of them. The main findings of this paper are that:

- maximum perturbation amplitudes in the thin ablation front layer are reached for transverse wavenumber $k_\perp = 0$;
- the damping of ablation front perturbations is closely related to thermal diffusion;
- ablation front perturbations seem to persist for increasing transverse wavenumbers.
The preliminary analysis of the wave-like structures seems to exhibit two different regimes: a steady regime at very low wavenumbers (see Fig. 5 (left), Fig. 6 (left), Fig. 7 and Fig. 9) and an oscillatory regime for large wavenumbers (see Fig. 5 (right), Fig. 6 (right), Fig. 8 and Fig. 10). Further analyses are required to understand more clearly these behaviours.
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