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The previously unstudied problem of an axisymmetric gravity current released on a cone is investigated. A formulation of the problem based on the shallow-water equations, with and without entrainment and bottom drag, is given. Analytical asymptotic solutions are found and compared to numerical solutions of the equations. The inclusion of entrainment and drag is seen to play a significant role in limiting the propagation speed of the gravity current and also in altering the shape of the current. These theoretical predictions are compared to laboratory experiments and to two-dimensional numerical simulations. The shallow-water solutions including entrainment are found to provide a much better comparison with the experiments than the solutions without entrainment. In particular, the observed front speed and dilution of the head are in good agreement. Some applications to industrial and environmental problems such as dense gas dispersion are briefly discussed.

1. Introduction

There are many industrial, geophysical and environmental situations in which a fluid spreads into a lighter (or denser) fluid as a result of the density difference. One major example of relevance to industry is the spread of a dense gas following a chemical spillage. Many poisonous, corrosive, explosive or suffocating gases are routinely manufactured or used in the chemical industry and these gases are often denser than air. The consequences of a spillage of such a gas can be disastrous, as illustrated by the terrible accident at Bhopal, India, in 1984 in which thousands of people died. In order to assess the risk in the event of an accident it is necessary to understand the dynamics of the dense gas cloud. The related problem of a light gas is equally important; for instance the release of methane (which is lighter than air) in a mine tunnel can result in the methane flowing along the roof of the tunnel.

Flows such as these, which are driven by horizontal density gradients, are known as gravity currents. While much research has been done into these flows, the majority of it has concentrated on gravity currents flowing along a horizontal boundary. Attention has also been focused on either channel flows or axisymmetric flows. These two-dimensional cases are much simpler to model theoretically and to study in the laboratory. Simpson (1997) provides a good overview of the literature.
Previous studies have looked at gravity currents in a sloping channel (Britter & Linden 1980; Beghin, Hopfinger & Britter 1981; Cheong & Han 1997; Webber, Jones & Martin 1993; Montgomery & Moodie 1999), but there are few industrial situations which can realistically be modelled as such. Some studies (e.g. Webber et al. 1993; Tickle 1996; Ross, Linden & Dalziel 2002) have also considered an instantaneous release on an inclined plane. The problem of a gravity current on a cone has been neglected, but may be much more relevant. Chemical or industrial facilities storing dense gases may be situated on the top of a hill or in the bottom of a valley. In this case it may be appropriate to consider the geometry as axisymmetric rather than as channel flow or a uniform slope. In many chemical plants the facilities are placed on a mound of earth surrounded by circular containment bunds, again giving rise to an axisymmetric sloping geometry. The instantaneous release of a gravity current on a cone provides an idealization of these problems. The flow need not be over the whole of the cone. For instance, a valley may become wider with distance down the mountain, and a sector of a cone would provide a good model for the flow in such a valley. There will of course be some difference in curvature on the slope since a valley floor would tend to be concave in the across-valley direction, while a sector of a cone will have convex curvature in this direction. However, this curvature will be a relatively small correction in many circumstances when compared to the slope and the divergence of the valley. This paper will concentrate on problems involving the instantaneous release of a fixed volume of dense fluid.

In §2 a shallow-water model for a gravity current on a cone, including the effects of entrainment and drag, is presented. Asymptotic behaviour is examined, both with and without entrainment and drag, and compared with numerical solutions. In §3 a two-dimensional numerical model for studying gravity currents is described. Section 4 describes laboratory experiments to measure saline gravity currents in a tilted sector tank. These laboratory experiments are compared to the theoretical and numerical models in §5. Final conclusions are given in §6.

2. A shallow-water model for flow down a cone

2.1. Model equations

The shallow-water equations have been extensively used to model gravity currents on a flat surface (e.g. Grundy & Rottman 1985; Bonnecaze, Huppert & Lister 1993) with both similarity solutions and numerical solutions being available for a variety of problems. Provided the slope angle is not too large, the shallow-water equations can also be used to describe the flow of a gravity current on a slope. More formally we require that the slope angle, $\theta$, satisfies $\tan \theta \ll 1$, which is consistent with the shallow water approximation that the horizontal scale of changes in the flow is much larger than the vertical scale. Webber et al. (1993) and Tickle (1996) used this approach to model a gravity current in a sloping channel or on a uniform slope. The model of Webber et al. (1993) neglected the effect of entrainment, but subsequent studies by Tickle (1996) and Ross et al. (2002) have shown that entrainment can play an important role in controlling a gravity current on a slope. The shallow-water similarity solutions of Webber et al. (1993) tend to overpredict the propagation speed as a result of neglecting entrainment.

In this paper the shallow-water equations will be used to model a different sloping geometry with an axisymmetric gravity current being released on the top of a cone. The flow is assumed to be Boussinesq so that density variations are neglected, except in the buoyancy term where they appear combined with gravity. Under this
Variable | Non-dimensionalize w.r.t. 
--- | --- 
$h, r$ | $V^{1/3}$ 
$t$ | $V^{1/6} g_0^{-1/2}$ 
$u$ | $V^{1/6} g_0^{1/2}$ 
$g'$ | $g_0$

Table 1. Details of the non-dimensionalization of the shallow-water equations.

assumption the effective gravity is defined as $g' = g(\rho - \rho_0)/\rho_0$ where $\rho$ is the density of the current and $\rho_0$ is the background density. Here an entrainment term (based on the entrainment assumption of Morton, Taylor & Turner 1956) is included in the shallow-water equations, so the rate at which fluid is entrained through the interface on the top of the gravity current is proportional to the speed of the flow. The empirical constant of proportionality, $\alpha$, is known as the entrainment coefficient and determines the amount of ambient fluid entrained into the current. Also included is a bottom drag term which is proportional to the speed squared and acts to oppose the flow. The constant of proportionality is the drag coefficient, $C_d$. In polar coordinates the non-dimensional axisymmetric shallow-water equations for mass, momentum and effective gravity are

\[
\frac{\partial h}{\partial t} + \frac{1}{r} \frac{\partial (ruh)}{\partial r} = \alpha |u|,
\]

\[
\frac{\partial}{\partial t} (uh) + \frac{1}{r} \frac{\partial}{\partial r} (ru^2h) + \frac{\partial}{\partial r} \left( \frac{1}{2} g'h^2 \right) - g'h \tan \theta = -C_d u^2,
\]

and

\[
\frac{\partial}{\partial t} (g'h) + \frac{1}{r} \frac{\partial}{\partial r} (rug'h) = 0,
\]

where $h$ is the vertical height of the fluid layer above the cone, $u$ is the speed of the flow and $r$ is the horizontal distance from the origin of the cone.

The front boundary condition is that

\[
F = \frac{u_f}{(g'_f h_f)^{1/2}},
\]

where the subscript $f$ denotes the value of the variable at the front of the gravity current and $F$ is the (prescribed) Froude number.

The equations are non-dimensionalized with respect to the lengthscale $V^{1/3}$ and the timescale $V^{1/6} g_0^{1/2}$ as shown in table 1. The non-dimensionalization depends only on $V$ and $g_0$, which characterize the size and density of the gravity current, and not on the details of the initial release itself. This is particularly useful when seeking long-time asymptotic solutions which are not expected to depend on the details of the initial release. From now on all variables are non-dimensional unless otherwise stated. The Froude number condition, (2.4), remains unchanged by the non-dimensionalization.

Various laboratory experiments (see e.g. Huppert & Simpson 1980) have shown that for gravity currents where the head occupies a small fraction of the total depth of the fluid the Froude number has a constant value of about 1.19. Huppert & Simpson (1980) also investigated the initial stages of a gravity current release where the fractional depth was not small. For fraction head depths, $\phi$, greater than 0.075 they proposed the empirical relationship $F = \frac{1}{2} \phi^{1/3}$. This relationship for $F$ will be used for numerical solutions of the shallow-water equations. When seeking asymptotic
solutions the assumption is made that for long times the precise initial conditions of the release are not important in determining the flow, and only the bulk properties such as the initial buoyancy need be considered. Consistent with this we neglect the initial variation in Froude number with fractional depth and assume a constant Froude number throughout for asymptotic solutions. One further constraint on the solution is conservation of the total non-dimensional buoyancy, \( \int_0^1 2\pi r g' h \, dr = 1 \), where \( r_f \) is the position of the front of the gravity current.

In this formulation of the shallow-water equations viscosity is neglected. For high-Reynolds-number flows this is a reasonable assumption. There is no explicit modelling of the turbulence in the equations; however the effects of turbulence are implicitly included through the Froude number condition at the front and through the entrainment and bottom drag. The values of the constants in these parameterizations are determined empirically from experiments.

A typical value for \( \alpha \) from experiments of entrainment into a plume (see e.g. Morton et al. 1956) would be 0.1. In studying entrainment into a layer of stratified fluid in a sloping channel Ellison & Turner (1959) found a dependence of \( \alpha \) on the Richardson number of the layer, \( Ri = g'h/U^2 \) where \( g' \) is the effective gravity of the layer, \( h \) is the depth of the layer and \( U \) is its speed. The steady-state value of \( Ri \) depended on the slope and leads to an entrainment increasing with slope. For a slope of about 10° the entrainment coefficient was approximately 0.02. The experiments of Ross et al. (2002) for a gravity current on a uniform inclined plane compared well with an integral model for the development of the gravity current assuming an entrainment coefficient of 0.1. In this case entrainment was assumed to be limited to a region near the head. It could be argued that near the head of a gravity current more entrainment might be expected. Since this region controls the propagation and development of the current, a larger value of \( \alpha \) may be more appropriate in these experiments. Experiments by Hallworth et al. (1996) for gravity currents on a horizontal surface gave a value of 0.063 for the entrainment coefficient. In these experiments the head was observed to remain almost undiluted during the initial slumping phase, with entrainment only becoming important subsequently.

The bottom drag coefficient, \( C_d \), is also the subject of some uncertainty. For gravity currents in a smooth sloping channel Britter & Linden (1980) found a value of about 0.003 for the drag coefficient. Ellison & Turner (1959) work on the assumption that it is less than 0.02. In either case the value is likely to be no larger than the entrainment coefficient and may well be much smaller. We shall investigate the dependence of the solution on the values taken for both \( \alpha \) and \( C_d \).

Flow in the layer above the gravity current is neglected in this single-layer shallow-water approximation, except through the Froude number dependence on fractional depth. This is a reasonable assumption for this problem since the ambient layer rapidly becomes much deeper than the gravity current as a result of the radial expansion of the current and the increase in depth due to the sloping bottom. However, the single-layer model will underestimate the time for the rarefraction wave generated from a lock release to be reflected from the axis and catch up with the front again (Ungarish & Zemach 2005), a problem that is compounded in the sloping case.

In §2.2 and §2.3 analytical solutions for these shallow-water equations will be derived. In particular, long-time asymptotic solutions will be sought; that is, solutions which are valid for time \( t \gg 1 \) such that the flow is no longer dependent on the precise details of the release, merely on the bulk initial quantities \( V \) and \( g'_0 \). This motivates the choice of non-dimensionalization above in terms of these quantities rather than of the initial dimensions of the release. It is generally assumed that for any initial
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conditions the exact (possibly numerical) solution of the initial value problem will
tend to the asymptotic solution as \( t \to \infty \). This will be checked for several cases in
§2.4 using numerical solutions of the shallow water equations.

2.2. Asymptotic behaviour without entrainment or drag

In the absence of entrainment (\( \alpha = 0 \)) the gravity current is not diluted, \( g' = 1 \) and
(2.3) reduces to (2.1). Assuming also that there is no bottom drag (\( C_d = 0 \)), the
resulting pair of equations can be written as

\[
\frac{\partial h}{\partial t} + \frac{1}{r} \frac{\partial (ruh)}{\partial r} = 0
\]

(2.5) and

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} + \frac{\partial}{\partial r} - \tan \theta = 0,
\]

(2.6)

with \( F = u_f/\sqrt{g'f} \) at the front of the current. Global conservation of volume in the
current gives \( 2\pi \int_0^{r_f} r h \, dr = 1 \).

At large radii the current will have spread such that the front speed is small and
only relatively slowly varying. The dominant \( \tan \theta \) term in (2.6) must therefore be
principally balanced by the \( \partial h/\partial r \) term. This implies that the top of the current
is almost horizontal, as with the similarity solution of Webber et al. (1993) for a
gravity current on an inclined plane. In this case the balance is not exact however.
Suppose then that the gravity current takes the form of a ring with front height
\( h_f \) and front position \( r_f \), travelling with a uniform speed. The top of the current
is horizontal and has length \( l \) so \( h_f = l \tan \theta \). Global conservation of volume gives
\( l = (r_f \pi \tan \theta)^{-1/2} \). Using the Froude number condition at the front of the current
requires \( u = u_f = F (\tan \theta/(\pi r_f))^{1/4} \). Integrating this gives \( r_f = (\tan \theta/\pi)^{1/5}(5F t/4)^{4/5} \).
These expressions for \( u \) and \( h \) provide a leading-order solution (in powers of \( r_f^{-1/4} \))
to (2.5) and (2.6) for \( r_f \tan \theta \gg 1 \). The neglected terms in the expansions for \( u \) and
\( h \) are \( O(r_f^{-3/2}) \) or smaller. An expansion for \( u \) and \( h \) to the next order is given in
Appendix A.

Note that as the slope becomes small the \( \tan \theta \) term in (2.6) becomes smaller, and
so it takes a longer time from the release until this becomes the dominant term.
As \( \theta \to 0 \) this solution will never be reached. There is, however, an exact similarity
solution to (2.1)–(2.3) with \( \theta = 0^\circ \) and \( \alpha = 0 \) with \( r_f \propto t^{1/2} \) (see Grundy & Rottman
1985; Bonnecaze et al. 1995, for details).

2.3. Asymptotic behaviour with entrainment and drag

Comparison of terms in (2.1)–(2.3) suggests rewriting the problem in terms of \( \eta = r/r_f \)
and \( t \), where \( r_f \) is the position of the gravity current front. This ensures the current
lies in the region \( 0 \leq \eta \leq 1 \). In order to seek a similarity solution, we write

\[
u = rt^{-1}U(\eta), \quad h = rH(\eta), \quad g' = rt^{-2}G(\eta).
\]

(2.7a–c)

These expressions can be substituted into (2.1)–(2.3). The front Froude number
condition \( u_f = F \sqrt{g'f h_f} \), the condition \( u_f = r_f \) and the requirement that the total
buoyancy of the current is conserved (\( \int_0^{r_f} 2\pi r g' h \, dr = 1 \)) allow the ensuing system of
ordinary differential equations for \( U \), \( H \) and \( G \) to be solved. One further condition,
that \( h \) remains finite at \( r = 0 \), is also assumed. This gives the similarity solution

\[
\frac{r_f}{t} = t^{1/2} \left[ \frac{2\pi}{A} \left( -\frac{1}{4} \left( 1 + \frac{3C_d}{2\alpha} \right) + \left( \frac{A}{4F^2} + 1 + \frac{3C_d}{2\alpha} \right) \frac{1}{4 - A} \right) \right]^{1/4},
\]

(2.8a)
\[ U(\eta) = \frac{1}{2}, \quad (2.8b) \]
\[ H(\eta) = \frac{1}{3} \alpha, \quad (2.8c) \]
\[ G(\eta) = \frac{3}{\alpha} A^{-1} \left( -\left( 1 + \frac{3C_d}{2\alpha} \right) + \left( \frac{A}{4F^2} + 1 + \frac{3C_d}{2\alpha} \right) \eta^{-A} \right), \quad (2.8d) \]

where
\[ A = 3 - \frac{6 \tan \theta}{\alpha}. \quad (2.9) \]

The introduction of entrainment gives rise to a very different form for the gravity current. Without entrainment the asymptotic solution is, to leading order, one in which the majority of the dense fluid remains in a relatively small region (with width and height scaling on \( r_f^{1/2} \)) near the head of the gravity current. This head propagates down the slope. In contrast, the similarity solution given by (2.8) has a finite depth along the entire length of the slope for all times. The entrainment prevents the current from being divided into a head region and a much thinner tail. As a result of the dilution of the head, the front speed is reduced slightly compared to the non-entraining case and is proportional to \( t^{1/2} \) rather than \( t^{4/5} \). It is interesting to note that this similarity solution predicts that the depth of fluid at a point remains constant, with the increase due to entrainment being balanced by the advection of fluid down the slope.

This solution is not universally valid however. From (2.7) and (2.8) it can be seen that \( g' \propto \eta^{-3/2} G(\eta) \), which contains a term proportional to \( \eta(1-A) \). For \( A > 1 \), this term will become infinite as \( \eta \to 0 \) (i.e. near the origin) at all times, which is clearly physically unreasonable. For \( A < 1 \), the solution for \( g' \) remains finite for \( 0 \leq \eta \leq 1 \) for all times. For a given \( \eta \) we see \( g' \propto t^{-3/2} \) and so for large times \( g' \) will not only be finite, but will be smaller than the initial effective gravity, \( g_0' \). This condition on \( A \) translates to the requirement that
\[ \tan \theta \geq \alpha/3, \quad (2.10) \]

i.e. in order for the similarity solution to be physically realistic the slope must be sufficiently large to meet this inequality. For a typical value of \( \alpha = 0.1 \) this gives a minimum slope of about 1.9\(^\circ\), with correspondingly smaller slopes for smaller values of \( \alpha \). The condition (2.10) on the slope and entrainment must be satisfied, irrespective of the drag. Provided it is satisfied, then the addition of drag imposes no extra constraint on the validity of the solution. Like the entrainment, the drag acts to slow down the propagation of the gravity current. It differs from the entrainment in that it only alters the dilution of the current indirectly through changing the speed of the current. By considering just the propagation speed of a gravity current it is impossible to derive from this solution the relative importance of entrainment and drag. This can only be done by also comparing the asymptotic solution with measured profiles of height or density. The requirement that the shallow-water approximation is valid (\( \tan \theta \ll 1 \)) puts an upper limit on the slope for which these asymptotic solutions can be applied. For a slope with \( \theta = 10^\circ \) then \( \tan \theta = 0.176 \), so realistically the solutions cannot strictly be applied to much larger slopes. This gives a relatively small, but practically important, range of slopes over which these asymptotic solutions are useful.

It is interesting to note that this solution with entrainment and drag has the same functional form for the speed of the current and the front position as the non-entraining solution in the absence of a slope with \( r_f \propto t^{1/2} \). Comparing (2.8)
with the solution of Bonnecaze et al. (1995) shows that the coefficient in front of the expression for $r_f$ is slightly different between the two cases.

An analogous solution to the shallow-water equations with entrainment and drag exists for a gravity current in a sloping channel. Details are given in Appendix B. Comparison of this to the non-entraining solution in a sloping channel given by Webber et al. (1993) shows that the entrainment and drag again act to limit the acceleration down the slope due to gravity.

2.4. Numerical solutions

In order to obtain full numerical solutions to the shallow-water equations, (2.1) and (2.2) were written in terms of $\eta = r/r_f$ and $t$. This ensures that the current always lies in the region $0 \leq \eta \leq 1$, which simplifies the numerical method used for solution. This technique has previously been applied by e.g. Bonnecaze et al. (1993) to solve the shallow-water equations for a particle-driven gravity current in a horizontal channel, and by Bonnecaze et al. (1995) for axisymmetric particle-driven gravity currents. The implementation described here has previously been used by Ross, Tompkins & Parker (2004) to study cold pool evolution.

The SHARP scheme (see Leonard 1988) is used for the time-stepping of the equations. This incorporates flux-limiting terms to prevent the growth of spurious oscillations in the scheme. The integration scheme differs from the numerical scheme of Bonnecaze et al. (1993), who used a two-step Lax–Wendroff method. The numerical solutions of the shallow water equations on a cone show a hydraulic jump forming at the back of the current and propagating towards the head. Such hydraulic jumps occur for axisymmetric currents, even in the absence of a slope. A small amount of artificial viscosity is added in addition to the flux-limiting terms to smooth these shocks out and prevent numerical instability (see e.g. Bonnecaze et al. 1993). This additional viscosity term is only important where the gradients of velocity are large (i.e. near a shock) and it does not affect the solution away from these regions.

Numerical solutions for the height profile of the gravity current are shown in figure 1 for various times. Results are given both with and without entrainment and drag. It can be seen that in the absence of entrainment a shock rapidly forms at the rear of the head with the layer behind becoming extremely thin. As suggested in §2.2, the majority of the fluid is found in the head of the current and the top of the head is nearly horizontal. The inclusion of entrainment leads to a gravity current in which the distinction between head and tail is less clear. The depth of the fluid remains non-zero behind the head, only tending to zero at the origin. The current also propagates more slowly. Figure 1(c) shows a current with both entrainment and bottom drag. The entrainment is reduced in this case compared to (figure 1b) so the overall propagation speed remains similar. Since the current is partly being retarded due to bottom drag rather than entrainment, the height of the current is less than in figure 1(b) and consequently the effective gravity is greater. The qualitative shape of the current is still set by the entrainment, with no clear divide between the head and tail of the current.

A more detailed comparison of the numeric solutions to the long-time asymptotic solutions is given in figures 2 and 3. For a slope of 5°, numerical solutions without entrainment tend towards the long-time behaviour predicted in §2.2 (figure 2b). Convergence is very slow because it requires large values of $r_f$ for the expansion parameter $r_f^{-1/4}$ to become small. The results are shown for a non-dimensional time of 15, by which stage the numerical and asymptotic profiles are very similar, although not identical. Agreement between them improves with time. Figure 2(b) shows that
Figure 1. Profiles of a gravity current on a cone of slope 5.0° from the shallow-water model at a series of different times, $t$, after release. Results are shown in (a) for the solution without entrainment or drag, (b) for a solution with just entrainment ($\alpha = 0.1$, $C_d = 0.0$) and (c) for a solution with entrainment and drag ($\alpha = 0.05$, $C_d = 0.05$).

the asymptotic solution correctly predicts the shape of the current on the slope, but not the exact position because of the differences between the asymptotic expansion and the numerical solutions at early times. From figure 3(b) this offset in the position can be observed at all times, although it is relatively less significant for longer times. To predict the front position correctly in this case a constant offset may be applied to the time. An alternative is to use $r_f(t)$ as the independent variable rather than $t$, since the expansion is written in terms of $r_f$. In the absence of a slope (see figure 2a), the asymptotic solution is less useful. The numerical solution shows the formation of a hydraulic jump at the rear of the head which leads to a deeper (and hence faster) head with a shallower tail. The asymptotic solution is assumed continuous and so does not capture this behaviour. The formation of a deep head and very shallow tail is in fact closer to the observed behaviour of gravity currents in the laboratory.

Numerical solutions with entrainment show that for a slope of 5°, where (2.10) is satisfied, the similarity solutions are in fact the long-time solution for a lock release gravity current on a cone (figure 2b). In this case, the agreement is much better than for the non-entraining case, both in terms of the shape of the current and the front position. When the slope is 0° the similarity solution has the correct form for the front position, but the coefficient is such that it significantly underpredicts the front speed (see figure 3a). In cases where (2.10) is not satisfied, for instance if $\theta = 0$, then the solution looks similar, but the difference in behaviour at the origin where the similarity solution has a singularity results in a different propagation speed and a
slightly different height and density profile, as seen in figure 2(a). In this case the front speed is greater than that predicted by the similarity solution and is in fact closer to the non-entraining similarity solution (figure 3a). This increased speed leads to increased entrainment and hence to a larger, but more dilute current.

3. A two-dimensional vorticity–streamfunction model

3.1. Governing equations

Assuming that the flow is incompressible, the Navier–Stokes equations can be written in the form

\[
\frac{\partial \mathbf{u}}{\partial t} = \frac{\rho}{\rho} \mathbf{g} + \nabla p + \rho \nabla \cdot (\nu \nabla \mathbf{u}),
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} \) is the velocity of the flow, \( \rho \) is the density of the fluid, \( \mathbf{g} \) is the acceleration due to gravity and \( \nu \) is the kinematic viscosity. In what follows, \( \nu \) is assumed to
consist of a molecular diffusion term and a turbulent diffusion term. The latter is parameterized to represent the unresolved turbulent motions in the flow.

A gravity current is the result of fluids of two densities interacting. There may be a variety of causes for this density difference. It may be compositional, for example due to the release of a dense gas in the atmosphere, or due to the difference between saline and fresh water. It may also be due to differences in temperature, for example sea breezes or thunderstorm outflows. Whatever the cause of the density anomaly, we will assume a transport equation of the form

$$\frac{D\chi}{Dt} = \nabla \cdot (\nu \nabla \chi),$$

for the scalar $\chi$, be it salinity, fraction of dense gas or temperature anomaly. The density perturbation is assumed to be linearly related to the scalar $\chi$. The effective diffusivity of the scalar, $\nu$, is assumed to be equal to that of momentum as it is dominated by turbulent processes.

The Boussinesq approximation is made so that density variations are neglected, except in the buoyancy term where they appear combined with gravity. This simplifies the equations and is a reasonable approximation provided $\Delta \rho / \rho \ll 1$. For saline laboratory experiments this condition generally holds. It may not be true for the initial stages of a dense gas release, but once the cloud has diluted through entrainment it

\[ \begin{align*}
(a) & \quad \text{Front position, } r_N \\
(b) & \quad \text{Front position, } r_N
\end{align*} \]

Figure 3. Front position against time for a gravity current on a cone of slope (a) $0^\circ$ and (b) $5.0^\circ$. Results from the numerics (points) and the asymptotic solutions (lines) are shown for various values of $\alpha$ and $C_d$. 

\[ \begin{align*}
\alpha & = 0, C_d = 0 \\
\alpha & = 0.1, C_d = 0 \\
\alpha & = 0.05, C_d = 0.05
\end{align*} \]
becomes a better approximation. Making the Boussinesq approximation and taking account of the diffusion of the density variations gives the equation

$$ \frac{Dg'}{Dt} = \nabla \cdot (\nu \nabla g'), \quad (3.4) $$

for the density perturbations where $g'$ is again the effective gravity.

Taking the curl of (3.1) and making the Boussinesq approximation gives

$$ \frac{D\omega}{Dt} = \nabla \times g' + \nabla \times \nabla \cdot (\nu \nabla u), \quad (3.5) $$

where

$$ \omega = \nabla \times u \quad (3.6) $$

is the vorticity of the flow. This is useful as it eliminates the pressure term in (3.1), so reducing the number of variables. Equations (3.4) and (3.5) describe the time evolution of the flow.

The turbulent eddy diffusivity is calculated assuming a Smagorinsky mixing length closure so that

$$ \nu = \nu_{mol} + L^2 S, \quad (3.7) $$

where $L = C_s (\Delta x \Delta y)^{1/2}$ is the subgrid mixing length, $S^2 = \frac{1}{2} S_{ij} S_{ij}$, $S_{ij} = \partial u_i / \partial x_j + \partial u_j / \partial x_i$ is twice the rate-of-strain tensor and $C_s$ is a constant, usually taken as 0.15.

It can be shown that for a two-dimensional, incompressible flow there always exists a streamfunction, $\psi(x, z)$, with

$$ u = \left( -\frac{\partial \psi}{\partial z}, 0, \frac{\partial \psi}{\partial x} \right) \quad (3.8) $$

in Cartesian coordinates. Similarly, for an axisymmetric flow a streamfunction, $\Psi(r, z)$, exists with

$$ u = \left( -\frac{1}{r} \frac{\partial \Psi}{\partial z}, 0, \frac{1}{r} \frac{\partial \Psi}{\partial r} \right) \quad (3.9) $$

in cylindrical polar coordinates. In both cases the vorticity is

$$ \omega = (0, \omega, 0). \quad (3.10) $$

Writing the equations of motion in terms of the streamfunction, $\psi$, ensures the incompressibility condition, $\nabla \cdot u = 0$, is automatically satisfied, making the equations easier to solve. The velocity field can always be recovered by calculating the partial derivatives of $\psi$.

Substituting the streamfunction in (3.6) gives the Poisson problem

$$ \nabla^2 \psi = -\omega \quad (3.11) $$

for the two-dimensional case. This is used to relate the vorticity $\omega$ and the streamfunction $\psi$ in a two-dimensional channel flow. Given the vorticity together with suitable boundary conditions on $\psi$, (3.11) is inverted to obtain the streamfunction, from which the velocities can be easily calculated. For an axisymmetric flow, the relation between $\Psi$ and $\omega$ is

$$ \nabla^2 \Psi = \frac{2}{r} \frac{\partial \Psi}{\partial r} = -r \omega. \quad (3.12) $$

This formulation of the Navier–Stokes equations is frequently used because it separates the problem into two parts. First, the vorticity–streamfunction relationship
is inverted to obtain the streamfunction and hence the velocity field. Second, the velocity is used to advect the vorticity and effective gravity. This has one fewer variables than the initial problem, since there is no need to solve for the pressure field explicitly. Finding the pressure field is often the most difficult part of computational fluid dynamics problems.

Use of a high-resolution grid can capture the larger-scale eddies in the flow and thus resolve a large part of the mixing. The subgrid mixing is parameterized by the closure scheme. For gravity currents the large-scale mixing is principally a result of the formation of billows on the current interface induced by a shear instability. These billows are observed in the laboratory; however their growth is limited by further three-dimensional instabilities (see e.g. Simpson 1997). In a two-dimensional model this mode for breakdown of the billows is not available and so the billows tend to be larger than those observed in experiments.

Such vorticity–streamfunction models have successfully been used to study a variety of buoyancy-driven fluid flows such as particle-laden gravity currents (Huppert 1998), Rayleigh–Taylor instability (Dalziel 1998) and convection (Leppinen 1997).

3.2. Boundary conditions

In order to simulate flow in a channel or an axisymmetric flow we apply a free-slip boundary condition which assumes that the boundaries of the domain are solid with no flow through the wall. In particular, this means that the velocity tangential to the wall need not be zero, unlike a no-slip boundary condition. The boundary conditions on the vorticity and the effective gravity are that there is no flux through the solid boundaries.

3.3. Method of solution

Equations (3.4) and (3.5), together with (3.11) or (3.12) are solved numerically in a tilted rectangular domain with suitably applied initial and boundary conditions. The rectangular domain means that both the lower and upper boundaries are sloping. The solution consists of three stages. First, given \( \omega \), (3.11) or (3.12) is solved to find \( \psi \) (or \( \Psi \)). From \( \psi \) (or \( \Psi \)) the velocities \( u \) and \( w \) can be calculated. In the second stage, \( \omega \) and \( g' \) are advected using these velocities. The third stage consists of the addition of the source terms for the baroclinic generation of vorticity.

The Poisson problem, (3.11) or (3.12), is solved using a full multigrid method similar to that described in Press et al. (1992). The multigrid method was found to provide an efficient and accurate method of solving this problem to the same order of accuracy as the discretization of the equations.

The advection scheme uses a staggered finite-volume grid. The vorticity \( \omega \) and the effective gravity \( g' \) are stored at the centre of each grid square, and the streamfunction is stored at the corners of the square. Using central differencing, \( u \) is calculated on the sides of each square and \( w \) on the top and bottom of each square, as required to calculate the fluxes. This formulation ensures the conservation of buoyancy in the model.

The time-stepping of the equations of motion is achieved using the SHARP scheme (see Leonard 1988). The scheme is third order in space over most of the flow, but only first order in time. Where there are large density gradients in the flow the accuracy of the scheme is reduced to first order in space through the flux limiting terms. The flux limiting terms help to ensure the solution is accurate, but also remains stable near the front of the gravity current, where the density gradients are large.

Both the baroclinic term and the viscous term on the right-hand side of (3.5) can be written as a flux. These fluxes are incorporated with the advective flux terms in
the numerical model. This flux formulation ensures that buoyancy is conserved in the model. For a typical run the fractional change in total buoyancy over the course of simulation is less than $10^{-6}$.

To ensure stability of the numerical scheme it is necessary that the CFL number

$$c = \frac{u \Delta t}{\Delta x} < 1,$$

(3.13)

where $u$ is the fluid speed, $\Delta t$ is the time step and $\Delta x$ is the grid spacing. In practice the time step was chosen by setting $c = 0.25$ and choosing the minimum time step over all grid points so that

$$\Delta t = 0.25 \min_{i,j} \left( \frac{\Delta x}{u_{i,j}}, \frac{\Delta y}{v_{i,j}} \right).$$

(3.14)

3.4. Model validation

To validate the model several simulations were performed for some of the laboratory experiments presented in Huppert & Simpson (1980) for horizontal, axisymmetric gravity currents (experiments 1–6 in their table 2). The numerical results were compared with the published results from Huppert & Simpson (1980). Huppert & Simpson (1980) identify two distinct stages in the development of a gravity current. During the initial slumping phase the fractional depth of the current is relative deep compared to the depth of the tank. Empirically during this stage the Froude number, $F$, is a function of the fractional depth $h_0/H$ with $F = \frac{1}{2} (h_f/H)^{-1/3}$, where $h_f$ is the depth of the head and $H$ is the depth of the tank. Once the fractional depth is less than 0.075 then the second stage is reached during which a constant Froude number of 1.19 was observed. Using an integral model the front position and height are calculated as a function of time, and from this the duration, $t_s$, of the slumping phase is estimated. Figure 4(a) shows the front position non-dimensionalized on the predicted front position as a function of time. This is analogous to figure 7 in Huppert & Simpson (1980). It can be seen that, as with the laboratory results of Huppert & Simpson (1980), the results from the different simulations collapse well and are in excellent agreement with the predicted front position. As a further test, figure 4(b) shows the front Froude number plotted against time. The numerical results show the two distinct stages of the flow. For $t/t_s < 1$ the gravity current is in the slumping phase, with the Froude number slowly increasing with time as the current slumps. For $t/t_s \gg 1$ the Froude number is approximately constant. There is a larger scatter in the Froude number results. There are two main reasons for this. First, there is an error associated with finite differencing the front position on a discrete grid to calculate the front speed. Second, there is some ambiguity in how to define and calculate $g' h$. Here we have taken the maximum value of $g' h$; however, there is some variation in this as billows evolve on the head of the current.

These numerical results are in good agreement with the findings of Huppert & Simpson (1980) suggesting that the numerical model is accurately representing the processes in a gravity current. There is, however, some suggestion from both the front position and Froude number that the slumping phase lasts slightly longer than predicted by Huppert & Simpson (1980). The predicted value is based on a simple integral model and so some discrepancy is perhaps not surprising. In fact, there is also some suggestion of this longer slumping phase in the experimental front position results plotted in figure 7 of Huppert & Simpson (1980).

Further comparisons were made with axisymmetric gravity current experiments conducted by Hallworth, Huppert & Ungarish (2001) (see figure 5) and Maxworthy
Figure 4. (a) Front position and (b) Froude number as a function of time for horizontal, axisymmetric gravity currents. Plotted are six numerical simulations based on experiments 1–6 from Huppert & Simpson (1980). Also shown are the front position and Froude number predicted by Huppert & Simpson using a simple integral model. Distance is non-dimensionalized with respect to the calculated front position during the slumping phase using the formula from Huppert & Simpson. Time is non-dimensionalized using the duration of the slumping phase, $t_s$.

et al. (2002) (not shown). These experiments included cases where the initial height of the release was less than the depth of water in the tank. Again, good agreement is observed between the experimentally determined front position and the results from the numerical simulations. For non-dimensional time up to about 10 the experimental results of Hallworth et al. (2001) and the numerical simulations are in excellent agreement. The simulations are a significant improvement over the integral model of Huppert & Simpson (1980) for example. There is a slight tendency to overpredict the propagation speed at later times. These features are also seen in the shallow-water model of Hallworth et al. (2001), which produces similar results to the present simulations in terms of predicting front position. The present simulations have the advantage of not requiring the empirically determined Froude number.

The overprediction in front speed is most likely to be due to the free-slip boundary condition used here. Its use neglects any drag caused by the lower boundary which would act to retard the gravity current. Two-dimensional direct numerical simulations of a gravity current in a flat channel by Härtel et al. (2000) suggest that using a free-slip boundary condition leads to an increase in front speed of about 20%
compared to a no-slip boundary condition for moderate Reynolds numbers of about 700. As the Reynolds number increases the discrepancy between the speed of the free-slip and no-slip currents decreases, reducing to about 7% for a Reynolds number of $3 \times 10^4$. The Reynolds number of these simulations is consistent with the experiments presented here. Comparison of two-dimensional and three-dimensional simulations by Härtel, Meiburg & Necker (2000) were in close agreement, suggesting that three-dimensional effects are not dominant in controlling the propagation of a gravity current, which supports the approach adopted here of using two-dimensional simulations for computational efficiency.

To further validate the model results were compared with the free-slip simulations of Härtel et al. (2000) for a lock release in a channel (not shown). In this case there was excellent agreement in the front position of the gravity current and also in the number, location and size of the billows on the interface between the dense and light fluid.

The results of these various test cases suggest that the numerical model described here can accurately simulate Boussinesq gravity currents. It is likely that the model will slightly overpredict the propagation speed of a current travelling along a solid surface as a result of the free-slip boundary condition employed. Previous work by Härtel et al. (2000) suggests that this effect will be reduced for higher-Reynolds-number flows.

4. Laboratory experiments

As is common in the study of gravity currents (see e.g. Simpson 1997), laboratory experiments were carried out using fresh water for the ambient fluid with salt added to create a density difference. A sector tank tilted at an angle was used for the experiments, rather than having a release on a cone. This has the advantage of taking up much less space so a longer slope can be used. It also enables the flow to be viewed from the side, allowing easier and more accurate comparison with the numerical code. Provided the sector is reasonably wide, it can be expected that
the presence of the sidewalls will not play a significant role in the flow. Previous experiments on horizontal axisymmetric gravity currents have been carried out in a sector tank (see e.g. Huppert & Simpson 1980) and have been found to agree with experiments using a cylindrical release on a flat surface. In the present experiments a lock gate was placed near the apex of the sector tank, perpendicular to the floor of the tank. The tank was filled with water and salt was dissolved in the end behind the lock. A small amount of dye (potassium permanganate) was also added with the salt to allow the visualization of the denser fluid. The lock gate was quickly raised to release the dense salty fluid into the lighter ambient.

Experiments were recorded using a Cohu 4912 monochrome CCD camera connected to a Panasonic S-VHS AG-7350 video recorder. The results were digitized using a Data Translation DT2862 frame grabber card and the DigImage software (Dalziel 1992). The digitized images were subsequently analysed using the DigiFlow image processing system (Dalziel 2004). As well as providing a visual indication of the motion of the dense fluid, the presence of the dye allows more quantitative measurements to be made. First the propagation and shape of the gravity current may be accurately measured from the digitized images using known reference points on the tank. Secondly the concentration of the dye may be calculated by measuring the absorption of light by the dye. Since salt and the dye mix and diffuse in the same way the concentration of the salt can be inferred. Potassium permanganate is used in preference to other dyes because of its linear optical absorption properties. The method has previously been applied to a variety of laboratory problems and is described in more detail in e.g. Cenedese & Dalziel (1998). Using this method it is possible to obtain instantaneous measurements of the width-integrated concentration of salt within the gravity current. The width of the sector tank at any given point is calculated using the distance from the apex (measured from the digitized images) and the known angle of the sector tank. Using these \( g' \) can be derived.

A series of experiments with different slopes and with different fractional depths for the initial release were carried out. Full details of the experiments conducted are given in Table 2. Slopes of 0°, 2.15° and 5° were used. By part filling the tank, dissolving salt in the lock and then slowly adding more fresh water on top it was possible to

<table>
<thead>
<tr>
<th>Expt</th>
<th>Slope (deg.)</th>
<th>Initial length ( r_0 ) (m)</th>
<th>Initial height ( h_0 ) (m)</th>
<th>Fractional depth</th>
<th>( g'_0 ) (m s(^{-2}))</th>
<th>( V = \pi r_0^2 h_0 ) (m(^3))</th>
<th>Reynolds number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.60</td>
<td>0.30</td>
<td>1.0</td>
<td>0.15</td>
<td>0.339</td>
<td>2.25 × 10(^4)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.60</td>
<td>0.213</td>
<td>0.71</td>
<td>0.15</td>
<td>0.241</td>
<td>1.35 × 10(^4)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.60</td>
<td>0.147</td>
<td>0.49</td>
<td>0.15</td>
<td>0.166</td>
<td>7.71 × 10(^3)</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.60</td>
<td>0.069</td>
<td>0.23</td>
<td>0.15</td>
<td>0.078</td>
<td>2.48 × 10(^3)</td>
</tr>
<tr>
<td>5</td>
<td>2.15</td>
<td>0.60</td>
<td>0.223</td>
<td>1.0</td>
<td>0.15</td>
<td>0.252</td>
<td>1.44 × 10(^4)</td>
</tr>
<tr>
<td>6</td>
<td>2.15</td>
<td>0.60</td>
<td>0.158</td>
<td>0.71</td>
<td>0.15</td>
<td>0.179</td>
<td>8.63 × 10(^3)</td>
</tr>
<tr>
<td>7</td>
<td>2.15</td>
<td>0.60</td>
<td>0.100</td>
<td>0.45</td>
<td>0.15</td>
<td>0.113</td>
<td>4.35 × 10(^3)</td>
</tr>
<tr>
<td>8</td>
<td>2.15</td>
<td>0.60</td>
<td>0.040</td>
<td>0.18</td>
<td>0.15</td>
<td>0.045</td>
<td>1.10 × 10(^3)</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>0.60</td>
<td>0.175</td>
<td>1.0</td>
<td>0.15</td>
<td>0.198</td>
<td>1.00 × 10(^4)</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.60</td>
<td>0.126</td>
<td>0.72</td>
<td>0.15</td>
<td>0.142</td>
<td>6.12 × 10(^3)</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>0.60</td>
<td>0.085</td>
<td>0.46</td>
<td>0.15</td>
<td>0.091</td>
<td>3.13 × 10(^3)</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>0.60</td>
<td>0.044</td>
<td>0.25</td>
<td>0.15</td>
<td>0.049</td>
<td>1.25 × 10(^3)</td>
</tr>
</tbody>
</table>

Table 2. Details of the experiments conducted. The height and fractional depths are average values over the length of the lock. The initial Reynolds number is calculated as \( \sqrt{(g'_0 h_0/2)(h_0/2)/\nu} \).
set up releases where the initial depth of the dense fluid was less than the depth of the ambient fluid. With this method the top of the release was always horizontal. The heights given in table 2 are values averaged over the length of the lock. The fractional depth of the release, that is the average depth of the initial saline layer in the lock compared to the total average depth of water in the lock, varied between about 0.2 and 1.0 as shown in table 2.

When the sector is tilted, the tank does not exactly reproduce the geometry of a cone as the bottom of the tank is flat rather than curved in the azimuthal direction. The width of the tank is also not quite correct. However, the error is small for small slope angles and a small sector angle. The sector tank used for the experiments described here was 235 cm long, 41 cm deep and had a sector angle of 9.5°. Both the sector angle and the angle of the slope (≤ 5°) are sufficiently small to make the experiments a good approximation to a conical geometry. One further difference is that the endwalls of the tank are tilted rather than vertical. The top of the layer of ambient fluid is a free surface and so remains horizontal.

The aspect ratio for all the releases was relatively low, ranging from 0.08 to 0.5. This was limited by the length and depth of the tank. Initial Reynolds numbers were calculated assuming an initial speed of $\sqrt{g' h_0/2}$ and a lengthscale of $h_0/2$, where $h_0$ is the initial depth of the release, and are shown in table 2. They range from $1.10 \times 10^3$ to $2.25 \times 10^4$, so in all experiments the fluid was at least initially turbulent. To test the reproducibility of the experiments, experiment 1 was repeated 5 times. The front position was highly reproducible; however there was significant variability in the structure of the billows behind the head. Experiment 1 was also repeated for different values of $g'$ with $g' = 0.05, 0.5, 1.0 \text{ m s}^{-2}$. The results (not shown) collapsed well using the non-dimensionalization given in table 1.

5. Comparison of results

The vorticity–streamfunction numerical model described in §3 was used to simulate the laboratory experiments described in §4. Results were compared with the shallow water models of §2 and with the experimental data.

5.1. Experimental results and comparison with theory

The asymptotic shallow-water solution of §2.3 is only valid for slopes greater than about 1.9° so these experiments cover the case of no slope (0°) where the solution is not valid, a slope (2.1°) which is close to the critical value and a slope (5°) well above the critical value, but still small enough that the shallow-water equations are a good approximation.

The non-dimensional front position of the gravity current against time is plotted in figure 6 for the various experiments. For a given slope, the data for various fractional depths collapse fairly well. The initial fractional depth of the release appears to make only a relatively small difference to the propagation speed of the current. A larger effect has been noted for the initial stages of lock-release gravity currents in a horizontal two-dimensional channel (see Huppert & Simpson 1980); however the radial geometry used here means that as the current spreads it decreases in height more rapidly than the two-dimensional case, reducing the effect of the fractional depth. The presence of the slope also acts to increase the depth of the ambient fluid as the current propagates downslope which reduces the fractional depth. Once the fractional depth becomes small, perhaps <0.1, the current is not significantly affected by the actual depth of fluid above it and the ambient fluid may be considered to be
Figure 6. Front position against time for flow down a cone. Results from both the experiments (with different fraction depths indicated by the legend) and from the shallow water models are given for various slopes. Distance is non-dimensionalized with respect to $V_0$ and time with $V_0^{1/6}/g_0^{1/2}$.

...infinitely deep. This suggests that, except very close to the release point, the fractional depth is not significant in controlling the speed of the current for flow down a cone.

Figure 6 also shows the results of the shallow-water models given in §2 and the numerical model of §3. The shallow-water model without entrainment overpredicts the front position when compared to the experiments. This is in agreement with the
findings of other studies (e.g. Tickle 1996; Ross et al. 2002) of gravity currents on a slope. For the slope of 5°, the shallow-water model with entrainment gives much closer agreement with the experimental data. For lower slopes, where (2.10) is not satisfied, the entraining asymptotic solution underpredicts the front position when compared with experimental data. The numerical model is in good agreement with the experimental results over a range of slopes, although there is a slight tendency to overpredict the front position. This is consistent with the use of a free-slip boundary condition. For the Reynolds numbers of the experiments described here this error is expected to be less than 10% based on the results of Härtel et al. (2000).

The numerical simulation assumes a rigid lid parallel to the bottom of the computational domain so the depth of the channel is constant, in contrast to the experiments where the free surface is horizontal and the depth of the channel varies. To take this into account, an average lock depth was used as the channel depth for the numerics to ensure that there was the same volume of fluid in the lock in each case. The experimental and numerical results agree well despite the differences in the geometry. As discussed above, the fractional depth is less important in an axisymmetric geometry than in a channel as the axisymmetric current becomes thinner much more rapidly.

Figure 7 shows the effective gravity of the head against the front position for a slope of 5°. The experimental data with different initial fractional depths collapse well, again showing the relative insensitivity of the flow to the initial fractional depth. From the data there appears to be a nearly linear decrease of $g'$ in the head. This suggests that a significant amount of entrainment is occurring and this cannot be ignored in the modelling. In the absence of entrainment the shallow-water model assumes a constant value for $g'$, and this is clearly not a good assumption. The entraining similarity solution for the shallow-water equations gives a more realistic decrease in $g'$ with distance, although with a typical value of $\alpha = 0.1$ for the entrainment constant
and a slope of $5^\circ$ it predicts that $g' \sim r_f^{-2.25}$ rather than decreasing linearly. Numerical solutions to the shallow-water equations show that in practice the solution has not quite reached the similarity solution in the regime covered by the experiments. These shallow-water numerical solutions are in much better agreement with the experimental data. Results are shown with an entrainment coefficient, $\alpha = 0.1$ and no drag and also with $\alpha = 0.05$, $C_d = 0.05$, both of which give very similar predictions for the front position in agreement with the experimental results. The dilution of the current is reduced with the reduction in entrainment, and so higher values of $g'$ are predicted at the head. All the experimental data appear to lie somewhere between these two curves. This suggests that for this case entrainment is more important, although bottom drag still plays a role. Results are also shown for the streamfunction–vorticity model. Here the value of $g'$ at the front is calculated from the model results by taking an average value over the head (defined as the region up to 90 mm (80 grid points) behind the front). The threshold for determining the edge of the current is taken as $0.05 g'_\text{max}$, where $g'_\text{max}$ is the maximum value of $g'$ in the current at that time. The values from the numerical model for the effective gravity at the front of the current are also in close agreement with the experimental values. Since this is an average value of $g'$ over the head, similar results are obtained with and without the inclusion of the turbulence closure term in the numerical model. This suggests that the mixing within the head of the current is predominantly a result of the large-scale billows, rather than of very small-scale turbulent processes. The small-scale turbulent processes tend just to smooth out the fine-scale structure, at least in the model results. The scatter in the values of $g'$ measured at the front of the head in the numerical simulations is principally a result of the formation, growth and subsequent decay of shear-induced billows on the interface between the dense fluid in the gravity current and the lighter ambient fluid. This scatter is minimized by taking the value of $g'$ averaged over the head. Both experimental and numerical results exhibit slightly more complicated behaviour than the shallow water model, with values of $g'$ initially changing very slowly as the current slumps. This is slightly more pronounced in the numerical model and corresponds with previous research on horizontally propagating gravity currents, which suggests that entrainment is not important during the slumping phase (Hallworth et al. 1996).

To test the constant Froude number condition (2.4) used in the shallow water model, the front Froude number from the numerics was calculated. The value of $g'h$ used in this calculation was the maximum depth-integrated value of $g'$ in the head. The results are shown in figure 8. It can be seen that initially there is a rapid increase in the Froude number from around 0.6 to about 1.2 as the current develops. After this the Froude number remains relatively constant at about 1.2. The large scatter in the results is due to the evolution of the billows on the head of the current, making it difficult to unambiguously measure the Froude number. The results indicate that the constant Froude number assumption made in the shallow-water model is valid, at least once the current has developed. The value of 1.2 is in excellent agreement with the value of 1.19 assumed for the shallow-water model based on experiments in a flat channel by Huppert & Simpson (1980). For longer times (distances greater than about 3.5) there is some indication that the Froude number increases slightly for gravity currents where there is a slope. In these cases the current is very thin though, and so this may be a result of the current not being adequately resolved. This particular feature is also dependent to some extent on the method used to calculate $g'h$. This may be worthy of further experimental investigation. We note that these values for the Froude number cannot be directly compared with studies by Shin,
Figure 8. Froude number plotted against front position for a gravity current flowing down a cone. Results calculated from the numerics are plotted for various slopes and fractional depths of release. The front position is non-dimensionalized with respect to $V_0^{1/3}$.

Figure 9. Density of a gravity current flowing down and up a sloping cone with a slope of 5.5°: (a) numerics and (b) experiments. The images are taken at a non-dimensional time of 6.0 corresponding to a front position of 2.5 lock lengths. The position of the lock is marked with an arrow.

Dallziel & Linden (2004) of the initial ‘lock exchange’ problem in a channel which use a Froude number based on the total channel depth because of the difference in fractional depth.

Figure 9 shows images from an experiment and the corresponding density field from the numerics. Both images were taken 12 s after the release, corresponding to a non-dimensional time of 6.0. In addition to predicting the front position of the gravity current accurately, the numerics provide a good description of the shape and size of the current. The head of a current flowing down a cone is seen to be well defined and contain most of the dense fluid. Note that the total amount of dense fluid is proportional to $rg'$ since this is an axisymmetric flow. Behind the head is a thin layer of slightly less dense fluid. This layer does not stretch all the way back to the origin. The differences in this thin layer can be attributed to the lower boundary condition and the lack of a three-dimensional mechanism to dissipate the billows. In the numerical model results the billows appear deeper than the corresponding experimental results, although they do not contain significantly more dense fluid. It
appears that the details of the flow in this thin layer do not have a significant impact on the propagation and development of the head, which is our primary interest.

5.2. Sensitivity to resolution and viscosity

Calculations were carried out to test the sensitivity of the numerical model to the grid resolution. Standard simulations of the experiments described in §5.1 were carried out on a 1024 × 128 grid with an equivalent experimental grid spacing of about 2.3 mm. A simulation for the 5° slope was also carried out at twice the resolution so the grid spacing was approximately 1.1 mm. The increased resolution increased the observed fine-scale structure in the billows, but made less than 1% difference to the propagation speed of the current and less than 2% difference to the depth of the head. The envelope of the gravity current behind the head was quantitatively altered by the change of resolution as a result of the Kelvin–Helmholtz instability; however the qualitative position and size of the billows was similar in both simulations and mean profiles of height (not shown) were in good agreement. During the course of these two simulations there is also little difference in the averaged value of $g'$ calculated at the front of the gravity current. From this we conclude that the resolution is sufficient to resolve the important dynamic processes included in the model.

A similar sensitivity test was carried out on the role of the turbulent viscosity in the results. The standard simulation described above was repeated with $v = 0$ (both turbulent and molecular viscosities set to zero). There were qualitative differences between the two simulations. In particular much more fine-scale structure was observed in the inviscid simulation, with billows containing thin filaments of dense and ambient fluid. With the turbulence model turned on these tended to be mixed together to give more gradual changes in density. Despite these differences in the detailed structure, the bulk properties, such as the front position, were virtually unchanged between the two simulations, at least during the slumping phase of the flow. At later times when the current is much slower the viscosity plays an increasingly important role in controlling the gravity current. In such cases a no-slip boundary current should be used in place of the free-slip condition used in this study.

6. Conclusions

The presence of a small conical slope has been shown to make a significant difference to the propagation and development of an axisymmetric gravity current both theoretically and experimentally.

A solution of the shallow-water equations analogous to those of Webber et al. (1993) for a sloping channel cannot be found in this situation because the reduction in height due to the radial spreading prevents a constant-speed solution from being reached. Numerical solutions of the non-entraining shallow-water equations overpredict the front speed, as observed for other gravity currents in sloping channels or on a sloping plane. Inclusion of entrainment and drag within the shallow-water model leads to much better agreement on the front position of the gravity current and on the density within the head. It also allows a similarity solution to be found. The structure of the current for these cases is quite different. Without entrainment the current occupies a region of relatively constant length behind the head, while the asymptotic solution with entrainment predicts the current extending back to the origin for all time.

The behaviour predicted by the shallow-water model with entrainment is in much better agreement with laboratory experiments than the version without entrainment. Predictions of the front position, current shape and the density of the head are all
significantly improved. This highlights the important role of entrainment and drag in the flow of gravity currents on slopes in limiting the acceleration due to the slope. The important parameter in controlling the propagation speed is the ratio of the entrainment coefficient to the tangent of the slope, $\alpha / \tan \theta$. The relative importance of entrainment and drag is controlled by the ratio $\alpha / C_d$.

The numerical streamfunction–vorticity model gives a simple and accurate way of modelling this type of flow with the added advantage of providing a more detailed picture of the structure of the current than the simpler shallow-water model. For flow down a cone the head is similar to the head of a current in a sloping channel, with the fluid in the head only being slowly mixed with the ambient fluid. The axisymmetric geometry means that the height of the current reduces rapidly as the flow expands radially.

The model captures many of the features observed in laboratory experiments. In particular, the model demonstrates the characteristic shear-induced billows on the gravity current head, which are ignored in many simple theories, but may be important for the mixing of the fluids. Being two-dimensional, the model cannot exhibit the lobe and cleft structure of the current front observed in experiments, nor does it capture the three-dimensional breakdown of the billows. The use of a free-slip boundary condition does result in a slight overprediction of the propagation speed of the current; however this error becomes less significant for high Reynolds numbers.

One further advantage of the numerical model is that it includes the ambient fluid as well as the gravity current. The flow in the ambient fluid has been shown to have a significant effect, particularly where the current occupies a significant fraction of the channel depth. The numerical model can accurately simulate such situations, unlike the one-layer shallow-water models. The numerical model has been demonstrated to be a useful tool in investigating a variety of gravity current flows. In addition to performing at least as well as existing simple models for predicting the speed and height of a current, it can also give a more detailed insight into some aspects of the complicated structure present in a range of other problems.

Flows directed towards the origin were not considered in this work, although they can be modelled using the vorticity–streamfunction code, provided that care is taken at the origin. Such a flow could result from a release of dense gas near the mouth of a valley. Such flows are however less amenable to the shallow-water and asymptotic modelling techniques described here.

Here we have looked at the specific problem of a gravity current flowing down a cone through the use of various modelling techniques and through laboratory experiments. In addition to the obvious benefit of being able to model such flows on cones, this work has some important wider applications. The presence of a slope appears to alter the dynamics of a gravity current significantly. In particular, entrainment and drag appear to play an important role in limiting the acceleration of the current. We would expect them to play a similar role over more complicated terrain. Although entrainment is clearly important to this, and a range of other problems related to gravity currents, there are still gaps in our understanding of the precise mechanisms by which gravity currents entrain ambient fluid and possibly detrain dense fluid. Further detailed laboratory experiments are still needed to shed some light on this.
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Appendix A. An asymptotic expansion without entrainment or drag

As discussed in §2.2, the leading order term in the solution of (2.5)–(2.6) is given by \( u = F \left( \tan \theta / \pi \right)^{1/4} r_f^{-1/4} \) and \( h = (l - r_f + r) \tan \theta \) for \( r_f - l \leq r \leq r_f \) where \( l = (r_f \pi \tan \theta)^{-1/2} \). The neglected terms are \( O(r_f^{-3/2}) \) smaller. This suggests a change of variables with \( y = (r - r_f) / l \) so \( y \) is \( O(1) \) in the current and \( y = 0 \) at the head of the current. Consideration of the first neglected terms suggests an expansion of the form

\[
\begin{align*}
  u &= F \left( \tan \theta / \pi \right)^{1/4} r_f^{-1/4} (1 + u_1(y)(\pi \tan \theta)^{-1/2} r_f^{-3/2}), \\
  h &= (\tan \theta / \pi)^{1/2} r_f^{-1/2} (1 + y + h_1(y)(\pi \tan \theta)^{-1/2} r_f^{-3/2}),
\end{align*}
\]

where \( u_1 \) and \( h_1 \) are order 1 functions. The boundary condition that \( \dot{r}_f = u(r = r_f) \) yields

\[
\dot{r}_f = F \left( \tan \theta / \pi \right)^{1/4} r_f^{-1/4} (1 + u_1(0)(\pi \tan \theta)^{-1/2} r_f^{-3/2}).
\]

Substituting these expansions into (2.5) and equating terms of \( O(r_f^{-3/2}) \) yields the differential equation

\[
(1 + y) \frac{du_1}{dy} + u_1(y) = u_1(0) - (\frac{1}{2} + y),
\]

which has the solution

\[
u_1(y) = u_1(0) - \frac{1}{2} y.
\]

Further substitution of this solution into (2.6) gives the differential equation

\[
\frac{dh_1}{dy} = \frac{F^2}{4}.
\]

Integrating and applying the Froude number condition at the front gives

\[
h_1(y) = \frac{1}{4} F^2 y + 2u_1(0).
\]

The global conservation-of-volume equation in terms of \( y \) is

\[
2 \int_{-1+lr_f^{-3/2}}^{0} \left( 1 + yr_f^{-3/2}(\pi \tan \theta)^{-1/2} \right) \times \left[ 1 + y + r_f^{-3/2}(\pi \tan \theta)^{-1/2} \left( \frac{1}{4} F^2 y + 2u_1(0) \right) \right] dy = 1.
\]

It turns out that the precise form of \( l_1 \) is not important at \( O(r_f^{-3/2}) \). Setting the sum of the \( O(r_f^{-3/2}) \) terms to zero gives

\[
u_1(0) = \frac{1}{8} \left( F^2 + \frac{2}{3} \right).
\]

This gives the expressions

\[
u = F \left( \tan \theta / \pi \right)^{1/4} r_f^{-1/4} \left[ 1 + \left( \frac{1}{2} \left( F^2 + \frac{2}{3} \right) - \frac{1}{2} y \right) (\pi \tan \theta)^{-1/2} r_f^{-3/2} \right].
\]
and

\[ h = r_f^{-1/2} \left( \frac{\tan \theta}{\pi} \right)^{1/2} \left[ 1 + y + \frac{1}{4} \left( F^2(1 + y) + \frac{2}{3} \right) (\pi \tan \theta)^{-1/2} r_f^{-3/2} \right], \tag{A 11} \]

where the transformed variable \( y = (r - r_f)/l \) is order 1 and \( y = 0 \) at the head of the current.

The effect of including the second term in the asymptotic expansion is to deepen the front height, and hence increase the front speed, for a given front position. The cumulative effect of this is to increase the propagation speed of the current with time. Comparison of the asymptotic solution with the numerical solution for a 5° slope (not shown) demonstrates that the expression for the height of the current as a function of the front position is in excellent agreement with the numerical solution for front positions more than about three times the initial release radius. The agreement with the speed of the current is less good, requiring something like six times the distance before the condition is met. At this distance the correction from the second term in the asymptotic expansion is small and does not significantly alter the predicted velocity profile of the current.

Unfortunately integration of (A 3) does not lead to a simple expression for \( r_f \) in terms of \( t \). Provided the singularity at \( r_f = 0 \) is avoided, however, the differential equation can easily be numerically integrated. Note that the relative inaccuracy of the asymptotic solution near the origin will lead to an offset in the predicted front position as a function of time.

**Appendix B. A similarity solution for the sloping channel**

For a gravity current in a sloping channel the shallow-water equations (including entrainment and drag) are

\[ \frac{\partial h}{\partial t} + \frac{\partial uh}{\partial x} = \alpha |u|, \tag{B 1} \]

\[ \frac{\partial uh}{\partial t} + \frac{\partial}{\partial x} \left( u^2 h + \frac{1}{2} g' h^2 \right) + g' h \tan \theta = -C_d u^2, \tag{B 2} \]

and

\[ \frac{\partial g'h}{\partial t} + \frac{\partial u g'h}{\partial x} = 0. \tag{B 3} \]

Letting \( y = x/x_f \) and writing

\[ u = x t^{-1} U(y), \tag{B 4} \]

\[ h = x H(y), \tag{B 5} \]

\[ g' = x t^{-2} G(y), \tag{B 6} \]

gives the similarity solution

\[ x_f = B^{1/3} t^{2/3} \left[ \frac{4}{3A} \left( -\frac{1}{3} + \frac{4C_d}{3\alpha} \right) + \left( \frac{A}{3F^2} + 1 + \frac{4C_d}{3\alpha} \right) \frac{1}{3 - A} \right]^{-1/3}, \tag{B 7} \]

\[ U(y) = \frac{2}{3}, \tag{B 8} \]

\[ H(y) = 1/(2\alpha), \tag{B 9} \]

\[ G(y) = \frac{8}{3\alpha} A^{-1} \left( -\left( 1 + \frac{4C_d}{3\alpha} \right) + \left( \frac{A}{3F^2} + 1 + \frac{4C_d}{3\alpha} \right) y^{-A} \right), \tag{B 10} \]
where

\[ A = 3 - \frac{4 \tan \theta}{\alpha}. \]  \hfill (B11)

As in the axisymmetric case, the requirement that \( g' \) remains finite as \( x \to 0 \) gives a condition on the slope that

\[ \tan \theta > \frac{\alpha}{2}, \]  \hfill (B12)

in order for this solution to be valid. Note that this solution can be contrasted with the non-entraining shallow-water model of Webber et al. (1993) which gives a current with a constant shape and front speed.
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