Abstract

We address and establish some of the basic barriers in the theory of computations, as well as settle long standing problems such as the computational spectral problem and computability of spectra of Schrödinger operators. These barriers establish a new classification theory of problems in scientific computing that is reminiscent of the Arithmetical Hierarchy in computer science and logic. In particular, many computational problems can be solved as follows: either a solution can be computed by an algorithm in finite time, or a sequence of approximations is created by an algorithm (each element in the sequence is computed in finite time), and the solution to the problem is the limit of this sequence. These problems include the core problems in computer science as well as key problems in scientific computing such as computing eigenvalues of an \( n \times n \) matrix, computing solutions to PDEs on bounded domains, etc. Thus, it may be surprising that, for several basic problems in computations (computing spectra of operators, solutions to linear inverse problems, solutions to convex optimization problems or roots of polynomials using rational maps), such a procedure based on one limit is impossible. Yet, one can compute solutions to these problems, but only by using several limits.

To analyze this phenomenon we use the Solvability Complexity Index (SCI). The SCI is the smallest number of limits needed in order to compute a desired quantity, given a set of restrictions on what the algorithm can do and process. This allows one to use the SCI to analyze problems in computation ranging from Smale’s question on the existence of generally convergent algorithms for polynomial root finding, with its solution provided by McMullen and Doyle & McMullen, via computational spectral problems, quantum mechanics, inverse problems, PDEs, optimization in imaging and sampling theory to logic and the Arithmetical Hierarchy. The fact that there are many core problems in computations that have SCI \( > 1 \) (more than one limit is required to compute the solution) demonstrates how the set of problems in scientific computing has a very rich classification hierarchy in terms of the SCI.
1 Introduction

The classical theory of computations and complexity is based on asking the question:

(Q.1) Given a computational problem, does there exist an algorithm, satisfying certain restrictions, that can compute the solution to the problem in finite time? If this is impossible, as in the case of computing eigenvalues of general $n \times n$ matrices, roots of polynomials, or solutions to PDEs for example, one asks: does there exist a sequence of approximations converging to the solution, where each element in the sequence can be computed in finite time?

If the answer to this question is ‘yes’, the next question is: how complex or difficult will it be to carry out the computation? The vast amount of research over the last century has left us with the following two main classes of problems:

(I) The problem can be solved in finite time. This class encompasses most of the problems in computer science with its many complexity classes such as P, NP, PSPACE etc. The complexity theory of such problems contains famous results [1,24,40] and hosts the legendary “P versus NP” problem [23,67].

(II) The problem cannot be solved in finite time, however, it can be solved by computing a sequence of approximations, and the solution to the problem is the limit of the approximations. The complexity theory of such problems contains famous questions, among them Smale’s 17th problem [3][21] and a very rich mathematical theory [7,20,22,58,60], which includes different models such as for example the Bit Model [18,19,41], the TTE model [17,52,66], the BSS model [6–8] and others [31,32,43,53,64]. The field of information based complexity theory [51,62] is devoted specifically to these types of problems.

The key issue is that, as this paper establishes, there are fundamental barriers that prevent many problems at the heart of computational theory from fitting into the two classes above. In particular, there is a third class of problems.

(III) The problem cannot be computed by passing to the limit of a sequence of approximations, however, it can be computed by passing to several limits over a (multi parameter) family of approximations. This class includes problems such as spectral problems, inverse problems, optimization problems, root finding etc., that are some of the core problems in scientific computing.

We establish Class III through the theory of the Solvability Complexity Index (SCI) and towers of algorithms. The SCI is the smallest number of limits needed in order to compute the desired quantity, given a certain type of algorithm. Moreover, the existence of the SCI and Class III imply a potentially very rich classification theory in terms of a non-collapsing hierarchy whose subclasses are described by the SCI. We refer to this as the SCI Hierarchy (see section 3.8) for which the $\Delta_m$ classes in the Arithmetical Hierarchy are special cases. The main consequence of this paper is therefore:

The field of scientific computing has a hierarchical structure that is reminiscent of the Arithmetical Hierarchy in logic and computer science. As we establish, the SCI phenomenon is independent of the computational model (although obviously the SCI differs in the different models), thus any theory aiming at establishing the foundations of scientific computing allowing core problems such as spectral problems, inverse problems, PDEs, optimization problems etc., will have to include the SCI.

Problems in Class III are typically discovered after a long time with attempts of finding a solution to Q.1 for a specific problem. One of the first rigorous examples came with Smale’s question [59] on the existence of generally convergent algorithms for polynomial root finding, with its solution provided by McMullen [47,48,61] and Doyle & McMullen. This problem, for the quartic and the quintic, is unsolvable in one limit but solvable in three limits. Another example is the computational spectral problem that we finally settle in [4].
2 The Solvability Complexity Index and towers of algorithms

We propose a unified setup for computational problems. This setup does not require a machine (Turing, BSS or any other), however a machine certainly can be specified (see Section 3.2) if desired. The important point is that the SCI can be defined regardless of the axiomatic setup. The basic objects are:

\[ \Omega \text{ is some set, called the primary set,} \]
\[ \Lambda \text{ is a set of complex valued functions on } \Omega, \text{ called the evaluation set,} \]
\[ \mathcal{M} \text{ is a metric space,} \]
\[ \Xi : \Omega \to \mathcal{M}, \text{called the problem function.} \]

The set \( \Omega \) is the set of objects that give rise to our computational problems. It can be a family of (finite or infinite) matrices, polynomials, Schrödinger, Dirac operators or another specific class of differential operators, a type of PDEs with initial conditions, inverse problems (operator plus measurements) etc. The problem function \( \Xi : \Omega \to \mathcal{M} \) is what we are interested in computing. It could be the set of eigenvalues of an \( n \times n \) matrix, root(s) of a polynomial, the spectrum of an operator, solution to the PDE etc. Finally, the set \( \Lambda \) is the collection of functions that provide us with the information we are allowed to read, say matrix elements, polynomial coefficients or pointwise values of a potential function of a Schrödinger operator, for example. This leads to the following definition.

**Definition 2.1 (Computational Problem).** Given a primary set \( \Omega \), an evaluation set \( \Lambda \), a metric space \( \mathcal{M} \) and a problem function \( \Xi : \Omega \to \mathcal{M} \) we call the collection \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) a computational problem.

The goal of this abstract definition is to allow most of the known computational problems into the framework. However, to make this abstract definition a little more concrete, let us consider the following example.

**Example 2.2.** Let \( \Omega = B(\mathcal{H}) \), the set of all bounded linear operators on a separable Hilbert space \( \mathcal{H} \), and the problem function \( \Xi \) be the mapping \( A \mapsto \text{sp}(A) \) (the spectrum of \( A \)). Here \( (\mathcal{M},d) \) is the set of all compact subsets of \( \mathbb{C} \) provided with the Hausdorff metric \( d = d_H \). The evaluation functions in \( \Lambda \) could consist of the family of all functions \( f_{i,j} : A \mapsto \langle Ae_j, e_i \rangle \), \( i,j \in \mathbb{N} \), which provide the entries of the matrix representation of \( A \) w.r.t. an orthonormal basis \( \{e_i \}_{i \in \mathbb{N}} \). Of course, \( \Omega \) could be a strict subset of \( B(\mathcal{H}) \), for example the set of self-adjoint or normal operators, and \( \Xi \) could have represented the pseudo spectrum, the essential spectrum or any other interesting information about the operator.

Our aim is to find and to study families of functions which permit to approximate the function \( \Xi \). The main pillar of our framework is the concept of a tower of algorithms.

**Definition 2.3 (General Algorithm).** Given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \), a general algorithm is a mapping \( \Gamma : \Omega \to \mathcal{M} \) such that for each \( A \in \Omega \)

(i) there exists a finite subset of evaluations \( \Lambda_\Gamma(A) \subset \Lambda \),
(ii) the action of \( \Gamma \) on \( A \) only depends on \( \{A_f\}_{f \in \Lambda_\Gamma(A)} \) where \( A_f := f(A) \),
(iii) for every \( B \in \Omega \) such that \( B_f = A_f \) for every \( f \in \Lambda_\Gamma(A) \), it holds that \( \Lambda_\Gamma(B) = \Lambda_\Gamma(A) \).

A general algorithm has no restrictions on the operations allowed. The only restriction is that it can only take a finite amount of information, though it is allowed to adaptively choose the finite amount of information it reads depending on the input. Condition (iii) assures that the algorithm reads the information in a consistent way.
Definition 2.4 (Tower of Algorithms). Given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \), a tower of algorithms of height \( k \) for \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) is a family of sequences of functions

\[
\Gamma_{n_k} : \Omega \rightarrow \mathcal{M}, \Gamma_{n_k,n_{k-1}} : \Omega \rightarrow \mathcal{M}, \ldots, \Gamma_{n_k,...,n_1} : \Omega \rightarrow \mathcal{M},
\]

where \( n_k, \ldots, n_1 \in \mathbb{N} \) and the functions \( \Gamma_{n_k,...,n_1} \) at the “lowest level” of the tower are general algorithms in the sense of Definition 2.3.

Moreover, for every \( A \in \Omega \),

\[
\Xi(A) = \lim_{n_k \rightarrow \infty} \Gamma_{n_k}(A), \quad \Gamma_{n_k,...,n_{j+1}}(A) = \lim_{n_j \rightarrow \infty} \Gamma_{n_k,...,n_j}(A) \quad j = k - 1, \ldots, 1.
\]

In addition to a general tower of algorithms (defined above), we will focus on arithmetic towers, and, if one specifies a Turing machine, what we have called a Kleene-Shoenfield tower, see Section 3.2.

Definition 2.5 (Arithmetic Tower). Given a computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \), an Arithmetic Tower of Algorithms of height \( k \) for \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) is a tower of algorithms where the lowest level functions \( \Gamma = \Gamma_{n_k,...,n_1} : \Omega \rightarrow \mathcal{M} \) satisfy the following: For each \( A \in \Omega \) the action of \( \Gamma \) on \( A \) consists of only finitely many arithmetic operations on \( \{ A_f \}_{f \in \Lambda_{\mathcal{M}}(A)} \), where we remind that \( A_f = f(A) \).

Definition 2.6 (Solvability Complexity Index (SCI)). A given computational problem \( \{ \Xi, \Omega, \mathcal{M}, \Lambda \} \) is said to have Solvability Complexity Index \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_\alpha = k \) with respect to towers of algorithms of type \( \alpha \) if \( k \) is the smallest integer for which there exists a tower of algorithms of type \( \alpha \) of height \( k \). If no such tower exists then \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_\alpha = \infty \). If there exists a tower \( \{ \Gamma_n \}_{n \in \mathbb{N}} \) of type \( \alpha \) and height one such that \( \Xi = \Gamma_{n_1} \) for some \( n_1 < \infty \), then we define \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_\alpha = 0 \). The type \( \alpha \) may be General, or Arithmetic, denoted respectively \( G \) and \( A \). We may sometimes write \( \text{SCI}(\Xi, \Omega)_\alpha \) to simplify notation when \( \mathcal{M} \) and \( \Lambda \) are obvious.

We will let \( \text{SCI}(\Xi, \Omega)_A \) and \( \text{SCI}(\Xi, \Omega)_G \) denote the SCI with respect to arithmetic towers and general towers, respectively. Note that a general tower means just a tower of algorithms as in Definition 2.4 where there are no restrictions on the mathematical operations. Thus, clearly \( \text{SCI}(\Xi, \Omega)_A \geq \text{SCI}(\Xi, \Omega)_G \). The evaluation sets \( \Lambda \) and \( \Lambda_{\mathcal{M}}(A) \), given a general algorithm \( \Gamma \) and an element \( A \in \Omega \), are crucial when determining the SCI as the following example demonstrates.

Suppose we want to compute the area of a disc given its radius. Denote the set of discs by \( \Omega \). Let \( f \) be the evaluation function which assigns to a closed disc \( D \) its radius \( r = f(D) \). Let \( \Lambda_1 = \{ f \} \) and let \( \Lambda_2 \) be the union of \( \Lambda_1 \) and the set of all constant functions on \( \Omega \). If we allow \( \Lambda_2 \) then the SCI of this problem with respect to arithmetic towers is obviously zero as the formula \( \pi r^2 \) immediately gives the answer. However, if we only allow \( \Lambda_1 \) then we must have that \( \text{SCI} > 0 \) (\( \pi \) cannot be obtained in finitely many arithmetic operations from the input \( r \)).

3 The main results

3.1 Computing spectra

The affirmative answer to Q.1 for eigenvalues of most finite matrices has been known since the fifties, however, was completely unknown in the case of infinite matrices, even in the self-adjoint case, although certain special cases were known. This posed a serious problem as most operators in mathematical physics whose spectra are of interest act on infinite-dimensional spaces. Thus, the field of computational spectral theory has produced a vast amount of research on specific examples (we can only site a tiny subset
We will consider variants of the computational problem suggested in Example 2.2. Consider the following classes of operators:

\[ \Omega_1 = \mathcal{B}(l^2(\mathbb{N})), \quad \Omega_2 = \mathcal{B}_f(l^2(\mathbb{N})), \quad \Omega_3 = \mathcal{R}_g(l^2(\mathbb{N})) \cap \mathcal{B}(l^2(\mathbb{N})), \quad \Omega_4 = \mathcal{K}(l^2(\mathbb{N})), \]

the latter meaning the set of all compact operators on \( l^2(\mathbb{N}) \), and \( \Omega_5 = \Omega_2 \cap \Omega_3 \). Define the following problem functions: \( \Xi_1(A) = \text{sp}(A) \), for \( \epsilon > 0 \) let \( \Xi_2(A) = \text{sp}_\epsilon(A) \), as well as \( \Xi_3(A) = \text{sp}_{\text{ess}}(A) \) (the essential spectrum). When considering \( \Omega_3 \) then \( \Lambda \) contains, besides the usual evaluations \( f_{i,j}: A \rightarrow \langle Ae_{i}, e_{j} \rangle \) \((i,j \in \mathbb{N})\) the constant functions \( g_{i,j}: A \rightarrow g(i/j) \) \((i,j \in \mathbb{N})\), which provide the values of \( g \) in all positive rational numbers. When considering \( \Omega_2 \) the values \( f(m) \) \((m \in \mathbb{N})\) shall be available to the algorithms as constant evaluation functions. We then have

**Theorem 3.4 (SCI and spectra).** Given the above setup

Spectrum: \( \text{SCI}(\Xi_1, \Omega_1) = \text{SCI}(\Xi_1, \Omega_1) = 3, \quad \text{SCI}(\Xi_1, \Omega_i) = \text{SCI}(\Xi_1, \Omega_i) = 2, \quad i = 2, 3 \)

Pseudospectrum: \( \text{SCI}(\Xi_2, \Omega_1) = \text{SCI}(\Xi_2, \Omega_1) = 2, \quad \text{SCI}(\Xi_2, \Omega_2) = \text{SCI}(\Xi_2, \Omega_2) = 1 \)

Ess-spectrum: \( \text{SCI}(\Xi_3, \Omega_1) = \text{SCI}(\Xi_3, \Omega_1) = 3, \quad \text{SCI}(\Xi_3, \Omega_5) = \text{SCI}(\Xi_3, \Omega_5) = 2 \)

This means that it is impossible to compute spectra and essential spectra of infinite matrices in less than three limits. This is universal for all algorithms regardless of the operations allowed (arithmetic operation, radicals etc). The only assumption on the algorithms is that they can only read a finite number of matrix entries in each iteration step. This implies that even if there had existed an algorithm that could compute the spectrum of a finite dimensional matrix using finitely many arithmetic operations (of course no such algorithm exists), one could still not compute the spectrum of an infinite matrix in less than three limits.
However, it is possible to compute spectra and essential spectra in three limits when allowing arithmetic operations of complex numbers. The proofs are all constructive and yield implementable practical algorithms. This finally settles the computational spectral problem.

### 3.2 The SCI, the Arithmetical Hierarchy and computer science

When considering decision problems there is a clear connection between the SCI and the Arithmetical Hierarchy \[42, 50\]. In particular, due to Schoenfield’s Limit Lemma, the \(\Delta_m\) sets in the Arithmetical Hierarchy can equivalently be characterised in terms of the SCI.

Given a subset \(A \subset \mathbb{Z}_+\) with characteristic function \(\chi_A\) being definable in First-Order Arithmetic, we are interested in the SCI of deciding whether a given number \(x \in \mathbb{Z}_+\) belongs to \(A\) or not. In other words, we want to determine the value of the characteristic function of \(A\) at the point \(x\). Thus, we want to consider Towers of Algorithms for the problem function \(\chi_A\) where the functions/relations at the lowest level shall be computable, and we again ask for the minimal height. More precisely, we consider the primary set \(\Omega := \mathbb{Z}_+\), the evaluation set \(\Lambda = \{\lambda\}\) consisting of the function \(\lambda : \mathbb{Z}_+ \rightarrow \mathbb{C}, x \mapsto x\), the metric space \(\mathcal{M} := (\{\text{Yes}, \text{No}\}, d_{\text{discr}})\), where \(d_{\text{discr}}\) denotes the discrete metric, and consider all functions \(\Xi : \Omega \rightarrow \mathcal{M}\) in the Arithmetical Hierarchy. In honour of Kleene and Shoenfield we call a Tower of Algorithms that is computable (in the sense of Turing \[65\]) a Kleene-Shoenfield tower.

**Definition 3.5 (Kleene-Shoenfield tower).** A tower of algorithms given by a family \(\{\Gamma_{n_k, \ldots, n_1} : \Omega \rightarrow \mathcal{M} : n_k, \ldots, n_1 \in \mathbb{N}\}\) of functions at the lowest level is said to be a Kleene-Shoenfield tower, if the function \(\mathbb{N}^k \times \Omega \rightarrow \mathcal{M}, (n_k, \ldots, n_1, x) \mapsto \Gamma_{n_k, \ldots, n_1}(x)\) is computable. Given a computational problem \(\{\Xi, \Omega, \mathcal{M}, \Lambda\}\) as above, we will write \(\text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_{KS}\) to denote the SCI with respect to a Kleene-Shoenfield tower.

We can now present the main theorem, linking the SCI and the Arithmetical Hierarchy, via Shoenfield’s Limit Lemma \[57\] as well as the corollary.

**Theorem 3.6 (The SCI and the Arithmetical Hierarchy).** Let \(m \in \mathbb{Z}_+\) and recall the classes \(\Sigma_m, \Pi_m, \Delta_m\) from the Arithmetical Hierarchy. If \(\Xi\) is \(\Delta_{m+1}\) then there exists a Kleene-Shoenfield tower of algorithms of height \(m\). Conversely, if \(\text{SCI}(\Xi, \Omega)_{KS} = m\) then \(\Xi\) is \(\Delta_{m+1}\), but not \(\Delta_m\).

**Corollary 3.7 (The SCI can become arbitrarily large).** For every \(k \in \mathbb{N}\), there exists a problem function \(\Xi\) on \(\Omega\) with \(\text{SCI}(\Xi, \Omega)_{KS} = k\).

Note that the \(\Delta_m\) sets in the Arithmetical Hierarchy are not the only known hierarchy that is a special case of the SCI Hierarchy, this is also the case for the Arithmetical Hierarchy of Real Numbers \[68\]. There is also a close connection to the Borel hierarchy \[49\] and the Weihrauch degrees \[15, 16, 39\].

### 3.3 Quantum Mechanics

A basic problem in the foundations of computing is: given a Schrödinger operator \(H = -\Delta + V\) that is defined on some appropriate domain so that the spectrum is uniquely determined by the potential, can one compute the spectrum by using arithmetic operations with the point samples \(V(x)\) where \(x \in \mathbb{R}^d\) and then take limits? This problem has created vast amount of research for specific cases with real potential, and we can only cite a small subset \[5, 13, 14, 25, 26, 29, 46\], however, the general question has been open since the launch of quantum mechanics in the thirties. We now present a solution to this problem for large classes of
potentials. Note that our results allow for complete generality and allow for non-normal operators, ensuring that the theory includes non-Hermitian quantum mechanics \cite{38} and resonances \cite{69}.

Consider the Schrödinger operator $H = -\Delta + V$ on some appropriate domain, let $\Omega$ be some set of potential functions and define $\Xi_1(V) = \text{sp}(-\Delta + V)$ as well as, for $\epsilon > 0$, let $\Xi_2(V) = \text{sp}_\epsilon(-\Delta + V)$.

We consider two main classes of potentials: bounded and unbounded with blowup at infinity. For the bounded case the domain $\mathcal{D}(-\Delta + V) = W^{2,2}(\mathbb{R}^d)$ (the standard Sobolev space). Given that the spectra are unbounded, let $(\mathcal{M}, d_{\mathcal{M}})$ denote the set of closed subsets of $\mathbb{C}$ equipped with the Attouch-Wets metric (see \cite{4}). Also, $\Lambda_0$ will be the set of all evaluations $f_x : V \mapsto V(x)$, $x \in \mathbb{R}^d$ and all constant functions. We consider the following potential classes: $\Omega_1 = \{ V : V \in L^\infty(\mathbb{R}^d) \cap \text{BV}_d(\mathbb{R}^d) \}$, where $\phi : [0, \infty) \to [0, \infty)$ is some increasing function, $\text{TV}(f_{[-a,a]^d}) = \text{BV}_d(\mathbb{R}^d) = \{ f : \text{TV}(f_{[-a,a]^d}) \leq \phi(a) \}, f_{[-a,a]^d}$. Define $\Omega_2 = \Omega_1 \cap \{ V : -\Delta + V \in \mathcal{R}_q(L^2(\mathbb{R}^d)) \}$ (recall $\mathcal{R}_q(L^2(\mathbb{R}^d))$ from Definition 3.2). In the case of unbounded potential we assume nonnegative $\theta_1, \theta_2$ such that $\theta_1 + \theta_2 < \pi$. Define

$$\Omega_3 = \{ V \in C(\mathbb{R}^d) : \forall x \arg(V(x)) \in [-\theta_2, \theta_1], |V(x)| \to \infty \text{ as } x \to \infty \}.$$ 

In this case we define the operator $H$ via the minimal operator $h$ as: $H = h^{**}$, $h = -\Delta + V$, $\mathcal{D}(h) = C_\infty^c(\mathbb{R}^d)$. We then get the following result.

**Theorem 3.8 (Schrödinger operators).** Given the above setup

$\text{Spectrum: } \text{SCI}(\Xi_1, \Omega_1)_G \leq \text{SCI}(\Xi_1, \Omega_1)_A \leq 2, \quad \text{SCI}(\Xi_1, \Omega_2)_G = \text{SCI}(\Xi_1, \Omega_2)_A = 1, \quad \text{SCI}(\Xi_1, \Omega_3)_G = \text{SCI}(\Xi_1, \Omega_3)_A = 1,$

$\text{Pseudospectrum: } \text{SCI}(\Xi_2, \Omega_1)_G \leq \text{SCI}(\Xi_2, \Omega_1)_A \leq 2, \quad \text{SCI}(\Xi_2, \Omega_2)_G = \text{SCI}(\Xi_2, \Omega_2)_A = 1, \quad \text{SCI}(\Xi_2, \Omega_3)_G = \text{SCI}(\Xi_2, \Omega_3)_A = 1.$

Note that the question whether $\text{SCI}(\Xi_1, \Omega_1)_G = 2$ or not is still open. Moreover, there are of course other classes of potentials of interests that must be classified in terms of the SCI, however, many of them can probably be covered by the proof techniques from this paper.

### 3.4 Polynomial root finding with rational maps

Another crucial problem in computation has been the well known fact that Newton’s method fails for the problem of polynomial root finding. This problem prompted S. Smale \cite{59} to ask whether there exists an alternative to Newton’s method, namely, a purely iterative generally convergent algorithm (see below). Smale asked: “Is there any purely iterative generally convergent algorithm for polynomial zero finding?”

This problem was settled by C. McMullen in [47] as follows: yes, if the degree is three; no, if the degree is higher (see also [48,61]). However, in [30] P. Doyle and C. McMullen demonstrated a striking phenomenon: this problem can be solved in the case of the quartic and the quintic using several limits. In particular, they provide a construction such that, by using several rational maps and several limits, a root of the polynomial can be computed. In particular, a problem in Class III was established (this result was quoted as one of several reasons for McMullen receiving the Fields medal \cite{61}). We demonstrate how this result can be put into the SCI framework.

**Definition 3.9.** A purely iterative algorithm \cite{59} is a rational map (i.e. it is a rational map of the coefficients of $p$) $T : \mathbb{P}_d \to \text{Rat}_m$, $p \mapsto T_p$ which sends any polynomial $p$ of degree $d$ to a rational function $T_p$ of a certain degree $m$.

An important example of a purely iterative algorithm is Newton’s method. Furthermore, a purely iterative algorithm is said to be generally convergent if $\lim_{n \to \infty} T_p^n(z)$ exists for $(p, z)$ in an open dense subset of
\[ \mathbb{P}_d \times (\mathbb{C} \cup \{\infty\}) \], and the limit is a root of \( p \). Here \( T^n_p(z) \) denotes the \( n \)th iterate \( T^n_p(z) = T_p(T^{n-1}_p(z)) \) of \( T_p \). For instance, Newton’s method is generally convergent only when \( d = 2 \). Smale’s question led to the definition below.

**Definition 3.10 (Doyle-McMullen tower).** A (Doyle-McMullen) tower of algorithms is a finite sequence of generally convergent algorithms, linked together serially, so the output of one or more can be used to compute the input to the next. The final output of the tower is a single number, computed rationally from the original input and the outputs of the intermediate generally convergent algorithms.

It can be shown that a Doyle-McMullen tower is a general tower as in Definition 2.4 with the slight change that the convergence holds only for an open dense set, thus the following can be formulated in terms of the SCI.

**Theorem 3.11 (McMullen [47]; Doyle and McMullen [50]).** For \( \mathbb{P}_d \) there exists a generally convergent algorithm only for \( d \leq 3 \). Towers of algorithms exist additionally for \( d = 4 \) and \( d = 5 \) but not for \( d \geq 6 \).

By the proof of this theorem one gets that the height of the tower is three, and thus the previous theorem can be formulated in terms of the SCI as follows. For \( d \leq 3 \), the SCI = 1, for \( d = 4, 5 \) one has SCI \( \in \{2, 3\} \) while for \( d \geq 6 \) there is no tower: SCI = \( \infty \). See [4] for details.

### 3.5 Inverse Problems

There is a vast literature on computing solutions to certain infinite-dimensional inverse problems in one limit, see [9][12][33][34][44] and references therein. However, as we demonstrate, it is impossible to compute the solution to a general infinite linear system in one limit (this is universal for all algorithms regardless of the operations allowed), yet it is possible in two. In particular, we seek solutions to problems of the form \( Ax = b \) where \( A \in \mathcal{B}_{\text{inv}}(\ell^2(\mathbb{N})) \), the class of bounded invertible operators, and \( b \in \ell^2(\mathbb{N}) \). In particular, \( \Xi_1(A, b) = x \). We define the classes of pairs \((A, b)\) by

\[ \Omega_1 = \mathcal{B}_{\text{inv}}(\ell^2(\mathbb{N})) \times \ell^2(\mathbb{N}), \quad \Omega_2 = \mathcal{B}_{\text{inv,sa}}(\ell^2(\mathbb{N})) \times \ell^2(\mathbb{N}), \quad \Omega_3 = (\mathcal{B}_{\text{inv}}(\ell^2(\mathbb{N})) \cap \mathcal{B}_f(\ell^2(\mathbb{N}))) \times \ell^2(\mathbb{N}), \]

where \( \mathcal{B}_{\text{inv,sa}} \) denotes invertible and self-adjoint, and we recall \( \mathcal{B}_f(\ell^2(\mathbb{N})) \) from Definition 3.1. The metric space \( \mathcal{M} \) would simply be \( \ell^2(\mathbb{N}) \) and \( \Lambda \) the collection of mappings \( \{g_{i,j}\} \in \mathbb{N}, j \in \mathbb{N} \), where \( g_{i,j} : (A, b) \mapsto \langle A_{e_j}, e_i \rangle \) for \( j \in \mathbb{N} \) and \( g_{i,0} : (A, b) \mapsto \langle b, e_i \rangle \). When considering \( \Omega_2 \) the values \( f(m) \) \((m \in \mathbb{N})\) shall be available to the algorithms as constant evaluation functions.

We also consider the problem of computing the norm of the inverse. In particular, let \( \Omega_4 = \mathcal{B}(\ell^2(\mathbb{N})) \), \( \Omega_5 \) the subset of self-adjoint operators, \( \Omega_6 \) the subset of operators with dispersion bounded by an \( f : \mathbb{N} \to \mathbb{N} \), and let \( \Xi_2 : A \mapsto ||A^{-1}|| \), where \( ||A^{-1}|| := \infty \) if \( A \) is not invertible. The metric space \( \mathcal{M} \) is \( \mathbb{R}_+ \) equipped with the metric \( d(x, y) := \frac{|x-y|}{1+|x-y|} \), and extended in the obvious way at \( \infty \). We now have the following.

**Theorem 3.12 (Inverse problems).** Given the above setup

- **Solving** \( Ax = y \) : \( \text{SCI}(\Xi_1, \Omega_1)_G = \text{SCI}(\Xi_1, \Omega_1)_A = 2 \), \( \text{SCI}(\Xi_1, \Omega_2)_G = \text{SCI}(\Xi_1, \Omega_2)_A = 2 \), \( \text{SCI}(\Xi_1, \Omega_3)_G = \text{SCI}(\Xi_1, \Omega_3)_A = 1 \),

- **Compute** \( ||A^{-1}|| \) : \( \text{SCI}(\Xi_2, \Omega_4)_G = \text{SCI}(\Xi_2, \Omega_4)_A = 2 \), \( \text{SCI}(\Xi_2, \Omega_5)_G = \text{SCI}(\Xi_2, \Omega_5)_A = 2 \), \( \text{SCI}(\Xi_2, \Omega_6)_G = \text{SCI}(\Xi_2, \Omega_6)_A = 1 \).

### 3.6 Impossibility of Error Control

A key concept in computations is error control. Given a computational problem \( \{\Xi, \Omega, \mathcal{M}, \Lambda\} \) where we have \( \text{SCI}(\Xi, \Omega, \mathcal{M}, \Lambda)_{\alpha} = k \) for some tower of algorithms of type \( \alpha \), and a tower of algorithms of height \( k \),
we want to control the convergence $\Gamma_{n_k} \to \Xi, \ldots, \Gamma_{n_k,...,n_1} \to \Gamma_{n_k,...,n_2}$. For $\epsilon > 0$, how big do $n_k, \ldots, n_1$ have to be so that $d(\Gamma_{n_k,...,n_1}(A), \Xi(A)) \leq \epsilon$, for all $A \in \Omega$? Unfortunately, such choices of $n_k, \ldots, n_1$ may be impossible. More precisely, problems with SCI greater than one with respect to a General tower will never have error control.

**Theorem 3.13 (No global error control).** Let $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ be a computational problem where we have SCI$(\Xi, \Omega, \mathcal{M}, \Lambda)_G \geq 2$. Suppose that there is a general tower of algorithms of height $k$, $\Gamma_{n_k}, \ldots, \Gamma_{n_k,...,n_1}$ for $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$. Then there do NOT exist integers $n_k = n_k(m), \ldots, n_1 = n_1(m)$ (depending on $m$) such that $d(\Gamma_{n_k,...,n_1}(A), \Xi(A)) \leq \frac{1}{m}$, for all $A \in \Omega$ and for all $m \in \mathbb{N}$.

A weaker concept than global error control is local error control: $\forall A \in \Omega$ and $\forall \epsilon > 0$, $\exists n_k, \ldots, n_1$ such that $d(\Gamma_{n_k,...,n_1}(A), \Xi(A)) < \epsilon$. Indeed, the existence of $n_k, \ldots, n_1$ is guaranteed by the definition of a Tower of algorithms. However, the integers $n_k, \ldots, n_1$ cannot be computed as the next theorem demonstrates, and thus local error control is also impossible.

**Theorem 3.14 (Local error control cannot be computed).** Given a computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ with SCI$(\Xi, \Omega, \mathcal{M}, \Lambda)_G \geq 2$, suppose that there is a general tower of algorithms $\Gamma_{n_k}, \ldots, \Gamma_{n_k,...,n_1}$ of height $k$ for the computational problem. Then, there does NOT exist a sequence $\{\Gamma_n\}$ of general algorithms $\Gamma_n : \Omega \to \mathbb{N}^k$ such that for any $A \in \Omega$, $d(\Gamma_n(A)_{k-1}, \Gamma_n(A)_1(A), \Xi(A)) < \frac{1}{n}$.

### 3.7 Optimization and PDEs

The field of scientific computing is full of unexplored problems when it comes to the SCI. We will give a little sneak peak into work in progress and future developments.

**$l^p$ optimization:** Nonlinear optimization problems are popular for solving problems in sampling theory and imaging. As many of such problems come from applications such as medical imaging, the computational model is often done over the continuum rather than the discrete. A typical problem is, given an $A \in B(l^2(\mathbb{N}))$ and $y \in l^2(\mathbb{N})$, compute

$$x \in \arg\min_{\eta \in l^p(\mathbb{N})} \|\eta\|_p \text{ subject to } \|A\eta - y\| \leq \delta, \quad \delta \geq 0, \quad p \in [1, \infty). \quad (3.1)$$

In this case we may consider the computational problem $\{\Xi, \Omega, \mathcal{M}, \Lambda\}$ similar to what we have in Section 3.5 however, we would first consider the metric space $\{\eta : \|A\eta - y\| \leq \delta\}$ and let $\mathcal{M}$ be the metric quotient space when identifying all the minimizers. Also, $\Xi = \{x\}$ where $x$ is a minimizer and $[x]$ denotes the equivalence class corresponding to $x$. Note that if $\Omega = \Omega_1 \times \Omega_2$ where $\Omega_1 = \{A : A = A^*\}$, $A$ is compact, $\|A\| \leq M$ for some $M > 0$, and $\Omega_2 = \{y : y \in \text{Ran}(A)\}$, where $\text{Ran}(A)$ denotes the range of $A$, then it can be shown [37] that SCI$(\Xi, \Omega)_G \geq 2$.

**Total Variation optimization:** Another problem that is popular is the Total Variation Basis Pursuit. In particular, we are interested in finding the SCI of computing

$$g \in \arg\min_{u \in BV(\tilde{\Omega})} \text{TV}(u) \text{ subject to } \int_{\tilde{\Omega}} (Tu - f)^2 \, dx \leq \delta, \quad (3.2)$$

where $\tilde{\Omega} \subset \mathbb{R}^d$ is some appropriate domain, $T : L^2(\tilde{\Omega}) \to L^2(\mathbb{R}^d)$ is some linear operator, $f$ is some function, possibly not even in the range of $T$, $BV(\tilde{\Omega})$ denotes the set of functions that have bounded variations and

$$\text{TV}(u) = \sup \left\{ \int_{\tilde{\Omega}} u \, \text{div} \, u \, dx : v \in C^1_c (\tilde{\Omega}, \mathbb{R}^2), \|v\|_\infty \leq 1 \right\}$$

where $C^1_c (\tilde{\Omega}, \mathbb{R}^2)$ is the set of continuously differentiable vector functions of compact support contained in $\tilde{\Omega}$. Without going into details, one can also show that the SCI $\geq 2$ [37].
PDEs on unbounded domains: Given \( H = -\Delta + V \), we want to compute
\[
e^{-itH} \psi, \quad \psi \in L^2(\mathbb{R}^n), \quad t > 0.
\] (3.3)

If we consider \( \psi \) to be known, then solving (3.3) can be done by solving a PDE on an unbounded domain. This is just an example of a PDE on an unbounded domain, however, it is a completely open question on how the classification theory for these problems regarding the SCI will turn out. This is work in progress.

3.8 Conclusion: The Solvability Complexity Index Hierarchy

As we have established, the existence of Class III and the SCI implies that the set of problems in scientific computing form hierarchies according to the SCI. In particular, given certain types of tower of algorithms (we denote this type by \( \alpha \)) we can define the the Solvability Complexity Index Hierarchy. We deliberately use the \( K \) notation from the Arithmetic Hierarchy, as these will be special cases when considering a Kleene-Schoenfield tower.

(i) \( \Delta_0^\alpha \) is the set of problems with SCI = 0.
(ii) \( \Delta_1^\alpha \) is the set of problems with SCI \( \leq 1 \), moreover one has error control and knows a bound on the error committed.
(iii) \( \Delta_2^\alpha \) is the set of problems with SCI \( \leq 1 \), however, error control may not be possible.
(iv) \( \Delta_{m+1}^\alpha \) is the set of problems with SCI \( \leq m \).

Obviously \( \Delta_0 \subset \Delta_1 \subset \Delta_2 \subset \ldots \), moreover, these hierarchies typically do not collapse, i.e. \( \Delta_{m+1} \setminus \Delta_m \neq \emptyset \) is the set of problems with SCI = \( m \). The formal definition of these hierarchies can be found in [37].

Determining these hierarchies completely is probably a never ending task, as there will always be sub-problems with extra structure, where its classification in the SCI Hierarchy will be unknown. However, determining as much information about the hierarchy is of great importance in order to understand the complexity of the vast world of scientific computing.

3.9 Proof techniques

Getting upper and lower bounds on the SCI is not done by a universal recipe, however, we will give a short sketch on how to get upper and lower bounds on certain spectral problems.

Short sketch of proof of SCI(\( \Xi_1, \Omega_3 \)) \( \leq 2 \) in Section [37]

For \( A \in \Omega_3 \) define, for \( m, n \in \mathbb{N} \),
\[
\zeta_{m,n}^A(z) := \min \left\{ k/m : k \in \mathbb{N}, \right. \\
k/m \geq \min \{ \sigma_1(P_n(A - zI)P_m|_{\text{Ran}(P_m)}), \sigma_1(P_n(A^* - zI)P_m|_{\text{Ran}(P_m)}) \} \bigg\},
\]
where \( \sigma_1 \) denotes the smallest singular value. Let \( G^\delta(K) := (K + B_\delta(0)) \cap (\delta(\mathbb{Z} + i\mathbb{Z})) \), when \( K \subset \mathbb{C} \) is compact, \( h_\delta(y) := \min \{ k\delta : k \in \mathbb{N}, g(k\delta) > y \} \), and finally the tower
\[
\Gamma_{m,n}(A) := \Upsilon_{B_m(0)}^{1/m}(\zeta_{m,n}^A), \quad \Gamma_m(A) := \lim_{n \to \infty} \Gamma_{m,n}(A) \tag{3.4}
\]
where \( \Upsilon_K^\delta(\zeta) \) is defined as follows: For each \( z \in G^\delta(K) \) let \( I_z := B_{h_\delta(\zeta(z))}(z) \cap (\delta(\mathbb{Z} + i\mathbb{Z})) \). Also, let
\[
M_z = \begin{cases} \{ w \in I_z : \zeta(w) \leq \zeta(v) \forall v \in I_z \} & \zeta(z) \leq 1 \\
\emptyset & \zeta(z) > 1. \end{cases}
\]
Now define \( \Upsilon_K^\delta(\zeta) := \bigcup_{z \in G^\delta(K)} M_z \). It turn out that this yields a height two tower for \( \Xi_1 \).
Short sketch of proof of $\text{SCI}(\Xi_1, \Omega_1) \ge 3$ in Section 3.1. The idea of the proof is as follows. We first analyze a decision problem and show that the SCI of this problem is $\ge 3$ with respect to a general tower of algorithms. Then we show that if the SCI of the general spectral problem was $< 3$ with respect to a general tower of algorithms, then the SCI of the decision problem is $< 3$ reaching a contradiction. When considering the decision problem we will be working with a problem of the form $\Xi : \Omega \rightarrow M := \{\text{Yes}, \text{No}\}$, where $M$ is equipped with the discrete metric. In particular, let $\Omega$ denote the collection of all infinite matrices $\{a_{i,j}\}_{i,j \in \mathbb{Z}}$ with entries $a_{i,j} \in \{0, 1\}$. We then ask the following question.

$$\exists D \forall f \left( \left( \forall i \sum_{k=-i}^{i} a_{k,j} < D \right) \lor \left( \forall R \exists i \sum_{k=0}^{i} a_{k,j} > R \land \sum_{k=-i}^{0} a_{k,j} > R \right) \right)$$

(“there is a bound $D$ such that every column has either less than $D$ 1s or is two-sided infinite”).

**Claim:** $\text{SCI}(\Xi, \Omega)_G \ge 3$. To prove this claim we assume the existence of a general tower of algorithm of height 2, namely $\Gamma_{n,m} : \Omega \rightarrow M$ and $\Gamma_n : \Omega \rightarrow M$ such that $\lim_{m \rightarrow \infty} \Gamma_{n,m}(A) = \Gamma_n(A)$ and $\lim_{m \rightarrow \infty} \Gamma_n(A) = \Xi(A)$ for all $A \in \Omega$ and where $\Gamma_{n,m}$ is a general algorithm. By using a Baire Category type of argument one can construct inductively an element $B \in \Omega$ where $\Xi(B) = \text{No}$ however, $\Gamma_n(B) = \text{Yes}$ for infinitely many $n$. Hence, a contradiction.

The rest of the proof is about converting this result to a problem of computing spectra. First observe that, without loss of generality, we may identify $\Omega_1 = B(l^2(\mathbb{N}))$ with $\Omega = B(X)$, where $X = \bigoplus_{n=-\infty}^{\infty} X_n$ in the $l^2$-sense and where $X_n = l^2(\mathbb{Z})$. Second, we consider sequences $a = \{a_i\}_{i \in \mathbb{Z}}$ over $\mathbb{Z}$ with $a_i \in \{0, 1\}$, and define respective operators $B_a \in B(l^2(\mathbb{Z}))$ with matrix representation $B_a = \{b_{k,i}\}$ by

$$b_{k,i} := \begin{cases} 
1 & k = i \text{ and } a_k = 0 \\
1 & k < i \text{ and } a_k = a_i = 1 \text{ and } a_j = 0 \text{ for all } k < j < i \\
0 & \text{otherwise.}
\end{cases}$$

Then $B_a$ is again a shift on a certain subset of the canonical basis elements and the identity on the other basis elements, hence we have the following possible spectra:

- $\text{sp}(B_a) \subset \{0, 1\}$ if $\{a_i\}$ has finitely many 1s.
- $\text{sp}(B_a) = \mathbb{T}$, the unit circle, if there are infinitely many $i > 0$ with $a_i = 1$ and infinitely many $i < 0$ with $a_i = 1$ (we say $\{a_i\}$ is two-sided infinite).
- $\text{sp}(B_a) = \mathbb{D}$, the unit disc, if $\{a_i\}$ has infinitely many 1s, but only finitely many for $i < 0$ or finitely many for $i > 0$ (we say $\{a_i\}$ is one-sided infinite in that case).

Next for a matrix $\{a_{i,j}\}_{i,j \in \mathbb{Z}}$ we define the operator $C := \bigoplus_{k=-\infty}^{\infty} B_k$ on $X$, where $B_k = B_{\{a_{i,k}\}}_{i \in \mathbb{Z}}$ corresponds to the column $\{a_{i,k}\}_{i \in \mathbb{Z}}$ in the above sense. Concerning its spectrum we have $\bigcup_{k \in \mathbb{Z}} \text{sp}(B_k) \subset \text{sp}(C) \subset \mathbb{C}$ since $\|C\| = 1$. Clearly, if one of the columns is one-sided infinite then $\text{sp}(C) = \mathbb{D}$. The same holds true if for every $k \in \mathbb{N}$ there is a finite column with at least $k$ 1s. Otherwise (that is if there is a number $D$ such that for every column it holds that it either has less than $D$ 1s or is two-sided infinite) the spectrum $\text{sp}(C)$ is a subset of $\{0\} \cup \mathbb{T}$. Therefore if we had a height two tower $\{\Gamma_m\}, \{\Gamma_{m,n}\}$ for the computation of the spectrum of $C$ or its counterpart in $\Omega_1$ then

$$\Gamma_{m,n}(\{a_{i,j}\}) := \text{Yes if and only if } \Gamma_{m,n}(C) \cap B_{1/4}(1/2) = \emptyset$$
$$\Gamma_m(\{a_{i,j}\}) := \text{Yes if and only if } \Gamma_m(C) \cap B_{1/4}(1/2) = \emptyset \tag{3.5}$$

would provide a height two tower for $\Xi$, contradicting the claim above.
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