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Exercise 1 (Gaussian model)

Assume that we observe measurement F = AU + N, where A : R — R* is a known matrix,
N ~N(0,%,) and U ~ 1 = N (0,,%,), where ¥, and X, are both invertible.

i) Show that the posterior covariance ¥ and mean u can be written as

y=(ATy 1A+ !
and

T=X(A"S 45,1,

ii) What happens on the small noise limit § — 0, X, = §2%, if we assume that &k = n and A
invertible?
iii) What happens if we only assume that null(A) = {0}?

Exercise 2 (Underdetermined Gaussian model*)
Assume the same model as in 1. but this time F' € R¥ and U € R? with k < d, and rank(A) = k.
We can then write

A= (4 0)Q",

with Q € R%*? being an orthonormal matrix, Q' Q = I, and Ag € R***¥ an invertible matrix. We
denote L, = ¥, ! and write

Q'L,Q = Ei Ej , Lip € R, Loy € RUTRX(H),

We also write Q@ = (Q1 Qo) with Q1 € R¥* and Q; € R™(¢=%), Define z € R¥ to be the unique
solution of Agz = f. Let w € R* and w’ € R4™* be defined via ©;'0, = Q(w w')". Show that on
the small noise limit § — 0, ,, = §°%,

Hf — N(gf,if)

where

O =Q(2 z')T and ff = Q2L2_21Q;

Above 2/ = — Loy Liyz + Loy w' € R&TF,



Exercise 3 (Estimators)
Let U € R and assume that the posterior distribution is given by

o) = S () + (MY,

01 g1 02 02

where 0 < ¢ < 1, 01,02 > 0 and ¢ is density function of standard normal distribution ¢(u) =
(27)~1/2 exp(—u?/2). Calculate the conditional mean (CM) and maximum a posterior (MAP) es-
timates, and the posterior variance. Does MAP or CM always give a better estimator for u?

Exercise 4 (Sampling)
Let V be a real valued random variable with probability density 7(v), such that 7w(v) = 0 only at
isolated points. We define the cumulative distribution function

(1) = / " ).

—0o0

Define a new random variable 7' = ®(V'). Show that 7' ~ 2(]0, 1]).

Exercise 5 (Hyperpriors)

Assume that we observe a measurement F'+AU+ N and the null space of A is zero. We model U ~ U,
where I is uninformative and improper prior with constant density on RY, that is, 7(u) = ¢ > 0.
Furthermore, assume that N |§ ~ A(0,5%I), where 6 > 0 is unknown. The noise amplitude is
modelled by assuming 1/62 = v ~ I'(a, B), where a, 3 > 0, and I'(c, 8) is the Gamma distribution,
with the density

() o< v exp(—57).

Write down the posterior distribution 7/ (u,) and the densities of u |+, f and ~|u, f. Give the
MAP estimators for v and ~.

Exercise 6 (Towards continuous models 1)
The Lebesgue measure v, on Euclidean space R" is countably additive and translation invariant.
Show that there is no analogue of Lebesgue measure on infinite-dimensional Banach space X.

Exercise 7 (Towards continuous models 2)

Let U ~ N(0,I), where 0 € R? and I € R%*? is identity matrix. Where does most of the probability
mass lie when d is large? Hint: What happens to the volume of d-dimensional unit ball B;(0,1)
when d — 00?

Exercise 8 (Hellinger distance 1)

Let p and p/ be two probability measures on a separable Banach space X. Let (Y| - ||) be a
separable Banach space and assume that g : X — Y is measurable and has second moments with
respect to both p and p/. Show that

1
I (9) — B ()| < 2(BIlgll* + B llg)) * drreu(re, 1),



Exercise 9 (Hellinger distance 2)
Assume that the measures i/ and p are equivalent, that is, y/ < p and p < p’. The Kullback—
Leibler divergence between p/ and p is defined as

dy/
Dicr (i) = [ 10g (5 ) d'.
KL(w||p) / 0% { g )
Is Dy, a metric? Assume that the measures p/ and p are equivalent. Show that

Dicr(ulli)-

N

dgen(p, 1')? <

Exercise 10 (Matlab exercises)
1. Sample from ¢!, Cauchy and Gaussian priors using Matlab. Plot the samples as a 2D image.

2. Assume that we have a posterior distribution with density
m(z,y) = exp (—10(2* —y)* — (y — 1/4)").

Write a Metropolis—Hastings algorithm to sample from 7 using the pseudocode given in Example
6.5.3. Try your code with different choices of v and plot the first co-ordinates of the samples. What
do you notice? What percentage of the suggested moves is accepted?



