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Abstract

The ultraviolet spectrum (A8~60nm) of highly ionized titanium after
foil excitation of 15 and 20 MeV fast ions has been recorded. A number
of new lines, mainly in sodiumlike Ti XII, are identified. Line intensity
ratios and decay curves are measured in selected cases. Using foils of
different materials, relative intensities of yrast transitions n = 3-6 are
evaluated and intercompared with the aid of cascade models. Decay
curves of yrast levels are studied for resonance effects in the population
mechanism. Little evidence is found for such effects.

1. Introduction

In the field of beam-foil spectroscopy, the interaction process
of the ion beam with the exciter foil has found fresh interest
since recent spectroscopic evidence [1, 2] indicates some sort
of a resonant electron capture or excitation to excited states
of high principal quantum number n. This effect has been
observed as an overpopulation of these states when compared to
population laws which require populations after foil excitation
which decrease smoothly with #. The principal quantum number
of the affected states supposedly lies close to the net charge ¢
of the core of the ion leaving the foil. The effect has been
explained in terms of a binding energy and velocity matching
of electrons in the foil material with the tranversing ion [2-4].
However, present experimental data are limited to some few-
electron ions of fairly low Z (up to Z = 8) [1] and rather slow
heavy ions (Ar, Kr up to g = 7+, at 2MeV [2], and Xe at 4 MeV
[5]). A recent experiment on fast oxygen ions (40-60 MeV [6])
even shows an opposite effect, namely the underpopulation of
certain excited states.

In the present experiment intermediate charge states and ion
beam energies were studied. Titanium was chosen because its
EUV spectrum after foil excitation had not been measured
before, although it has been investigated using other light
sources in connection with fusion reactor problems. Extensive
spectral tables covering mostly low-lying levels and transitions
between these are available [7-12].

To study the n-dependence of the initial population after
foil excitation by spectroscopic means, the wavelength depen-
dence of the relative detection efficiency of the spectrometer
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has to be known. Such a spectrometer, calibrated for part of the
EUV range, is available at Bochum [13, 14]. The calibration
range (A13-75nm), however, only covers transitions up to
n =6 for ions of, say, Na-like Ti XII. Among these levels are the
3p and 3d levels for which molecular orbital (MO) processes
have been shown to be of major influence on the population
after foil excitation [2, 15].

Resonant excitation would be expected for levels around
n =12-16 (for Ti XII). Transitions originating from these levels
are in the visible and near ultraviolet spectral region and thus
outside the range of the spectrometer. The decays of these
states, however, will transfer information on the initial popu-
lations to lower levels, and any prominent effects for specific
high-lying levels occuring when changing the foil material ought
to show up in the cascade repopulation of the lower levels the
decay of which can be studied with the available spectrometer.

2. Experimental set-up
2.1. Accelerator

The experiment was carried out at the Bochum 4 MV Dynami-
tron tandem accelerator laboratory. *®TiH™ ions were produced
out of a high intensity sputter ion source originally developed
by Middleton [16]. The sputter cathode consisted of a cylindri-
cal piece of pure titanium, 6 mm diameter by 6 mm long. The
cathode was loaded with hydrogen and carefully mounted to
the freon-cooled copper cathode holder in order to optimize
heat transfer from the titanium to the copper. The source
produced currents of about 2uA of *TiH™; the peak current
was 3.5uA. The source output spectrum always contained
negative hydrogen ions tenfold higher in intensity than the
titanium hydride.

For the envisaged population studies, the simple sodium-like
spectrum of Ti''* (Ti XII) was considered particularly advan-
tageous. Ti''* is produced by foil traversal of fast ions; the
q = 11 charge state fraction exceeds 10% in the beam energy
range 11-36 MeV [17, 18]. A beam energy of 20MeV would
have been the optimum for the production of Ti''* ions. This
energy corresponds to particles with charge ¢ = 4+ at the high
energy end of the accelerator. The strength of the analyzing and
switching magnets, however, is not sufficient to handle **Ti*
at 20 MeV. Therefore most of the data have been recorded using
15 MeV ions, with beam currents of up to 1 uA Ti*".

Later on, an additional gas stripper was introduced between
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the high energy end of the accelerator and the analyzing magnet.
This device stripped Ti** ions at 20MeV to produce Ti®* ions
with 50% efficiency. The experimentally determined stripping
yield is in agreement with expectation [17]. Beam currents of
450nA of Ti®* (600nA after foil traversal) were achieved at
the experimental site.

2.2. Foils

In the target chamber, the ions traversed thin foils of either pure
carbon (10 ugcm™2) or of other materials on a carbon backing.
Carbon backed foils were chosen because their lifetime in the
beam is longer than for foils without backing and because only
the rear suface of the foil is thought to be of importance in the
electron pick-up model. Carbon foils were produced by vacuum
deposition from an arc discharge. For the composite foils,
coatings of about 2ugcm™ of B, Al or Au were evaporated
onto one side of such carbon foils. As the thin coated foils
showed a tendency to break under ion bombardment, thicker
foils (<20ugcm™2) were used later on. To permit intercom-
parison of results from different foils, foils of each type and
from the same production batch were mounted with the coat-
ing pointing up- or down-stream to cancel possible foil thickness
effects on the excitation mechanism.

When trying to mount metal-coated foils from the floating
liquid (water) onto the foil holders, a problem was encountered:
The foils were easily caught with the carbon side onto the
holder, but flipped over instantaneously when trying to mount
them the other way. This was remedied by covering the foil
holder surface with pencil graphite.

The foil holders were made of brass with a circular hole
(4 mm diameter) for the foil. An aperture in front of the foil
mount limited the beam spot to 3mm in diameter; it usually
was less because of focusing.

Under ion impact the C/Au foils had about the same lifetime
as pure C foils. This may be due to the small number of atomic
layers of gold (about 4) of the coating at 2 ugcm™2. The C/Al
foils broke after about half that irradiation dose, whereas the
C/B foils withstood the ion beam for short periods only which
rendered spectroscopy quite difficult.

In the vacuum chamber a pressure of about 5 x 107*Pa was
maintained using turbopumps.

2.3. Detection system

After traversing the exciter foil. a fraction of the fast jons is
excited and subsequently emits electromagnetic radiation
and/or electrons on its way down-stream. In this experiment,
a grazing incidence monochromator (McPherson 247) equipped
with a gold-coated 6001mm™ grating (R =2.2m, a = 86°)
and a channeltron detector views the ion beam at right angles
and records the EUV spectrum from 8 to 60 nm. Details of the
set-up may be found elsewhere [19]. The relative detection
efficiency curve of the monochromator has been established
in the range A13.5-75nm [13, 14].

The experimental set-up also permitted the recording of
decay curves. From the curves, initial amplitudes of individual
decay contributions are evaluated [19, 20].

3. Observations with pure carbon foils
3.1. Spectra and wavelengths

Because of the foil lifetime problem with the composite foils,
spectral scans with narrow slits of 80 or 50 um (linewidths
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(FWHM or 0.05 and 0.035nm, respectively) were possible
only with pure carbon foils. The endurance of these foils was
improved by laser treatment prior to ion beam exposure [21].
The high resolution spectra extended over A8.8-52.6nm
(Fig. 1). This range was chosen in order to cover most of the
3-4 transitions in Ti''* and neighbouring charge states and the
n=>5-n"=6 yrast transition in Ti XIL. As expected from the
charge state distribution at 20 MeV [17], the lines of sodium-like
titanium (Ti XII) dominate the spectrum. Other identified lines
belong to the spectra TiXIV (F ILlike), TiXIII (Ne I-like),
TiXI (mgllike), and TiX (All-like). Some lines of lower
charge state spectra coincide with weak spectral structures but
are too weak for an unequivocal assignment.

The spectrometer was calibrated using well-known and
resolved lines of Ti XII, XI and X [6-8, 11, 12, 22] as standards.
The calibration curve reproduced the wavelengths of all known
lines to about 0.005 nm. This is in agreement with an estimate
of the calibration error from the statistical uncertainty of
the individual line positions: Because of the nonlinear relation of
wavelength and spectrometer readout, an average uncertainty
of 0.3 channels in the spectrum shown in Fig. 1 corresponds to
a wavelength uncertainty of 0.004nm at the short and of
0.008 nm at the long wavelength end of that spectrum.

A number of lines which exceed the background by more
than 5 standard deviations but not reported from other light
sources or not classified [6-11] are listed in Table I. As the
population mechanism of the beam-foil interaction is rather
non-selective and is known to populate highly and multiply
excited states to a much greater extent than other light sources,
most of the new lines will represent transitions between levels
in Ti X-XIII, with principal quantum numbers 4 to 7. In case of
Ti XII we applied Edlén’s formulae [22] to correct hydrogenic
term values [23] for the polarization of the electron core; the
results are several identifications of Rydberg lines in this spec-
trum. Because of a lack of a similarly simple and valid formalism
for systems with more electrons (say Mg I-like), the other classi-
fications in Table I are based on term values and extrapolation
of term series given in [11] but are considered to be tentative.
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Fig. 1. Spectrum of titanium at beam energy 20 MeV after excitation by
carbon foil (a) A =8.5-30nm, (b) A =30-52nm. Spectrometer slit
width 50 um, instrumental line width (FWHM) 0.03 nm.
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Table 1. List of significant unidentified and newly classified Table 1. (Continued)
spectral lines of Ti X-XIII in the range 8.8-52 nm
Wavelength ~ Comment Identification
Wavelength ~ Comment Identification A/nm
A/nm Precision Intensity Spectrum Transition
Precision Intensity Spectrum Transition
33.591 B m
12.022 B mw XII 45 Po—6p °P 34.385 B mw
3316 B o T 34.613 B mw X1 5p *D~6d *F°
13465 B mw XI 3s4p-3s7d SO ; mw
XI 3p3d 'F3-3paf G : v
p3d 'F3-3p4f 70y 3581 A m XI 355d-357f
13.515 B mw X1 3s3d-3s4f 35.58 C w X 4p-Ss
13.770 B mw 35930 A s
14.206 B mw XIIT 4p 3P-6s *P° 36.02 B w
14.567 B mw 36.258 B m
14.82 C mw XIII 4d *D°-6f °F 36.575 A s
15.17 C w 36.667 A S
15.426 C mw 36.956 A s XIII 55 1P%—6p P
15.498 B mw XIII 4-6 37.36 C w
15.66 B mw XI 3s4p 3P°-3s6d °D 37.52 C w XI 3p4p *P-3p5d *D°
16.116 B mw 37.930 B m
16.184 B mw XI 3s4p-3s6d 38.013 B mw
16.245 B mw X 3s%45-35%6p 38.847 B mw
16.77 C w 39.220 B mw X 4f-5¢
17.217 B w 39.477 B w
17.286 B w X111 45 *PO-5p °P 39.97 C w
17.434 B mw XIII 4p ‘P—Sd lPo 40.105 B w
17.738 C w 41.130 B w
17.848 C w 42.58 C W
18.814 B mw XIII 45 'P°-5p 'P 4271 C W XI 3p4p 3P-3p5s P°
18.971 B mw XIII 4p 3P-5d °D°
19.07 c w X 3s*4p-3s*5d XI 3s5p-3s6d
43.720 B m XIII 35 3P%-3p °P,
19.12 C w N
19.39 c w XI 3547356 XII Sp *P=bs°P
19471 B W XI 3p4s-3p6p 44.045 B m XII 5-6
19.562 B mw 44.14 C mw
19.707 A mw 44.344 C w \ o
19.829 A m XIV 4-57 45.525 C w XI 3s4s S—3p4s P
20.037 A m XI 3p4d *D-3p6f 46.85 C w XII 5d-6f
20.408 B mw 47.207 A m
20.510 A m 47.872 A mw
21.042 C w XI 4f-6g 48.565 B w
21.689 C w XI 35dp *P°-355d °D 49.627 B w
23.005 B mw X 35245 2§-3525p 2P°  50.128 C w
23.718 A m 50.62 C w
23.776 A m XIII 4d-5f 50.761 B mw
23.868 A s 51.17 C w
25.295 B mw XII 4d-5f 51.26 C w XII 5f-6g
2557 C w X Af-6g 51.722 A m XII 5g-6h
25 75 c W 52.04 ¢ w X1 5g-6f
26.14 C \ R . L
26.814 B m Experimental uncertainty of wavelength determination. A: + 0.005 nm,
26.935 B w X 4p-5d B: + 0.0l nm, C: + 0.02nm. Intensity: w, weak; mw, weak to medium;
27.512 B mw XI 3p4s-3p5p m, medium s strong.
27.904 A s XII 4f-Sg
23“;29 (]; w X1 3s4p=3s5s Several groups of medium or even strong lines stand out (near
39' 554 - 2 20 nm, near 36 nm, near 48 nm) which could not be identified
29:713 B m on the basis of available data on Ti.
30.117 B m One obvious misidentification has been found: A line at
30.209 B w XI 3s5p-3s7d A26.015nm has been listed by Kelly and Palumbo [8] as
1 1po . oy . . .
30.98 C w XIII Sp 'P-6d 'P belonging to the transition Ti XII 4p~5s. A line of this wave-
gig? 9 i :V XI + unknown length does not appear in our spectra. It does not fit into the
3134 c w XTI 5p 'D-6d 'P° term scheme given by Bashkin and Stoner [11] either which
31.47 c w is otherwise consistent within the ns and np term series as
31.61 C w judged from the quantum defect of the levels. The term scheme
31.73 C w S 4d-5f would suggest wavelengths of 125.528 and 25.745 nm for the
31.820 B W 4p-5s transitions. We find rather weak lines at 25.48, 25.57
32.254 B m X1 3s4f-3s5¢ ] .
32.481 A m and, a little stronger, at 25.75 nm. If the A25.75 nm line was to
32.615 B mw be identified with the 4p,,-5s transition, then the intensity
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ratio would be wrong. Hence we do not consider the term
values of [11] to be accurate enough for predictions of proper
wavelength values for transitions among levels with n = 4.

3.2. Intensities and decay curves; population of low-lying states

The spectra at 15 and 20 MeV beam energy are rather similar
and reflect the shift of the charge state distribution with energy.
The absence of dramatic changes indicates that no specific
excitation channel is opened or closed within this range. Such
an effect was reported for neon-like and sodium-like Cl [15]
and explained in terms of the MO mechanism.

When obtaining intensity information from the beam-foil
light source, it is important to keep in mind that with time-
resolved spectroscopy the observed intensity of a line depends
on the width and position of the spatial detection window of
the monochromator (which transforms to a time window with
respect to the decay-in-flight of the ions [19, 20, 24] and on the
replenishment from higher-lying levels.

Several authors (a.0. [25-28]) have applied computer simu-
lations based on cascade schemes of the Nal isoelectronic
sequence with theoretical transition probabilities (see, e.g.,
[29, 30]). The probabilities for transitions from high-lying
levels can usually be obtained from Coulomb approximation
calculations (e.g., [29]) with sufficient accuracy. Whereas for
inter-shell transitions the Coulomb approximation is expected
to give a good estimate of the transition rates, the case is differ-
ent for transitions between n =3 states (3s-3p-3d). The life-
time of the 3p level in TiXII, for example, has been calculated
to be 229 ps [30] or 207 ps [29]. Both calculations neglect the
considerable finestructure splitting of the 3p state, which
amounts to about 4% of the transition energy. The difference
in the lifetimes of the finestructure levels will be even larger:
An interpolation of the calculations by Flower and Nussbaumer
[31] for Ca and Fe yields lifetimes of 198 ps (3p5,,) and 225 ps
(3py,) for the TiXII 3p finestructure levels, the weighted
average of 207 ps being in agreement with Lindgird and Nielsen
[29]. An interpolation formula by Edlén [22] for line strengths
calculated by Weiss [32] yields 199 and 227 ps. This agrees with
the result of Hartree-XR calculations which yield 198 and
221ps[33].

For the 3d states, a multiplet lifetime of 88.8 ps [29] and
individual lifetimes of 76 ps for the 3dj, state and 82ps for
the 3ds,, state [31] are predicted, which is in agreement with
other authors [22, 32, 33]. The 3d lifetime has not been
measured in this experiment, but in an experiment on Fe [28]
the data of Flower and Nussbaumer agreed with experimental
results.

In an earlier study of simulations of the 3p decay [25] it
was found that in spite of the very strong cascades, the 3p mean
life can be detected in the decay curve. Present simulations of
the 3p decay involve a cascade model of all levels up to n = 6,
the n =7 levels with /> 2, and the yrast levels ( =n—1) up
to n=15. The transition rates for Ti XII levels up to n=7
are taken from [29] (with the data for » = 3 obtained from
[31-33]), and the lifetimes of the yrast levels up to n = 12 are
scaled from the hydrogenic values of [29] by ¢* Lifetimes of
higher-lying levels are approximated from Omidvar [34]. Initial
populations according to population laws (n — ng) *-f(l) with
no=0or 1, exponents « = 2,3 or 4, and f() =2/ + 1) or I?
have been applied to the cascade model. A common result is a
dominant slope of the simulated 3p decay curve corresponding
to 215 £ 20ps, independent of the particular population law,
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with a primary 3p %P3, lifetime of 200ps in the model. An
evaluation of the decreasing part of the experimental decay
curve of the 3p ?Pj, state (A = 46.075 nm [22]) indeed yields
a main component of decay constant 225 + 10 ps, plus a slow
cascade (see Fig. 2).

Whereas the steepest-slope theorem only yields an upper
limit of the lifetime of interest, an evaluation of the complete
decay curve, that is inclusive of the section that is distorted
owing to the spatial/temporal detection window as well as to
fast growing-in cascades, provides more valuable information.
A three-exponential plus detection window analysis of the
decay curve shown in Fig. 2 yields components with time
constants (200 £ 10) ps, (100 + 10) ps, and (400 * 60) ps, with
initial amplitude ratios 124:— 85:14.

If the second component is associated with the lifetime and
initial population of a single feeding state (3d), the initial
populations of 3d and 3p states would rate as N5;/N3), = 1.2/1,
a result derived using Curtis’ cascade mnemonics [35] for a
few-level system. From this, the ratio of sum intensities of the
line multiplets 3s—-3p and 3p-3d can be predicted which, how-
ever, differs from the measured intensity ratio (Fig. 1) by a
factor of 3. This shows that the above three-component treat-
ment of the TiXII 3p decay curve is not realistic. The fast
cascades along the yrast line with their very short lifetimes
(4f:3.2ps, 5g:11.3ps, 6h:29.3ps, etc.) and cascades from
states with / <n — 1 are not explicitly represented in that decay
analysis. Therefore the 100 ps cascade represents a multitude
of cascades faster than the primary decay: that means it com-
prises cascades from levels up to about n = 8 (7(8k) = 130 ps);
the slow cascade component represents contributions from
yrast decays with n > 8.

A correct description of the decay curve requires knowledge
of the cascade pattern and of the initial population of the
contributing levels. The former can be calculated [29, 36]; the
latter is not known but will be approximated in the following
analysis on the basis of some measurements and educated
guesses. For example, the analysis has to take into account the
intensities of the 3d—-4f (A = 11.65 nm), 4f~5g (A = 27.904 nm)
and 5g-6h (A= 51.726nm) transitions in the yrast cascade
chain through which most of the repopulation occurs.

101
Ti 15MeV

Counts {log)

1.0

0y

Data-Fit

—200-,

Fig. 2. Decay curve of TiXII3p,, at A =46.075 nm. Spectrometer slit
width 0.25mm. The geometrically determined detection window is
indicated. Solid line: fit to the data using three exponential components
and the window. Residual deviations of data from the fit at bottom.



Beam-Foil Study of Titanium in the EUV Using Foils of Different Materials

Table II. Relative intensites of decays from low-lying levels of
Ti X1I after excitation by a carbon foil. Data refers to spectrum
of Fig. 1

Transition Wavelength Relative intensity Normalized to
A/nm (arbitrary units) =I(3p)

3d-4f 11.65/11.66 25+5 44

4f-5¢ 27.904 12+ 1.5 21

3p,,-3d5s 34.0676 [22] 18+ 1.5

3p,,-3ds, 34.9926 [22] 362 99

(on account of a blend with Ti XI reduced by 10%)

3p,,-3dy,  35.1026[22] 4:05

38,303 46.0749[22]  43:2 \ 100

3812=3P1 47.9886 [22] 16+1.5 |

5g-6h 51.726 9+1 15

As a first step, the observed line intensities of the 3 yrast
transitions and of the 5 components of the 3s-3p and 3p-3d
multiplets have to be corrected for the relative detection
efficiency of the spectrometer [13]. The resulting relative
intensities are listed in Table II.

As a next step, decay curves of the levels of interest are
simulated and then convoluted with a trapezoidal detection
window function [19]. The 0.89 mm width (at half maximum)
of the detection regime corresponds to 115ps for 15MeV Ti
jons and to 100 ps for Ti ions at 20MeV. A point at 4/5 of the
window width which represents the experimental position of
the exciter foil in the plateau of the decay curve [19, 20] is
chosen as a reference for comparison of line intensities.

For the Ti XII 4f decay near A = 11.6 nm the approximation
of the window shape by a trapezoid is poor, and the wavelength
of the decay is outside the calibrated range. Therefore the error
of its relative intensity is larger than in the cases 5S¢ and 6A.

In order to obtain agreement of the simulations with the
experimental results, a monotonic decrease of initial popu-
lations according to (n—ng) %+ f(I) is assumed as suggested
from general trends in beam-foil spectroscopy. It turns out
that for the relative intensities of the decays from the 4f, Sg,
6k transitions the various model assumptions do not differ very
much, because a time window of the order of 100 ps averages
out the fast primary (4f, 5g, 6h) decays. The tails of the curves
are dominated by the slower cascades which are similar in the
three decays and which are well described by an effective
population of high-lying yrast states as n ™™ which transforms
to the above population law with no =0, a = 1.75, f(I) =21+ 1
(statistical weight). In a log-log plot J(¢) yields a fairly straight
line which can be described by a power law I()~ ¢t %, with
B=1(0.9 £0.1). Similar power laws are often found for yrast
decay chains in beam foil spectroscopy, but usually f has
values = 1.5 [37]. For low-lying levels we multiply the model
population of individual levels by factors which are adjusted
to improve the agreement of simulated and experimental data.

Several different assumptions on the population of low-lying
levels lead to similarly good fits of the 3p decay curve (no decay
curve has been recorded for the 3d decay): Because of the long
lifetime of the primary decay and because of the poor time
resolution (detection window wing width [19, 20] 50 ps) we
cannot distinguish between high population of the 3p and 3d
levels and low population of the low-lying cascade levels on one
hand and a less high population of the n = 3 levels, but rapid
and strong repopulation from cascade levels. The two extreme
possibilities are indicated by the limits of the shaded area in
Fig. 3. The 4f and 5g decay curves suggest the population of
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the yrast levels to be close to the higher limit. This points to a
low population of non-yrast levels with n >3, a result which
is in agreement with other experiments [2].

Comparison of the decay simulation with the measured
decay curves reveals the following features:

— For n Z 8, the population of levels other than yrast levels
is low. The effective population of the yrast levels follows an
n~©75%02) dependence. This slow decrease of population with
n cannot extend to arbitrarily high values of n because the sum
of the initial populations must be finite.

— For yrast levels n $ 7, the n dependence is weaker than nt

— The 3p level is overpopulated by a factor of about 8 com-
pared with the n (21 + 1) trend of the high-n levels, whereas
the 4f, 5g and 6k levels may fall a little short of the model
assumption.

— We have no explicit population information on ns levels,
np levels with n>>3, and levels between these term series and
the yrast line; our decay curves are best mimicked assuming
that these levels are less populated than expected from a
n~17(21+ 1) model. The low intensity of spectral lines from
these levels backs this assumption.

The relative populations of levels for which direct obser-
vation was possible in our study are marked in Fig. 3. A high
population of p-states is often found after foil excitation (see,
e.g., [37]). In case of the TiXII 3p state this may indicate a
vacancy promotion by the MO process, as has been suggested
earlier [2, 5, 15].

The relative intensities of the Ti XII 3s—3p and 3p-3d fine-
structure components can be compared with branching ratios
given by theory. Without temporal resolution and concern for
cascades the theoretical branching ratios [31-33] lead to
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Fig. 3. Relative populations of low-lying and yrast levels and comparison
with a n~1% (21 + 1) population law. e, levels from which direct decays
have been observed.
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relative intensities (components in the order of increasing wave-
length) as 56:100:10 (3p-3d, j = 1/2-3/2, 3/2-5/2, 3/2-3/2)
and 100:50 (3s-3p;j = 1/2-3/2,1/2-1/2).

Simulations as above, taking account of the different life-
times of the finestructure levels, cascades and observation
window, result in predicted relative intensities as 53:100:10
(3p-3d) and 100:41 (3s-3p). The experiment shows relative
intensities as (51:100:11) (3p-3d) and 100:38 (35s—-3p) (see
Table II). For the 3s—-3p multiplet the agreement is good. The
10% difference in the lifetimes of the 3p finestructure levels
results in a later and lower peak intensity of the 3p,,, decay
curve compared to the 3p,,, decay and in the observed deviation
from the intensity ratio 2:1. For the 3d decays the agreement
is very good, but the 3p;,,-3d,, transition coincides with a line
of Ti XI (which has been allowed for in the intensity estimate),
and the 3p,,,—-3ds, component is only partially resolved from
an unknown line at A = 35.11 nm.

3.3. Population of high-lying states

The decay curves of the 3d-4f and 4f-5g transitions in Ti XII
have been recorded for times up to about 6 ns after excitation.
This is 2 x 10® times the mean life of the 4f or 600 times the
mean life of the 5g state and corresponds to the mean life of
yrast states of n =~ 17. An example is shown in Fig. 4.

104.

Ti XII 3d-4f

Counts (log)
IS

10
0 T T T T T T — 1
10 0 1 2 3 4 5 6 7
(a) Time/ns
10°
Ti XII 3d-4f
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Fig. 4. Decay curve of TiXII 4f at A=11.65nm. (a) Experimental
curve, obtained with 0.3 mm spectrometer slits. The solid line refers to a
simulation with n~-"* (2] + 1) as explained in the text. (b) Same data
but summed over every 3 channels. The solid lines refer to simulations
assuming a population of the yrast levels (only) according to n”2 (---),
n~' (—), const. (-—-).
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Assuming that the population of yrast levels is the dominant
one (see some of the evidence in [2]), we have simulated decay
curves on the basis of only yrast levels being populated. Figure 4
shows a good fit assuming an effective population of yrast levels
according to an n~%"® law, valid for levels up to at least n ~ 16.

If the population of a level of high n is favoured by some
resonance effect [1-4] in the ion foil interaction by a factor
of two, say, this shows up in the decay curve: We have tested
simulating the 4f and 5g decay curves with a cascade scheme
extended to yrast levels as high as n = 20, with the lifetimes
extrapolated with the help of Omidvar’s formula [34]. A hump
appears in these curves at positions about twice the mean life
of the overpopulated level (that is about the sum of the mean
lives up to this level). An underpopulation of a group of levels
can be detected equally well, it would yield a hump, too, after
a curve section of steeper slope (Fig. 5). A comparison with the
results of Fig. 4 shows that no such humps exist in the measured
curves up to times as high as 11 ns after excitation.

4. Observations with composite foils

With composite foils, one set of experiments comprised fast
spectral scans with low spectral resolution (line width (FWHM)
0.25nm) over a wide spectral range (8-60 nm). Composite foils
(C, C/B, C/Al, C/Au) were used in both orientations (see above
section on foils). The aim was to survey whether the foil material
had any influence on the relative populations of low-lying states.

The experimental result is negative: Although the relative
intensity of the short-lived Ti XII 4f decay varies by up to a
factor of two compared to the other lines in the same spectrum
— this effect may simply be due to geometrical changes like
bulging of the foil — the relative intensities of all other Ti lines
from low lying levels remain virtually unchanged (= 10%).

The light yield (normalized to collected charge in the
Faraday cup), however, differed from foil to foil. Pure carbon
foils had similar light yields within 10%, but composite foils of
equal elementary composition differed by as much as a factor
of four. On the average the effect was small: B and Au coated
foils showed a slightly lower light yield than pure carbon,
Al coated foils a slightly higher one. For B and Al this holds for
both orientations of the foils. For foils of similar composition,
we assume the scatter in the light yield to be due to imperfect
control of the foil production procedure.

10° -
@ A\
o \ .
= p Ti XII 3d-4f
g
a 10° 1
10' : y ' . :
T T —
0 1 2 3 4 5 6 7 8

Time/ns

Fig. 5. Simulations of the decay curve of Ti XII 4f at A =11.65nm
showing the effect of overpopulation of specific levels. The population

law assumed is n™2 (21 + 1). , no overpopulation. — — twofold
overpopulation of level n =8. — + —, twofold overpopulation of level
n=12.----- , underpopulation of level # = 10 (factor 0.5).
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A second set of experiments concerned the effect of the foil
material on the population of high-lying levels. Similarly to the
aforementioned study of pure carbon foils, the decays of
Ti XII1 4f and S5g levels were recorded for typically about 6 ns
after excitation by composite foils (however, the short-lived
B coated foils only allowed a recording time of 1ns). The
results may be summarized as follows:

— Decay curves of 4f and 5g levels are very similar, no
humps are observed and thus no resonance effects in the
population of yrast or near-yrast levels up to n~ 16 are
present.

— Curves recorded with pure C foils and C/Au foils are
indistinguishable in appearance; curves from Al/C foils are
rather similar, but there are less data.

— Au/C foils result in curves with the same yield as C and
C/Au after about 300ps after excitation, but significantly
lower yield for shorter times. This indicates a population of
levels 7 < 8 which is less by more than a factor of two com-
pared to excitation by C foils. About the same behaviour is
found using B/C foils.

— With C/Al foils the yield attributed to low-lying levels is
about the same as observed with C foils, but the high-lying
yrast levels are populated less.

— The population law (effectively n~%%) of high living levelsis
similar for all foils studied up to about ¢ = 6 ns after excitation.
This corresponds to levels as high as n=15. Also C/Au and
Au/C foil data which extend to t=10ns show the same
decrease for the full range. The dependence of the intensity
on time after excitation is equally well described by a power
Jaw £ ~©8%0D yp 0 t ~ 3 nsand ¢t~ for £ > 4 ns.

The present experimental evidence leads to the following
conclusions:

Low-lying and high-lying levels are affected in different ways.
The population law for high-lying yrast levels 8<n=<16 is
hardly dependent on the foil material (for B, C, Al, Au). This
supports the view that last-layer interactions are responsible
for the population of these levels, and that the last layer may
be independent of the particular foil material because it con-
sists of contaminating materials of similar composition for all
cases studied [38].

The yield of light originating from low-lying levels may vary
with the foil material. Ions excited to low-lying levels in the
first layers of the foil have a better chance to survive the
passage through the remainder of the foil unharmed than highly-
excited ions, because of their smaller geometrical size. Initial
excitation to high-lying levels leads to rapid quenching when the
ion is still inside the foil.

From the present data we cannot definitely exclude the
validity of Veje’s concept [3, 4] of resonance-enhanced
population of high-lying levels. Our only evidence in favour
of this concept is the slight change in the exponent of the
power law approximating the long term behaviour of the
yrast cascade. This change takes place around ¢ = 4ns which
corresponds to yrast levels as high as n = 14.

These yrast levels would be bound by Eg~ 10eV, an energy
which is close to the binding energy of the 2p electrons in
carbon [1]. Andresen et al. [1] claim that this would conse-
quently be the energy of the valence electrons in the carboneous
solid. Experimental data in the literature, however, show a wide
scatter of valence electron energies in carboneous solids in the
range 5-6eV.

The position of the region of change in the power-law
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description of the decay curve would be expected to vary with
the foil material. At our present level of significane of the data
we find no such change when substituting Au for C as the rear
foil surface. Previous experimental evidence in favour of this
model [1, 2, 5], however, concerned level series of given
angular momentum. These levels have been found to be weakly
populated except for some resonance-like enhancement for
a range of n values. Some experimental evidence [2] shows a
rapid increase of the relative population of levels of given n
towards the maximum value of [, that is the yrast level.
According to our data which concern yrast levels only, the
population of these levels is not dominated by a resonance
effect. It might be that the Veje model is not applicable to
the system and energy range studied here.

However, the data [1, 2, 5] hitherto related to resonant
capture of target electrons do not extend significantly beyond
the n value of maximum population. Hence what has been
interpreted as a population peak may have an alternative — or
additional — interpretation as an n threshold for the mechanism
which is responsible for the population of high n levels. Betz
[39] has proposed a model suited to explain the population of
high-lying ‘levels (weakly bound states) and convoy electrons
(which are observed outside the foil at the velocity of the
projectile ions) alike. The model is based on the process of elec-
tron loss to the continuum (ELC) in the foil and a subsequent
recapture of the lost electrons which still move with about the
velocity of the projectile. This process would be fairly indepen-
dent of the foil material. At high velocities this process appears
to dominate. It seems to yield a better explanation for the
population of yrast levels even at low velocities, where the data
on Xe [5] show a population peak for levels off the yrast line
only, but a smooth variation of the population with n near
the yrast line.
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