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Abstract We present the characteristics, operations history, performance, and calibration of
the Grazing Incidence Spectrometer (GIS) of the Coronal Diagnostic Spectrometer onboard
SOHO. The GIS sensitivity has been monitored in a direct manner by examining the quiet
Sun count rates during 1996 – 2006, nearly a whole solar cycle of observations. Overall,
the instrument, with its grazing-incidence optics and microchannel plates, has performed
exceptionally well. For most spectral regions, changes in the instrument sensitivity have
been very small over a 10-year period. The trends in sensitivities support the use of the
radiometric calibration of Del Zanna et al. (Astron. Astrophys. 379, 708, 2001) throughout
the mission. The verification of the detector performance over such a long period allows us
to point out the spectral lines that can reliably be used for scientific analysis.

1. Introduction

The Coronal Diagnostic Spectrometer (CDS) onboard the Solar and Heliospheric Obser-
vatory (SOHO) has been described by Harrison et al. (1995). Two systems, the Normal In-
cidence Spectrometer (NIS) and the Grazing Incidence Spectrometer (GIS), share the front
optics, scan mirror, and slits. The NIS provides complementary capabilities to GIS spectrally
as well as spatially. Indeed, the two instruments were originally designed to complement
each other by covering almost entirely a wide spectral range, from 150 to 790 Å.

Over the past 10 years of operations, a large and valuable data set of GIS observations
has been obtained. GIS has recorded a wealth of EUV spectral lines of, for example, C III – IV,
N III – IV, O II – VI, Ne V – VII, Mg VI – IX, Si IV – IX, and Fe VIII – XXIV that originate in the transition
region and corona, covering temperatures ranging in log T [K] from 5.0 to 7.1. Obviously,
for most scientific uses, an accurate radiometric calibration and understanding of the in-
strument must be achieved. For future instrumentation development it is also interesting to
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study the 10-year-long behaviour of the detectors and optics in space. Aside from occa-
sional sounding rocket flights, and the recently launched EIS instrument on Hinode, GIS
is the only spectrometer that has simultaneously observed the solar corona in the spectral
ranges observed by the broadband imaging instruments such as the SOHO Extreme Ultravi-
olet Imaging Telescope (EIT), and the Transition Region and Corona Experiment (TRACE)
and is therefore the only instrument that can provide direct continuous calibration for these
instruments. It also provides essential spectral information to calibrate the Solar Extreme
Ultraviolet Monitor (SEM), the EUV irradiance monitor onboard SOHO. GIS is also the
only instrument that has observed the solar corona in its strongest coronal lines over a time
span of a solar cycle. These measurements are used to study long-term trends in the solar
corona, in particular of the EUV spectral irradiance (Del Zanna, Andretta, and Beaussier,
2005).

The pre-launch GIS radiometric calibration was described in Bromage et al. (1996) and
Lang et al. (2000), and some of the idiosyncrasies of the earlier GIS spectra were described
in Landi et al. (1999). The first and only in-flight radiometric calibration of all first- and
second-order channels of the CDS was obtained by Del Zanna et al. (2001) with the use
of specially designed observations performed in the first few years of the SOHO mission
(mostly in 1997). The calibration relied on the use of atomic data and data from a 1997
rocket flight (Brekke et al., 2000) for the absolute calibration. Also, it was assumed that by
1997 any sensitivity losses in the stronger lines were negligible. An in-flight radiometric
calibration in the EUV is notoriously difficult to achieve, and during the SOHO mission
many efforts have been made to monitor the instrument’s performance. Here, we provide
the first report on the GIS performance and calibration. The detector characteristics and
the operation history are briefly described as a necessary introduction to the instrument
calibration. We also briefly describe the various attempts that have been made over the years
to characterise the instrument’s performance and present a new simple method that makes
use of 10 years of regular quiet Sun observations to study any sensitivity changes. Typical
changes seen are related to the detector properties. A discussion of the methodology used
for this examination of detector sensitivity is given.

2. The GIS Detectors

The GIS grating provides astigmatic imaging of the slit on four detectors placed on a Row-
land circle; the slit image is 16 mm long on the detector face. The four detectors cover the
spectral ranges 151 – 222 Å (detector 1), 260 – 340 Å (detector 2), 393 – 492 Å (detector 3),
and 656 – 784 Å (detector 4) and also include second-order lines in detectors 3 and 4. Obser-
vations can use any of the six slits of the CDS, but they are usually confined to slit 1 (2′′ ×2′′)
or slit 2 (4′′ × 4′′). The GIS provides full spectral coverage in its spectral windows and can
build up an image by rastering, using slit and scan mirror positioning, or alternatively by us-
ing the instrument pointing system (Harrison et al., 1995). Typical exposure times are 50 s
for slit 1 and 15 s for slit 2 on the quiet regions in the studies used here.

Each detector consists of an uncoated z-stack multichannel plate (MCP), spiral anode
(SPAN), readout electronics, and shared onboard science data processing that uses a lookup
table for each detector. Some of the details can be found in Breeveld (1996) and Breeveld
and Thomas (1992).

The SPAN consists of three co-planar, electrically isolated electrodes, A, B , and C,
spaced 3 mm behind the MCP. The pattern of the electrodes has a repetitive structure cover-
ing the entire active area. The pattern is finely divided such that the charge cloud associated
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with each photon detection (“event”) is registered on all electrodes. The event location on
the electrodes is determined from the relative areas of A, B , and C, which vary uniquely
along the electrode. The detector is thus sensitive to the event location in only one dimen-
sion, consistent with the astigmatic imaging of the slit in the other direction.

The charges coming off the A, B , and C electrodes are preamplified. Two of these elec-
trode signals are digitised by radiometric analogue-to-digital converters after normalisation
with the sum of all three signals. This gives two 8-bit values for each event. Therefore, each
event can be mapped to a plane. An exposure leads to thousands of events arranged in the
form of a spiral. The location of the spiral follows from the SPAN design and amplifier
gains. Further details are provided in the Appendix. The sum signal is digitised separately
to build a pulse-height distribution (PHD). The PHD is used to reject counts outside of an
acceptable range.

The detectors are nearly identical since they were built to be interchangeable. They have
a low “dark” count rate of 2 s−1 per detector. With use, the quantum efficiency of the MCPs
decreases at the locations of high illumination by spectral lines. This effect, called long-
term gain depression (LTGD), can partially be counteracted by changing the voltage over
the whole detector. Therefore, the detector sensitivity is expected to change over time owing
to LTGD as well as periodic updates to the high voltage (HV) over the MCP. Ageing of the
electronics can affect the signal of each of the electrodes, as well as the sum reference, and
thus has the potential to affect the measured count position.

Because of dead-time constraints, there is an unspecified loss of sensitivity for count
rates larger than 50 000 s−1. This limit has hardly ever been reached. The typical count rates
observed in slit 2 vary from 300 s−1 in the quiet Sun to 2000 s−1 in active regions.

The count-rate-dependent gain depression resulting from analogue dead time is a minor
correction that has been characterised and is taken into account in the analysis software.

A further limitation arises from the digitisation to only 8 bits of the coordinate of each
count. The counts fall in a spiral pattern in data space (see Figure 1), and recording their
location with the normal (X, Y ) digitisation means that, as measured along the spiral, at
certain points the spectrum is undersampled, and the counts appear in neighbouring pixels.
In the spectrum this has the effect of creating a fixed noise pattern. However, this fixed
pattern of noise does not affect the overall sensitivity as each spectral line is well resolved.

During normal operations the data of each event are binned on a 256 × 256 grid onboard
using a Look Up Table (LUT). The LUT is dynamically generated onboard by using a pa-
rameter set. Each parameter set is called a “gset.” Over the years, different gsets for each
combination of detector, region type observed, and slit used have been created. Each gset
contains the HV settings, as well as the LUT parameters. The HV settings mainly change
because of MCP gain loss, whereas the other LUT parameter changes are mainly due to
ageing electronics.

In a special operations mode that requires continuous contact, the (X, Y ) coordinates of
a random selection of events, as well as a sampling of the PHD on a single detector, have
been obtained to generate the gsets. These “raw data dumps” are discussed in the following.

Two tungsten filaments are positioned on the side of the optics bench cavity in front of the
detectors. When they are activated with a small current, they provide a source of electrons
that impact the open MCP face. The original idea was to provide flat-field exposures that
could be used to monitor sensitivity changes. Behind each anode two thin wires, called
stims, provide a check on the operation of the anode and electronics in the absence of a
voltage over the MCPs.

Figures 1 and 3 show the raw data dumps obtained in 1996 and 2006 from each of the
detectors for a quiet Sun region. For each detector the number of raw counts used is the
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Figure 1 GIS raw data dumps for quiet Sun regions, taken in 1996 (a) and 2006 (b) for detectors 1 (left)
and 2 (right). The upper plots in each panel show the data in X – Y coordinates, in the shape of spirals. The
lower plots in each panel show the gset fit in polar r – θ coordinates. These data and gset constitute the best
fits at the time. The middle of the spiral swath is a dashed line, and the limits of the spiral path are drawn with
continuous lines.
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Figure 2 GIS annotated spectra for detectors 1 (left) and 2 (right) for quiet Sun regions. Data were taken
in early 1997, with identifications of prominent features based on CHIANTI. Notation: bl, blends with other
ions; IIo, second-order lines; (n), self-blends with n lines. Lines without any ghost signature in the count rate
histories are in bold type.

same in both data dumps. The raw data dumps are displayed in two ways: as a spiral in X

and Y data coordinates (where the wavelength coordinate runs along the spiral) and in polar
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Figure 3 GIS raw data dumps for quiet Sun regions, taken in 1996 (a) and 2006 (b) for detectors 3 (left)
and 4 (right). The upper plots in each panel show the data in X – Y coordinates, in the shape of spirals. The
lower plots in each panel show the gset fit in polar r – θ coordinates. These data and gset constitute the best
fits at the time. The middle of the spiral swath is a dashed line, and the limits of the spiral path are drawn with
continuous lines.
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Figure 4 GIS annotated spectra for detectors 3 (left) and 4 (right) for quiet Sun regions. Data were taken in
early 1997; identifications have been provided for the most prominent line features.

(r, θ ) coordinates, which are obtained after applying the gset parameters of the time. The
stronger spectral lines can easily be identified on the spirals, and some clearly extend, in
the cross-dispersion direction, over more than one spiral arm. Since the data are normally
preprocessed onboard via the LUT and mapped to a spiral, spectral lines that extend too
far lose counts into the neighbouring spiral arms. In the spectra (Figures 2 and 4), these
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Table 1 GIS operations history.

Launch – March 1996 Raw data dumps and filament dumps were obtained for all detectors

and all permutations of slit, region, and HV setting. Several

gsets were used.

March 1996 gset 22 for the quiet Sun becomes default.

June 1996 gset 41 replaced 22; similar gset updates made for the other regions.

1997 Filament dumps were obtained to monitor LTGD.

July 1998 SOHO attitude loss and recovery. A clear change is

noticeable in some of the spectra after the event.

July 1998 The GIS pointing relative to the NIS changed (Kuin and Del Zanna,

2006), but this is not expected to affect the illumination

of the detectors.

October 1999 Filament and raw data dumps were obtained. New gsets were generated

(gset 65, 66, etc.).

2001 Raw data and filament dumps were obtained, but no changes to

the major gsets were made. A few special gsets (e.g., the off-limb gset)

were updated.

May 1999 – June 2001 Detector 2 was switched off.

Mid-2001 A slit anomaly caused disabling of the movement of the slit in the

N – S direction, hence rastering for GIS. The anomaly was not

mechanical, and around November 2002 the instrument resumed

normal operations.

2003 Filament dumps and raw data dumps were obtained.

July 2003 The spacecraft started periods of 180-degree roll owing to problems

with the main antenna.

2005 Detector 1 data became unreliable owing to a need for new gsets.

March – May 2006 Filament and raw data dumps were obtained. New gsets

(numbers 82 and 83, etc.) were generated.

misplaced counts show up shifted by a well-known amount in wavelength. This is known
as “ghosting.” Stronger lines can ghost into both spiral arms, creating two ghosts. In some
cases, where ghosts fall in regions free of spectral lines, “de-ghosting” can be obtained dur-
ing the analysis process. A problem arises when the ghosting overlaps with another spectral
line.

The same spectral features always fall on the same place on the spiral because the photons
always fall on the same place on the MCP face. Since spiral widths are sufficiently narrow on
the lower left side of the pattern, each detector has four spectral regions where no ghosting is
present. An exception is the two outer spirals of detector 2, which lie so close that ghosting
can occur if the gset is not fine-tuned.

Figure 1 shows that in detector 1 some spectral lines have grown outward over time,
overlapping the next spiral. This increased width of the lines is the main reason why ghosting
has increased over time. The increased ghosting is stronger for the lines with high count
rates. (This detector records the strongest EUV coronal lines.) Detector 2 changed greatly
in the strong lines, particularly in the He II 304 Å line. The spiral arms also become more
irregular. It can be seen that several spectral lines may ghost into other arms. Detectors 3
and 4 (see Figure 3) show little change in the spiral pattern, LTDG, and ghosting. This is
mainly due to the low incident count rates in these detectors. We have also examined the
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raw data for active regions, which have count rates nearly 10 times higher. We found larger
spiral patterns and needed to set up separate gsets for active regions.

3. Operations History

The operations history has been summarised in Table 1.
During the SOHO loss of attitude control in 1998, the CDS instrument side was facing

the Sun long enough for it to heat up to over 100 °C. This probably did not affect the MCPs.
However, the electronics were most likely affected by the high temperatures, changing the
gain on the signals and thereby no longer matching the LUT being used. With the 1999 gset
updates, all lines were restored to expected count rates, suggesting that no serious damage
occurred from the SOHO attitude loss.

The decision to switch off detector 2 for a certain period was made because the number
of rejected PHD events was found to exceed the normal limits for operation. It is possible
that contamination of the front face of the MCP in detector 2 was the cause. When switched
on again, the detector appeared to have recovered, and it has been used thereafter.

Owing to the introduction of a periodic 180° change in the spacecraft roll angle after July
2003, north and south may not be the default direction in GIS rasters, since the arrays are
filled with reference to the spacecraft coordinates. Care must be taken when positioning GIS
data.

4. Calibration History

4.1. Pointing and Wavelength Calibration

The pointing of the CDS has an accuracy of 10′′ and a 2′′ stability over a 30-minute period
(Harrison et al., 1995). The pointing of the NIS has been maintained stable and in alignment
with the instrument pointing, but since the SOHO attitude loss in 1998 the GIS has a 20.2′′
offset south, at zero roll angle (Kuin and Del Zanna, 2006).

A pre-launch calibration study (Bromage et al., 1996) showed that the GIS wavelengths
are quadratic functions of pixel number, which depend on the LUT. Two wavelength cali-
brations are available: one based on gset 22 for LUT with 4.2 arms and one based on gset
82 for LUT with 5.2 arms.

4.2. Radiometric Calibration

The pre-launch GIS radiometric calibration was described by Breeveld (1996) and Lang
et al. (2000). A secondary calibrated source of EUV radiation was used for those mea-
surements. The combined systematic and random uncertainty of those measurements was
estimated to be 30%. However, the in-flight calibration was found to be very different (by
factors of about 2). A complex set of observations and methods, which also relied on CHI-
ANTI1 atomic data, was then developed by Del Zanna (1999) and Del Zanna et al. (2001)
to provide an internal calibration of all nine CDS channels, i.e., both NIS and GIS first and
second order. The data were taken during several campaigns, mostly in 1997.

1CHIANTI can be found at http://www.CHIANTI.rl.ac.uk (see Dere et al., 1997).
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After two workshops held at the International Space Science Institute (ISSE) in Bern,
Switzerland, the various teams converged to a consistent relative radiometric calibration
among the various SOHO instruments within 30 – 50%, but only for the first years of the
mission, and at a few selected wavelengths [see the book by Pauluhn, Huber, and von Steiger
(2002)].

The Del Zanna et al. (2001) radiometric calibration did not take into account possi-
ble LTGD effects in the GIS and NIS, which led Lang et al. (2002) to doubt its accuracy.
A comparison with a low-resolution EUV Grating Spectrograph spectrogram, flown on a
NASA/LASP rocket flight in 1997, indicated a drop in sensitivity in the stronger (NIS)
He I 584 Å line by only 25% (Brekke et al., 2000) and minor corrections to most lines. This
LTGD in the NIS has subsequently increased significantly, and work is still in progress to
characterise it (Del Zanna and Andretta, 2006; Thompson, 2006).

For the GIS, there are no direct ways to measure the LTGD, and most of the effort we have
devoted in the past few years was to find appropriate ways to characterise it. The 10-year-
long data we have analysed show that during that time the counts fall on the mean long-term
trends for most lines even though between 1997 and mid-1998 we see an anomalous drift in
sensitivity in many lines.

Initially, filament exposures were used to determine the sensitivity loss over the face of
the detector. However, the filaments illuminate the whole detector, whereas the image of the
slit only covers the detector partially. Although the detector is extended in two dimensions,
the readout is one dimensional. Hence the correction for LTGD from the flat fields needs
an assumption about which fraction of the detector in the direction normal to the dispersion
has been affected by the gain depression. Other problems are related to the different PHDs
caused by the electrons and their differing incident angle, compared to the solar photons.
LTGD is clearly visible in the filament exposures, but it shows very small changes in the
1996 – 1999 period. Confidence in the accuracy of the flat-fielding process for sensitivity
corrections was lost over time, and the correction for LTGD based on the flat fields was
abandoned in 2003 in favour of a new method.

The new approach involved the determination of the sensitivity loss from LTGD, taking
advantage of the fact that the detector voltage can be varied in flight. A special observational
sequence (GIMCPS) was used to observe the quiet Sun and determine the variations in the
PHD as a function of voltage. The optimum response of the detector in certain spectral lines
can be determined in this way (Lapington, 2004). The gain loss in selected lines was then
determined as a function of the total number of counts measured over the life of the mission.
Preliminary LTGD corrections based on the assumption that the gain loss in a MCP channel
is proportional to the total charge extracted (as found by Malina and Coburn, 1984) were
implemented in 2003 and are still used for the current GIS calibration. However, this method
could not be fully exploited after 2004, because the GIMCPS sequence did not anticipate the
large MCP gain loss in detector 1. Furthermore, this approach produced an overcorrection
of a factor of 2 in the lines of detector 1. We have therefore chosen to use the 10 years of
synoptic observations as a baseline to assess the LTGD.

5. Ten Years of GIS Data

Synoptic GIS observations of the quiet Sun have been routinely performed since 1996 up
to the present (May 2007). The bulk of the data set consists of 30′′ × 30′′ raster scans
(SPECT_1), performed routinely with the exception of the period of the temporary loss
of contact with SOHO (in 1998), and in 2002, when the GIS rastering was discontinued. A
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Table 2 Selected observations of the quiet Sun.

CDS Slit Exposure Raster Minutes gset ID’s

program (arcsec) time (s) (arcmin) per raster

SPECT_1 2 × 2 50 15 × 15 192 22, 40, 41, 65

G2AL 4 × 4 100 20 × 1 34 66

GISAT 4 × 4 15 10 × 20 56 66, 75

preliminary analysis of this data set, up to 2003, was published by Del Zanna, Andretta, and
Beaussier (2005). Here, we have extended this analysis to include other data sets. We used
the observing programs listed in Table 2.

No corrections were applied to the data, the idea being that LTGD effects should clearly
be evident as reductions in radiances in the stronger lines. The weaker lines, however, are
expected to be less affected. Actually, the only corrections of any significance that GIS data
need are those for ghosting and for LTGD. In this respect, GIS spectra are very simple.

Given the high variability in the solar radiance, and the small field of view (FOV) of the
GIS observations, we had to first select a good data set of truly “quiet Sun” observations.
A few hundred GIS observations spanning the 10 years have been visually inspected, and
the FOV has been checked against near-simultaneous EIT observations, to select a good
data set. Spectra containing brightenings and high-temperature plasmas were rejected. This
was based on the intensity in the λ Fe XVI 335.4 Å, Fe XV 417.3 Å, Fe XV 284.2 Å, and
Fe XIV 211.3 Å coronal spectral lines. The strong spatial and temporal variability in the tran-
sition region lines was found to be largely removed by simply averaging over the FOV.
Indeed, the average radiances of the “quiet Sun” transition region (TR) lines turn out to be
remarkably stable over time. Obviously, no a priori assumptions on the long-term trends in
the radiances of the quiet Sun can be made. However, there are good reasons to expect that,
at least in the lower temperature lines of the chromosphere and TR, the radiances should
be approximately constant. Ultimately, this is due to the small variations in the “salt and
pepper” magnetic fields in quiet areas (Pauluhn and Solanki, 2003). The radiances of the
hotter lines are expected to increase during solar maximum because the entire solar corona
becomes hotter. In any case, having observations that span an entire solar cycle greatly
helps, since radiances should return to their quiescent state, unless of course cycle-to-cycle
variations are present.

In 2001 – 2002 there were no SPECT_1 observations made and G2AL observations were
used instead. These turn out to have a larger uncertainty because of a smaller number of
counts; see Table 2. The uncertainties in each line were calculated by assuming Poisson
statistics. The counts were averaged over all the pixels in each raster and normalised by
exposure time and pixel area. The GISAT CDS program observations were used after 2003,
replacing the SPECT_1 observations.

We used the IDL SolarSoft CFIT line-fitting programs to fit Gaussian profiles to line
blends. The background was based on short line-free regions in the spectra and is generally
negligible. Exceptions are the end regions of each detector, which show some extra back-
ground from spillage of electrons around the edge of the detector, and solar continuum in
detectors 3 and 4.

5.1. Ghosting

The total count rate history in some GIS spectral lines shows evidence of changes in ghost-
ing. In the period 1996 – 1998 many lines show a drift in the raw count rate history above
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Figure 5 The count rates in the two ghosts (at 160.6 and 197.8 Å) of the Fe XI at 180.4 Å line (top panels),
with the count rates in the Fe XI line (bottom panels). The changes in ghosting are an indication of changes in
detector LUT parameters needed. For clarity, error bars are shown only for every fifth point.

Table 3 Ghosting GIS spectral lines that can be recombined with unblended ghosts.

Line λ (Å) Ghost λ’s Emitting ions Log T

174.5 154.6 Fe X 6.0

177.2 157.4 Fe X 6.0

180.4 160.6 & 197.8 Fe XI 6.1

182.2 162.8 Fe XI (bl Fe X) 6.1

184.5 165.4 Fe X (bl Fe XI) 6.0

185.2 166.2 Fe VIII 5.8

315.4 294.7 & 332.1 Mg VIII 5.9

335.3 318.6 Fe XVI (bl Mg VIII Fe XII) 6.3

436.7 408.7 Mg VIII (2) 5.9

770.4 744.2 Ne VIII 5.8

the long-term trends. This drift is found to be partly due to changes in ghosting for the lines
affected and partly due to sensitivity changes. Counts from ghosts can be relocated in the
spectrum for lines that ghost into regions devoid of strong spectral lines. Table 3 lists these
lines.
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Figure 6 The count rates of the Ne VIII 780.3 Å and Ne VIII 770.4 Å doublet, together with their ratios,
without and with the addition of the ghost to the 770.4 Å line. The line ratio clearly shows the variability
in the ghosting. Once the ghost intensity is recovered, the line ratio becomes almost constant. The small
discontinuity in 1999 can be attributed to the gset that was in use at the time. Error bars are shown for every
fifth point.

A good example is given in Figure 5 for Fe XI 180.4 Å, which usually ghosts into the
outer arm (showing at a wavelength of 160.6 Å) but at one period ghosted to the inner arm
(at λ = 197.8 Å). In the period 1996 – 1998 an increasing number of counts were lost to the
outer arm, which is at the shorter wavelengths. After the SOHO loss of contact in 1998, there
was a clear decrease in ghosting at the shorter wavelength and the appearance of a ghost at
the longer wavelength (197.8 Å). This is the clearest evidence that the detector electronics
gains had changed as a result of the SOHO attitude loss. The new gset of 1999 corrected
this and the ghost at λ = 197.8 Å disappeared, whereas the ghost at λ = 160.6 Å became
stronger. After 2005, the overall counts declined, which is partly due to LTGD and partly
due to loss of counts from the ghost to the spectral arm further out.

In Figure 6 we see in the line ratio of the Ne VIII 770.4 Å and Ne VIII 780.3 Å lines evidence
of changes in ghosting: We see that this happened in 1997 and again in 2005. The bottom
panel of Figure 6 shows the raw count line ratio when the ghosted counts have been added
back into the 770.4 Å line.

5.2. Line Widths

GIS line profiles are dominated by instrumental broadening. The line widths of strong lines
show a clear increase over time, from 0.45 to 0.95 Å (cf. Figure 7). Notice that the same in-
creases are found in all four detectors. These widths are derived from Gaussian fits. Gaussian
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Figure 7 Line widths (in Å) over time for three strong lines in detectors 1 (Fe IX), 3 (Ne VII), and 4 (Ne VIII).

fits are not completely appropriate for some of the lines, owing to the line shape distortion
from the LTGD at line centre. However, they give a good indication of the variations in line
widths.

The weaker lines sometimes do not show much broadening over time at all, but they do
show a larger spread in line widths than stronger lines. This may be due to low count rates.

Quite noticeable in Figure 7 are the G2AL observations, which tend to have broader
lines. The 2005 data also show a large spread in the line widths and large values of line
widths, which we attribute to uncorrected gain loss, causing a supersensitivity in the detector
response.

A possible explanation for the increase in line widths is that the MCP has many so-
called channels per spectral line. Gain loss in the most exposed channels may have led the
surrounding channels to become active. Cross-channel pulse propagation is perhaps made
possible through enhanced induction effects within the MCP and may be related to the cause
of the gain depression.

5.3. Detector 1

The count rates for a selection of lines are shown in Figure 8. Detector 1 covers a spectral
range where the strongest EUV coronal lines are. Most are formed at temperatures above 1
MK; hence they clearly show the solar cycle variation. Parts of the detector show strongly
ghosting lines, but most of this can be recovered. The strongest lines have suffered not only
from ghosting but also from a reduction in sensitivity. The few weaker and cooler lines (O VI

and Fe VIII) do not show significant variations over the cycle, which indicates that overall the
instrument response was stable.
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Figure 8 The raw count rates over time for some detector 1 lines. Notice the solar cycle effect in the hotter
Fe XIV line. Error bars are shown only for every fifth point.

Notice that the Fe XIV line shows a marked increase during solar maximum, which peaked
in 2001. To a lesser extent that increase is found also in the lower ionisation stages of Fe
until it is too weak to measure in Fe X.

Early in 2005 the counts in detector 1 started falling and ghosts from lines such as
Fe XI 180.4 Å became very large compared to the primary line. The explanation is that op-
erational detector voltages at that time were too low for good operation of detector 1 and
counts were lost, as well as misplaced. The largest impact was in the lines that had LTGD.
In May 2006 new gsets were implemented.

5.4. Detector 2

Because of the presence of the He II 304 Å line, which has a very high count rate that tends
to saturate the electronics, gsets were designed to have a low HV, essentially kept constant
over time. In this way, the detector has been set to measure the weak lines. The sensitivity
in the lines was nearly constant over time (see Figure 9), but strong ghosting is present in
several lines. Changes in ghosting over time have also been identified in some lines.

5.5. Detector 3

Detector 3 contains a good selection of TR lines, with a few coronal lines (some in second
order). This detector is virtually ghost-free. Remarkably, the raw counts of some TR lines
have slightly increased over time (Figure 10). This can be explained by a higher efficiency
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Figure 9 The raw count rates over time for some detector 2 lines. Error bars are shown for every fifth point.

of the MCP to produce good event PHDs so that fewer events are lost. Notice that in the
period 1996 – 1998 the counts in nearly all lines tend to increase, whereas from mid-1998 to
October 1999 the count rate seems anomalously low, or (sometimes) anomalously high. A
consideration of the spectral lines on neighbouring spirals shows that for most lines this has
been found to be due to changes in sensitivity, not to ghosting.

5.6. Detector 4

Detector 4 contains a good selection of TR and coronal lines (in second order). Ghosting
is present in some areas, but it is largely recoverable. In detector 4 all TR lines are either
constant or show a slight increase in the raw count rates; see Figure 11. As in detector 3,
there are drifts in the raw count rates in the period 1996 – 1998, which are partially or wholly
due to sensitivity changes. Notice that although the S IV line could be suspected to ghost, the
raw counts show no evidence of any changes.

5.7. Sensitivity Changes

The simple count rate history already gives an indication of any major changes in the de-
tectors. Lines formed at temperatures below 1 MK do not show any significant changes,
whereas the hotter ones clearly show solar-cycle effects. The weaker ones, however, have
now (2006) returned to count rates similar to those measured in 1996. We have examined all
the spectral lines by an automatic fit to their count rates, as a superposition of a linear be-
haviour with a Gaussian (to model the increase during solar maximum), to identify the lines
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Figure 10 The raw count rates over time for some detector 3 lines. Error bars are shown for every fifth point.

that were most affected by sensitivity changes, including LTGD. These lines are shown in
Table 4. Note that some lines showed a considerable increase in sensitivity.

In the period that started with the SOHO loss of contact until the installation of new gsets
in late 1999, there is a loss of sensitivity evident in many lines, particularly in detectors 3
and 4. We attribute this to a change in the electronics performance, not a change in the
MCPs.

Obviously, the dominant effect in the large scatter of values seen in the count rates comes
from solar variability. The best way to remove it is to look at ratios of lines of the same ion
or of ions that form at similar temperatures. We expect that LTGD effects would be mostly
visible in the stronger lines, whilst the weaker ones would be less affected. Indeed this is
what we have found. For most lines in each detector it is possible to find one or more suitable
ratios. The few lines in detector 4 from O III and N III show constant ratios. All the TR lines
in detector 3 also show constant ratios. The few usable lines in detector 2 are weak but do
not show any significant changes in their ratios. The ratios of lines in detector 1, in contrast,
clearly show LTGD. The strongest line is the Fe IX 171.1 Å. This line is not affected by
ghosting and is therefore a good case to study LTGD. No other Fe IX lines are recorded by
the GIS, but the Mg IX 368.1 Å is a weak second-order line seen in detector 4, formed at a
similar temperature. Figure 12 shows the count rates for these two lines, together with their
ratio, which clearly removes the solar variability and shows a steady LTGD after 2000.

After Fe IX 171.1 Å, the strongest lines in GIS 1 are due to Fe X. The 177.2 Å line shows
clear ghosting from the Fe XII 195.1 Å line, on top of LTGD effects. The 174.5 Å line is
affected by ghosting, but it is recoverable. Its ratio with the much weaker 190.0 Å line (see
Figure 13) also indicates significant LTGD.
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Figure 11 The raw count rates over time for some detector 4 lines. Error bars are shown for every fifth point.

After Fe X, the strongest lines are due to Fe XI. Significant LTGD was found only in the
stronger 180.4 Å line after 2002, as evident from the ratio with the weaker 182.2 Å line (cf.
Figure 14). The 188.2 Å line only shows small effects after 2003.

All data show problems of some degree in the 2005 period. In detector 1 the problem
was worst because the HV setting was much too low by 2005, resulting in loss of sensitivity,
evident in the steeper declines in counts in 2005 in the λ 171.1 Å and λ 180.4 Å lines. From
the drop in count rates in 2005 it is evident that detector 4 needed a new gset also. It is
interesting to note that during the 2006 GIS “tune-up” the drift in performance of detectors
2, 3, and 4 turned out to be due to gain changes in the electronics, not the HV setting. We
can also say with confidence that the ghosting from λ 770.4 Å (into λ 744.2 Å) in the quiet
Sun has been limited and can be clearly characterised.

6. Discussion and Conclusion

Our main aim was to investigate the GIS performance and to derive corrections to the sen-
sitivity caused long-term trends and other effects. We have concentrated on the quiet Sun
observations of 1996 – 2006, which provides a homogeneous data set over the solar cycle.
In general, most lines have been remarkably constant over time, and only a few have shown
clear trends in LTGD. The spectra have not degraded in time, with the exception of an over-
all steady increase in the line widths. Our analysis shows that the grazing-incidence optics
and the detectors have performed exceptionally well, beyond any expectation.
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Table 4 Lines showing the largest change in count rate over time.

Ion Detector λ a0 a1 a1/a0

Fe XII 1 195.1 40 −1.12e−2 −2.83e−4

Fe IX 1 171.1 291 −6.58e−2 −2.26e−4

Fe X 1 174.5 236 −5.06e−2 −2.15e−4

Fe X 1 177.2 98 −2.12e−2 −2.17e−4

Fe XI 1 180.4 155 −3.00e−2 −1.94e−4

Fe XI 1 188.2 117 −2.10e−2 −1.79e−4

Fe XII 1 193.5 35 −5.57e−3 −1.60e−4

Fe X 1 184.5 61 −4.00e−3 −6.60e−5

Ne VIII 4 770.4 49 6.03e−3 1.23e−4

Ne V 3 416.2 12.4 2.16e−3 1.28e−4

Ne VII 3 465.2 188 5.09e−3 2.70e−5

Note. Included are the daily rates a1 with an absolute value larger than 4.0 × 10−3, where a1 is defined by
the following linear relation: raw counts = a0 + a1 × � days. a0 is the raw count rate on 12 March 1996. In
addition, some lines are included that have absolute rates of change relative to the initial count rate that are
larger than 1.0 × 10−4 (more than 36% change over 10 years). Uncertainties in a1 values are smaller than
20% (but smaller than 50% for Fe XII owing to variability over the solar cycle).

Obviously, short-term sensitivity changes, in particular in active region observations, can
be present in the data, if the count rates are high. For some periods the observed sensitivity
changes that diverged from the long-term trend were probably due to changes in the detector
and/or electronics and were corrected at some point by installing new detector parameters
(gsets).

For the lines with well-defined unblended ghosts, the total counts are consistent with the
long-term gain depression trend. Anomalies fall into two broad categories, namely ghosting
and sensitivity changes. The value of our approach has been that we can determine whether a
change in counts in one spiral arm is matched by an opposite change in neighbouring arms. If
counts do not all show up in the next spiral arm, we conclude that there was (also) a change
in sensitivity. We found further that using line ratios for lines of the same ion or similar
ionisation temperature is useful as a diagnostic of problems. Several periods with anomalies
stand out in these data, and corrections to long-term trends are needed for these periods. The
short-term changes are related to the specific gsets: Each time the gset is updated there is a
return to the long-term trend.

We include a list of GIS lines that are considered reliable, without problems of ghosting,
in the Appendix.

The decrease in sensitivity from line to line shows a large spread, and we are reluctant
to say that the sensitivity trends can be generalised for all lines. We rather think that the
sensitivity trends derived for each line, but consistent with line ratios of similar lines, should
be used to derive the long-term response.

The fact that the raw counts have changed so little over time means that the calibration
of Del Zanna et al. (2001), which was mainly based on mid-1997 data, is reliable. Some
minor adjustments, mainly owing to improvements in the atomic data, would be necessary.
Our results give confidence in the use of GIS data for scientific use. We encourage the
community to use the instrument in its best, high-cadence observations of strong TR and
coronal lines.
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Figure 12 The line ratio of the total count rates of the Fe IX 171.1 Å and Mg IX 368.1 Å lines (top panel).
Count rates of the two lines (middle and bottom panels). The 171.1 Å line shows the strongest long-term gain
depression in the GIS. Error bars are shown for every fifth point.

The results reported in this paper provide the basis for a better calibration, which will be
made available via SolarSoft.
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Appendix

The Best GIS Lines

The lines in Table 5 were selected based on a combination of factors, including their location
on the detector and the count rate history.

Mathematical Description of Anode and Event Processing

The theoretical model underlying the way that the data maps into a spiral has not been
published in the generally available literature. In this section the basic derivation is outlined.
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Figure 13 Ratio (top) with the count rates of the Fe X 174.5 Å (middle) and Fe X 190.0 Å (bottom) lines. The
174.5 Å stronger line has been corrected for ghosting. Error bars are shown for every fifth point.

The insulating lines, drawn by laser, that divide the A, B , and C electrodes take the form
of damped sine waves. To describe them, we define the X-coordinate along the spectral
dispersion direction and have the electrodes interleave in a pattern A, B , C, A, B , C, A,

etc. along the Y -axis. Each set of A, B , and C has a fixed height Hp, called the pitch height,
and is identical in form. The electrodes of each kind (A, B , or C) are wire-bonded together.
There is thus no positional information along the Y -axis.

The equations governing the height derive from the laser-etched lines dividing the elec-
trodes.

The bottom line is constant in Y , and for each time the pattern repeats the position shifts
and is given by

y1(n) = nHp, (1)

while

y2 = y1(n) + Hp/3 + a(x) sin(ξ − π/3), (2)

y3 = y1(n) + 2Hp/3 + a(x) sin(ξ + π/3). (3)

Note that the upper limit of the top electrode is y1(n + 1), giving the total height of each set
being Hp and the angle ξ ranges from 0 to 10π .

The width of electrodes is

w(A) = y2 − y1(n), (4)
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Figure 14 Line ratios with the count rates in Fe XI lines seen in detector 1. The strongest Fe XI 180.4 Å line
shows significant LTGD after 2002 with the left three graphs showing the line ratio in the top panel and the
count rate in each line in the middle and lower panels; the weaker 188.2 Å line is displayed in similar fashion
in the right three graphs. The 188.2 Å line ratio shows small effects only after 2003. Error bars are shown for
every fifth point.

w(B) = y3 − y2, (5)

w(C) = y1(n + 1) − y3 = H + y1(n) − y3. (6)

The amplitude a varies linearly along the dispersion direction:

a(x) = a(0) + αξ. (7)

The extrema in the width are

w(B) = Hp/3 + √
3a(x). (8)

The number of cycles on the electrodes was set to be 5 in the X-direction. Let the total
length of the electrode be L; then we can define

ξ = 5(2π)(x/L) rad. (9)

The minimum amplitude a(0) was determined to be 45 µm and the maximum amplitude
was 85 µm , so α = (85 − 45)/10π µm /rad. The maximum width of the electrodes is thus
(390/3)+85 ≈ 215 ≈ (5/9)×390 µm . This factor is the maximum contribution from a flat
signal to one electrode and is used in the normalisation of the signals to use the full digital
range.
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Table 5 Prominent GIS spectral lines without ghost signature in their count rate history.

λ (Å) ID’s Log T [K]

168.3 Fe VIII (2) 5.8

171.1 Fe IX 5.8

173.0 O VI (3) 5.5

186.9 Fe XII (2) (bl Fe VIII, Si XI) 6.2

188.2 Fe XI (2) (bl Fe XII) 6.1

190.0 Fe X (bl Fe XI – XII) 6.0

202.0 Fe XIII 6.2

202.7 Fe XI (bl O IV, S VIII) 6.1

203.2 Fe XII 6.2

275.5 Si VII (2) 5.8

277.0 Si VIII (2) (bl Mg VII, Si VII) 5.9

416.2 Ne V 5.5

417.3 Fe XV 6.3

444.0 Mg IX (bl Fe XIV) 6.0

448.3 Mg IX 6.0

465.2 Ne VII 5.7

466.2 Ca IX 6.0

748.4 S IV 5.1

749.6 Mg IX 6.0

750.2 S IV 5.1

760.4 O V (2) 5.4

780.3 Ne VIII 5.8

Note. Numbers in parenthesis indicate self-blends; bl indicates a blend with lines from other ions; IIo indicates
a line in second order. Log T is the temperature of maximum ion abundance.

For any event, the average charge detected on any of the electrodes must be positive
and proportional to the width of the electrodes. For each count there are two independent
variables.

Let an event at some wavelength occur on the detector. The resulting charge cloud will
give measured charges that can be represented as A(:)w(A), B(:)w(B), and C(:)w(C).
The normalised charges are defined as A′ = A/Σ , B ′ = B/Σ , and C ′ = C/Σ , with
Σ = (5/9)(A + B + C). We are only interested in the mean position of the event along
the detector, i.e., as a function of x (or ξ ). The analysis by Breeveld (1996) deals with the
data space in detail, and the reader is referred there for a full discussion. We continue with
the transformations needed for data processing.

The instrument electronics will normalise the charges from the three electrodes, digitise
them, and output the measurement for two electrodes, i.e., A and B . Since 8-bit digitisation
is used, the range is 0 – 255.

We can recover C ′ from A′ and B ′ from C ′ = 460 − A′ − B ′. Now the following trans-
formations convert the data to a spiral in a plane:

X = (C ′ − B ′)/
√

(2), (10)

Y = (2A′ − B ′ − C ′)/
√

(6). (11)
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Redefining X and Y in polar coordinates will allow the mapping of a spiral over the data:

r =
√(

X2 + Y 2
)
, (12)

θ = arctan(y/x) = arctan
{[

2 − 3(A′ + B ′)
]
/
(√

(3)(A′ − B ′)
]}

. (13)

The general form of the spiral to fit the data is

r = k(θ + φ), (14)

with k the spiral expansion parameter, φ a zero point offset, and 0 < θ < ∞. With each new
arm the angle θ has increased by 2π .

It can be checked that θ is approximately proportional to ξ and periodically lags behind
to catch up completely with ξ for each multiple of π .

The whole area of the electrode is not used, since only part of the MCP front face is
illuminated by the slit. See Lang et al. (2000) for details. Typically the illuminated part is
50 × 16 mm, with the 50 mm being along the dispersion direction. This explains why only
4.2 cycles are seen in the raw data. Note that the use of 5.2 cycles was necessitated only
because of the ghosting problem; it does not map to further wavelengths.

The mapping from spectrum to pixel is based on the spiral equation, in that 4.2 (or 5.2)
cycles map to 2048 pixels, equally spaced in φ.

Minor wiggles in the spiral arms were observed during testing (Breeveld, 1996) to depend
on the ADC electronics gains and offsets. As a result, in modelling the spirals some of
the parameters used in the mathematical model can be changed, namely the gain on each
electrode and the multiplication factor for the sum signal. These parameters are part of the
gset used to build the onboard lookup table. The details of implementation can be found in
the SolarSoft routine view_raw.

The mathematical description of the electrodes has been shown to lead to the particular
data representation in the GIS, and we have established how to relate features in the data to
the hardware.
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