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Abstract. Some recent R-matrix and distorted-wave calculationsedmnpart of the UK APAP-
Network, are presented. They are focused on some ions iengddr the EUV and the X-rays, in
particular for the solar corona. A long-term and novel pcoge benchmark atomic data against
laboratory and astrophysical data is summarised, higtitiglmew plasma diagnostics. The various
ways in which the atomic data are made available to the varcmmmunities through e.g. the
CHIANTI and the VAMDC EU framework are also presented.
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INTRODUCTION

In astrophysics, high-resolution spectroscopy has edadugnificantly in the past sev-
eral years. More detailed observations are pushing thesneedeven more accurate
atomic data. The gratings on-board XMM-Newton and Chandsee [pushed the needs
for atomic data in the X-rays (1-50 A) and soft X-rays (50—AJ0n solar physics, most
missions have focused on extreme-ultraviolet (EUV) wawgiles, for example with the
Hinode EUV Imaging Spectrometer [EIS, see 1, SW: 166—-212\W&:; P45-291 A],
and the Solar Dynamics Observatory (SDO) Extreme ultravidariability Experiment
(EVE), which measures the solar spectral irradiance at 1sBlugion in the 50-380 A
and 350-1050 A spectral ranges [2]. Accurate and completeiatdata are needed also
to interpret broad-band solar imaging in the EUV (e.g. th&©OSA&imospheric Imaging
Assembly, AIA, with bands centred around 94, 131, 171, 193, 2and 335 A).

A substantial effort was consequently devoted in the pastyfsars to calculate and
benchmark new atomic data for coronal ions and EUV wavelen@ne of the aims of
the APAP (Atomic Processes in Astrophysical Plasnhég: //www.apap-network.org)
collaboration, a follow-up of UK Rmax, was the calculatidnetectron excitation and
radiative rates for a number of ions important for astroptsys

The atomic structure calculations are done using the thgr@anPAUTOSTRUCTURE
[3]. For the electron scattering calculation, we useRamatrix method [4, 5] in con-
junction with the intermediate frame coupling transforima{ICFT, see 6, 7].

Some of the calculations have been done for entire isoel@ctsequences. The work
on the F-like ions was published in [8], while that for the N ions was described
in [9]. For the Ne-like [10], a large-scale calculation wiz@9 levels close-coupling ex-
pansion was done. The calculation for the Li-like [11] ideetronic sequence included
core- and valence-excitations. The new calculations dftelude more configuration



interaction than previous ones, and for many ions are thtesfich calculations.

Specific work on some ions has also been done. For exampl&ithenodel ion
was improved with new excitation data, calculated with géascale model. Some new
lines have been identified with these resultant excitatiata flL2]. The Fiv model
ion was also improved over previous calculations by [13§ ahowed inconsistencies
between the theoretical and experimental cross-sectiantheeshold. New atomic data
for Fevil [14], Feviil [15], Feix [16], Fex, [17], Fexi [18], FexiI [19], Fexin [20]
have been produced. All the above ions are emitting mostediities in the Hinode/EIS
wavelengths. All the APAP data are directly or indirectlgluded in a wide range of
atomic databases and used by most of the astrophysics catresLn

Transitions from higha (n= 4,5, 6, 7) states of iron and other elements are observed
in the X-rays and soft X-rays, but little atomic data haverbaeailable. At Cambridge,
we are currently calculating atomic data for a range of iomsiusing a new development
of theAUTOSTRUCTURECco0de, described in [21] to obtain collisional and radiatie¢a
for levels up ton= 7. The code uses the Breit-Pauli distorted wave approackiféfieds
fundamentally from the well-known UCL-DW code.

CHIANTI

The CHIANTI (www.chiantidatabase.org) atomic database and associated programs
[22] has become so successful (over 1000 citations) bedanstudes observed wave-
lengths, and all the necessary data to calculate line antincomm emissivities in a
transparent and user-friendly way. All the atomic data aseased (within a published
manuscript) and extensive references to the original ssucgiven. This is a funda-
mental issue for the survival of atomic physics calculai@mfortunately, most atomic
calculations are not properly referenced in the litergturée further inclusion of ba-
sic CHIANTI atomic data into further databases or modelingles (e.g.: XSTAR,
ATOMDB, XSPEC, ISIS, PINTofALE, CLOUDY, MOCASSIN) makes éhproblem
worse.

The fundamental CHIANTI data include wavelengths, traosifprobabilities and
spline fits [in the scaled domain of 23] to Maxwellian-avexdgelectron collision
strengths. In version 6 [24], new ionization and recombamafradiative and dielec-
tronic) rates have been included. We are currently in theqa® of designing a new
format for the CHIANTI database and new software to overcear®us current limita-
tions. This will be implemented in version 8. The next vensid25] includes important
updates for a range of ions, mostly for the EUV.

There are other ways in which atomic data are being madesél@ilBasic atomic data
and derived products were made available to the Virtual @asary via the VOTADA
project (G.Del Zanna) and Astrogridht{p://www2.astrogrid.org/) (UK funded). The
Virtual Atomic and Molecular Data Centre (VAMDC, seswv.vamdc.eu) has adopted
a similar approach, aiming at building an interoperablefeastructure for the exchange
of atomic and molecular data. VAMDC involves 15 adminisi@fpartners represent-
ing 24 teams from 6 European Union member-states, Serl@aRkRtissian Federation
and Venezuela. Existing databases (e.g. CHIANTI) have begtuaded into relational
databases and linked within an infrastructure tuned togfjgirements of a wide variety



of users in academic, governmental, and industrial comti@sni

BENCHMARK METHOD

Since 2003, | have embarked in a long-term project of bendkimgatomic data. All
previous identifications and atomic calculations have lreeiewed and assessed using
the following method [see 17, for details]:

« find the best target and run atomic structure calculatiomguBJPERSTRUCTURE
[26, 27]. Build a model ion that includes the most importamtfigurations, apply-
ing semi-empirical adjustments (e.g. Term Energy Coroastito the LS energies)
when needed.

+ Use published excitation rates or calculate them with thred®rix codes, using the
best target.

« Calculate the level populations by including all the impottcascading and exci-
tation processes.

« Use a variety of sources of experimental data, calibratddpandently from the
atomic data.

« Try to identify all the brightest lines for each ion spannihg broadest spectral
range.

« Compare both calculated and observed wavelengths anateresities. Transition
probabilities are also benchmarked with lifetimes meatswigh beam-foil spec-
troscopy.

The line intensities are compared in different regimes (temsities typical of the
quiet solar corona and high-densities typical of labogaspectra), using the 'emissivity
ratio’ method, whereby the observed intensity of a line \gd#id by its emissivity:
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calculated at a fixed electron temperatlig€or densityNg) and plotted as a function of
the densityNe (or temperaturdy). lgp is the observed intensity in the line. The scaling
constanC is chosen so the curves are close to unity. The same constenbsen for
each dataset. If there is agreement between theory andvabees, all theFj; curves
should either overlap or cross for nearly isodensity anthesonal plasmas. This allows,
in one single plot, to assess at once for a group of lines haal gbserved vs. theoretical
intensities are, hence assess the accuracy of the atoroudatains.

Various authors use some form of emission measure modétlingsess blending of
spectral lines. For example, the integrated line intercaty be written as:

|(Aji) = ANeNHA(X)G(Ne,T,Aj7i)dh )

whereG(Ne, T, Aj i) is thecontribution function, Ny, Ne are the hydrogen and electron
number densities, and the integral is on the line of sihtA(X) is the elemental



abundance. If the plasma has a continuous distributiorffereintial emission measure
DEM(T) = NeNHS'—T can be defined, and spectral line intensities can then beastil
1(Aif) :A(X)/ G(T) DEM(T) dT 3)
T

However, large (and still unexplained) discrepancies aesent in the emission mea-
sures of lines from different ions formed at similar temparas. For a review of the
various and often ignored complexities see [28].

With the new benchmark method, a large number of new linesaedyy levels have
been identified and given uncertainties. The best line sdto density or temperature
diagnostics are highlighted. The benchmark method alsdymed the discovery of
several new diagnostic line ratios to measure electroniienand temperatures.

A large number of wavelengths have also been revised. Initérature, the most
common reference values are e from the National Instituteceénce and Technology
(NIST) Atomic Spectra Database. This is largely a commlativhich relies on original
identifications and wavelength measurements performeéi6@’s and 70’s (or earlier),
and they do not always provide the best values.

EIS was radiometrically calibrated on the ground [29] withe@curacy of about 20%,
and can provide wavelengths with an accuracy of about 5 mdsecto the best ever
achieved, by [30] who provided a whole-Sun spectrum in th@ 7280 A range with
excellent resolution (0.06 A). EIS can also provide spitisdsolved monochromatic
images which are extremely useful to identify the approxexfarmation temperature
of each spectral lines which is a fundamental aid in the ifleation process [approx-
imately half of the spectral lines still remain unidentifiedIS is therefore well-suited
for benchmarking atomic data. [31] provided an extensisedrf lines observed with
Hinode/EIS, but line identifications were not substantat&h a quantitative analysis.

The benchmark for Feil, Feix [32], Feviil [15], Fexi [33], Fexiil [34] has recently
been done using Hinode/EIS spectra. The benchmark gf[E&] and Fexil [35] was
done with limited experimental data before Hinode was |aedc A review of the
main flare lines was given in [36], while a complete review efxFIl lines, with new
identifications was given in [37]. An atlas of all the speltires emitted below 1 MK
was provided in [32], while a full list of all the coronal linéhas been given in [38],
where all the coronal ions have been benchmarked.

Examples. Fexi and Fexviil

After six years of benchmark work on the ions along the S4i&quence, the myster-
ies about some among the strongest lines iRIFeve been unveiled. Thrde=1 levels
in the 3% 3p> 3d electron configuration give rise to strong lines in the E&Péctrum
and their energies and identifications have been the sofirmeah confusion in the lit-
erature. All previous atomic calculations produced digareies of factors 2-3 for these
lines. A new R-matrix scattering calculation for electrailisional excitation of FeI
by [18] has finally brought agreement, and allowed the firnrmidieation of most of the
32 3p°® 3d levels and of new temperature diagnostics [33].



Emissivity ratio

Fexviil produces, in the X-ray and extreme ultraviolet, L-shalH2,3,4 — 2)
spectral lines which are among the brightest ones. Theralhays been a discrepancy
of factors 2-3 between observed and predicted intensitiethe very bright 8 — 2p
transitions. The first large-scale R-matrix scattering@i@tions of [39] have finally
resolved this puzzle. In this case, it turned out that theceidf the resonances was very
important. A benchmark work [40] showed excellent agredrbetween observed and
predicted intensities for the first time. Also, it provideemwnimportant diagnostics to
measure electron temperatures and densities.

Capella = Fe XVIll = DW, ‘ . Capella — Fe XVIII — Rmatrix
10 B T 1,=1410 (1-31N\14.203 A+1-20,14.208 A) 3.0 23% T: 1,=1410 (1-56,14.204 A+1-55,14.209 A)
2: 1,=486 (1-24,15%2 A) 2: 1,,=4886 (1-9,15.62 A) |
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FIGURE 1. The emissivity ratio curves for the strongestX®eil X-ray lines. Left, previous DW
calculations; right: first R-matrix calculations.

Fig. 1 shows the emissivity ratio curves using the R-magsuits (right) and spectro-
scopic observations by Chandra of Capella [41]. The cunessect at loJ [K] =6.65,
meaning that the line intensities can be explained, to witdwapercent accuracy, by
an isothermal plasma at a temperature well below that of pbakdance in ionization
equilibrium (T[K] =6.85). On the other hand, previous distorted-wave (CAf@mic data
[42] show a very large discrepancy.
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