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Abstract. Recent scattering calculations for Fe are benchmarked against laboratory and astrophysical observations. The
collisional data are supplemented by radiative data obtained with empirical adjustments that take into account observed wave-
lengths. All previous line identifications and energy levels are reviewed and assessed in light of these new calculations. Most of
the previous identifications, in particular of the astrophysically-important spectral lines are confirmed. However, some identifi-
cation are rejected or questioned, and new ones proposed. The agreement between theoretical and experimental data in terms
of wavelengths, line intensities and level lifetimes is very good. Observations of Fe L-shell emission lines provide a great
opportunity to directly measure electron temperatures for a wide range of astrophysical sources. Examples from solar (SMM,
SOLEX) and stellar (Chandra, EUVE) observations are provided.
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1. Introduction

This paper is one in a series which aims to provide atomic data
for the analysis of astrophysical spectra and assess their accu-
racy. The approach is practical since it focuses on the lines that
are predicted to be the brightest ones in a wide range of astro-
physical conditions, and on their potential use for instrument
calibrations and plasma diagnostics. For a description of the
methods and goals see Paper I (Del Zanna et al. 2004).

In a recent paper, Chidichimo et al. (2005) produced col-
lision strengths for excitations to the n = 2, 3, 4 levels in
Fe. These were R-matrix calculations done as part of the
IRON Project1. The collision strengths within the n = 2 com-
plex revise those published by Chidichimo et al. (1999).

Fe n = 3, 4 → 2 (L-shell) spectral lines fall in the
6–13 Å spectral range, which is densely packed with hundreds
of transitions from different ionization stages of Iron. It is no
surprise that a large number of lines are either unidentified or
have a questionable identification (for solar spectra, see for ex-
ample the spectral line list in Phillips et al. 1999).

� The full set of energies (cf. Table 2), wavelengths and A-values
(cf. Table 3) are available in electronic form at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/432/1137.
�� Current address: MSSL, University College London, Holmbury
St. Mary Dorking Surrey RH5 6NT UK.
��� Permanent address: Department of Applied Mathematics,
University of Waterloo, Waterloo, Ontario N2L 3G1, Canada.

1 See http://www.usm.uni-muenchen.de/people/ip/
iron-project.html for a list of publications.

Fe L-shell lines are prominent in solar flare spectra
(see, e.g., Neupert et al. 1967), and in laboratory plasmas (see,
e.g., Boiko et al. 1978). In recent years, high-resolution XUV
spectroscopic observations by the Chandra and XMM-Newton
satellites, have also shown that a vast number of astrophysical
sources produce Fe L-shell emission. An early study by
Bhatia & Mason (1981) indicated that some of these lines had
a temperature sensitivity.

The main purpose of this work is to re-assess the line iden-
tifications and energy levels in light of these new scattering cal-
culations, and to explore the density and temperature diagnos-
tic possibilities. Section 2 describes the experimental data that
we adopted for the benchmark. Section 3 describes the pro-
cedures we adopt to build our ion model and the benchmark
method. Section 4 presents the results, while Sect. 5 draws the
conclusions.

2. Laboratory, solar and astronomical data

The first observations of Fe lines in solar flares were made
with the OSO-III satellite in the 1.3−20 Å region and were re-
ported by Neupert et al. (1967). They contained n = 3, 4 → 2
L-shell spectral lines. In the following years, a large num-
bers of papers on further solar observations and on labora-
tory spectra have been published. Doschek et al. (1972) iden-
tified a few Fe and one Fe n = 4 → 2 transitions
at λ � 8 Å from OSO-6 solar spectra, while Doschek et al.
(1973) provided a more extended line list including Fe
n = 3→ 2 lines also recorded by OSO-6. Neupert et al. (1973)
presented OSO-5 spectra of solar flares in the 6−25 Å region,
while Kastner et al. (1974) reported the first solar flare spectra



1138 G. Del Zanna et al.: Benchmarking atomic data for astrophysics: Fe

containing the n = 2 → 2 L-shell iron emission, in the
66−171 Å range from OSO-5. Fe L-shell lines are very
important for plasma diagnostics because the line ratios depend
only on temperature and not on density. The reason for this is
that even solar flare densities are significantly lower than the
low-density limit (1014 cm−3) at which the upper level popula-
tions start to become significant compared to the ground level.

Early laboratory spectra containing some Fe lines
were the Iron spark spectra of Feldman & Cohen (1968) and
Cohen & Feldman (1970) in the 10−18 Å region, and the vac-
uum spark spectra of Swartz et al. (1971) in the 8−18 Å region.
The spectral resolution of these early instruments was not suf-
ficient to resolve most of the lines, and many identifications of
“flare lines” were very uncertain. Strong blending with lower
ionization stages was also a problem.

The breakthrough came with the use of laser spectra.
Fawcett & Hayes (1975) used laser spectra to propose the iden-
tification of several n = 3 → 2 Fe lines. Many more ten-
tative identifications of n = 3, 4→ 2 lines have been performed
using excellent laser spectra by Boiko et al. in a series of pa-
pers (see the review in Boiko et al. 1978). These identifications
were further revised and extended by Bromage et al. (1978) and
Fawcett et al. (1979), also using laser spectra.

The Boiko et al. (1978) laser spectra are still the best in
terms of spectral resolution over a large wavelength range,
and accuracy of wavelength measurements. We will normally
adopt their wavelengths. These spectra were from a plasma
obtained using Nd-glass laser emission focused on flat target
surfaces with pulses of half-width of �2 ns and radiation den-
sity �1014 W/cm2 (see references in Boiko et al. 1978 for de-
tails). The spectrograph contained a bent mica crystal and had
an average spectral resolution of �0.002 Å. The spectra were
recorded on film. Boiko et al. (1978) provided approximate
line intensities. The intensities were corrected for the film re-
sponse and the filter absorption, but not for the reflectivity of
the mica crystal, hence only those lines close in wavelength
can be directly compared with some reliability. No estimates on
the uncertainties were provided. This plasma had typical den-
sities of the order of 1018−1020 cm−3 and temperatures up to
a few 107 K. The plasma is quickly excited to these high tem-
peratures, and emission from the highest ionization species is
dominant. Excitations occur to highly excited states. These, in
turn, can increase the lower level populations by radiative cas-
cades. At such high densities, many lower levels become signif-
icantly populated and many line ratios become highly density-
sensitive, while temperature effects become less important.

All past identifications were largely based on relative
gf values and wavelength coincidences. Studies along the iso-
electronic sequence help a great deal, but have been limited.
Fawcett & Hayes (1975) and Boiko et al. (1978) provided mea-
surements along the Be-I sequence (from K to Ni), but only ten-
tatively identified a few transitions. Bromage et al. (1978) pre-
sented additional spectra of V while Fawcett et al. (1979)
studied Ni. Further studies of Fe and ions in the
Be-I sequence were performed by Spector et al. (1980) and
Burkhalter et al. (1985), again using laser spectroscopy, but
these measurements were sparse and many line identifications
were contradictory.

Further solar flare observations were reported by McKenzie
et al. (1980, 1985) and recorded by the SOLEX spectrometers.
The spectral resolution was much higher than previous solar
spectra, but still below the resolution of the laboratory spectra.
The wavelength measurements turned out not to be very ac-
curate, and line intensities were only approximately calibrated
in the first paper. A further improvement in terms of resolu-
tion was achieved with the flat crystal spectrometers (FCS)
on-board the Solar Maximum Mission (SMM). Phillips et al.
(1982) reported excellent FCS spectra in the 6−19 Å range,
containing n = 3 → 2 lines. Another excellent SMM/FCS so-
lar flare spectrum, this time with n = 4 → 2 calibrated line
intensities, was published by Fawcett et al. (1987). The main
limitation of all the above-mentioned solar spectra was the fact
that the recording of the spectral range was not simultaneous.
The wavelength range was scanned as the flare progressed and
line intensities were changing. Therefore, only the intensities
of lines close in wavelength can reliably be compared.

A tokamak spectrum in the 7−9 Å region of excellent spec-
tral resolution was published by Wargelin et al. (1998), along
with a list of identifications. Unfortunately, no line intensities
were provided. Recently, Electron Beam Ion Trap (EBIT) spec-
tra containing the few brightest n = 3 → 2 lines have been
published by Brown et al. (2002). The advantage of the EBIT
spectra is the presence of lines formed only at low densities
and from a restricted range of ions. The limitation of the EBIT
spectra is the poor spectral resolution and signal-to-noise, to-
gether with the lack of a radiometric calibration.

In the last few years, the gratings on-board the Chandra and
XMM-Newton satellites have shown that a large variety of as-
trophysical sources emit strong Fe lines. The Chandra and
XMM spectra are of particular relevance because line emis-
sion is simultaneously recorded across the entire spectral re-
gion. Also, a relatively good radiometric calibration is now
becoming available (however, inconsistencies between spec-
tra recorded simultaneously by different instruments are still
present). The spectral resolution of the Chandra high-energy
transmission grating (HETG) spectra is similar to the best solar
ones, and many lines can be resolved. A large number of papers
with line lists from various sources have been published. A few
examples are selected here.

3. The benchmark method

The benchmark method, described in Del Zanna et al. (2004),
and also applied in a number of cases (Storey et al. 2005;
Del Zanna & Mason 2005), is only summarised here.

We assume steady-state collisionally-ionised optically-thin
emission in a plasma with electrons having a Maxwellian dis-
tribution. The assumptions on the Maxwellian electron distri-
bution and on the steady-state ion level populations are nor-
mally adopted throughout the literature. They are reasonable
for the type of plasma we consider, given its high electron den-
sity and the very short time-scales for the electron-electron and
electron-ion collisional processes (compared to the other rele-
vant processes). For example, the e-e relaxation time (Spitzer
1962) for the laser plasmas considered here is of the order
of 10 ps, i.e. more than two orders of magnitude lower than
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the typical laser pulse width. Also, the lifetimes of the ex-
cited states are much shorter than the timescales over which
the plasma conditions varied. The characteristic time of the
changes in the plasma state can be estimated as the ratio of the
radius of the focusing spot (�100 µ) to the gas expansion ve-
locity (�107 cm/s), i.e. is of the order of 1 ns. The assumptions
of steady-state optically-thin emission were used, among oth-
ers, by Doschek et al. (1975) to interpret emission from a laser
beam with a 0.9 ns pulse, and even by Feldman et al. (1976)
who considered laser spectra of shorter durations (<0.5 ns).

For faster laser beams, time-dependent effects and non-
Maxwellian distributions need to be considered, and indeed
have been observed/studied using spatially- and time-resolved
spectroscopy (see, e.g., Matte et al. 1994, for an example; there
is an extended literature on the subject).

The assumption of optically-thin emission is also often
adopted in the literature, however in the laser plasmas the
stronger lines (e.g. the resonance transitions of the H I- and
He I-like ions) are usually optically thick, and the optical depth
needs to be measured/estimated. For solar flare spectra, no clear
indications of optical depth effects are normally found.

Another approximation that is often adopted when inter-
preting both laser and solar flare spectra is that one of ioniza-
tion equilibrium. The standard assumption is that electron den-
sities are so high that ionization/recombination times are short.
At laser plasma densities (1020 cm−3) the ionization times are,
however, much higher than the gas-dynamic and pulse width
timescales, and therefore the plasma is not in ionization equi-
librium. Indeed diagnostic techniques involving the satellite
lines of the H I- and He I-like ions have been used to measure
the ionization state of the plasma. In case of solar flares, de-
partures from ionization equilibrium have also been observed.
However, results have been somewhat contradicting, and the
question as whether ionization equilibrium is a valid assump-
tion (and if the current ionization/recombination rates are cor-
rect) remains open (cf. the review of Doschek 1990). It is there-
fore not appropriate to use e.g. emission measure techniques to
infer the temperature distribution of these plasmas.

The benchmark method is composed of four steps (see
Paper I for details). The first step is to complement the colli-
sional rates with a set of A-values (spontaneous transition prob-
abilities A ji from the upper level j to the lower level i), calcu-
lated with the SUPERSTRUCTURE program (SS, see Eissner
et al. 1974; Nussbaumer & Storey 1978). The program cal-
culates electric dipole and quadrupole (E1, E2), and magnetic
dipole and quadrupole (M1, M2) probabilities. The second step
is to calculate the fractional population Nj(Ne, Te) of level j
(relative to the total number density of the ion), as a function
of electron temperature Te and density Ne.

The third step is to find which transitions have the bright-
est theoretical intensities at different density and temperature
regimes, to search all the available observations for possible
identifications, and to compare calculated and observed Iob in-
tensities. The latter is done by plotting the “emissivity ratio
values”

F ji(Ne, Te) = C
IobNe

Nj(Ne, Te) A ji
(1)

calculated at a fixed temperature Te = T0 (or at a fixed density
Ne = N0) as a function of the electron density Ne (or tempera-
ture Te).

With this method we simply consider the ratio of the ob-
served intensities with the theoretical ones, which are propor-
tional to NjA ji. The proportionality constant C (which depends
on various factors, such as the amount of emitting plasma, the
ion abundance, the element abundance, the radiometric calibra-
tion or units adopted) is chosen so that the emissivity ratios are
close to unity. The constant is fixed for each dataset. In this way,
the plots provide a direct measure of the relative uncertainties.

For spectral lines that have the same density (or tempera-
ture) dependence, the ratio curves should overlap, if agreement
between theory and observation holds. In the case of spectral
lines that have different density (or temperature) dependence,
the lines will intersect around a value which is the average den-
sity (or temperature) of the emitting plasma. We note that in a
general case the F ji(Ne, Te) surfaces for different spectral lines
should be considered. However, as discussed below, the two-
dimensional approach is a good approximation for the plasmas
and the objectives considered here.

We also note that the plasmas considered here are normally
multi-thermal and multi-density. Furthermore, that the plasma
temperature and density vary not only as a function of space
but also of time, so the values obtained are space- and time-
averages. In the studies of solar flare plasmas, this is a well-
known problem that applies to any measurement, including the
most accurate ones that involve the use of the satellite lines
(see, e.g. Doschek & Feldman 1987). For laser plasmas, the
situation is considerably better, since spatially- and temporally-
resolved spectroscopy is available. Detailed studies (see, e.g.
Boiko et al. 1975; Boiko et al. 1979) have shown that the tem-
perature is relatively constant across the emitting region, and
that the emission from different ions is not strictly co-spatial.
In the central core of the focusing spot temperatures are higher,
of the order of 107 K. The measured values refer to an average
during times of peak radiation and in the region of maximum
brightness.

Interestingly, if the F ji curves do intersect (as they often
do, see below), then they provide a strong evidence in favour
of the plasma being iso-density (or iso-thermal). In any case,
we would like to stress that the present method is applied here
not to derive accurate values of densities (or temperatures), but
to re-assess the identifications and the presence of blends using
line intensities, and not simply gf values. Also, to identify the
best lines that can be used for plasma diagnostics.

The fourth step is to identify the blends whenever possible,
and define the observed energy levels Eobs (with their uncer-
tainties, based on uncertainties in the observed wavelengths)
using the identified transitions (normally the brightest lines).
Then, apply the “term energy correction” (TEC) procedure
(see, e.g. Zeippen et al. 1977; Nussbaumer & Storey 1978)
within SUPERSTRUCTURE. Empirical corrections to the LS
energies are used to modify the non-relativistic Hamiltonian
matrix, which is then used together with the Breit-Pauli rela-
tivistic correction to solve the eigenvalue problem and obtain
empirically-adjusted fine-structure energies, ESS. The adjusted
energies ESS are then compared to the observed energies Eobs.
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Table 1. The configurations used to calculate the energy levels and the
radiative data.

c1: 2s2 c2: 2s 2p c3: 2p2 c4: 2s 3s
c5: 2s 3p c6: 2s 3d c7: 2p 3s c8: 2p 3p
c9: 2p 3d c10: 2s 4s c11: 2s 4p c12: 2s 4d
c13: 2s 4f c14: 2p 4s c15: 2p 4p c16: 2p 4d
c17: 2p 4f c18: 3s2 c19: 3s 3p c20: 3s 3d
c21: 3p2 c22: 3p 3d c23: 3d2 c24: 3s 4s
c25: 3s 4p c26: 3s 4d c27: 3p 4s c28: 3s 4f
c29: 3p 4p c30: 3d 4s c31: 3p 4d c32: 3p 4f
c33: 3d 4p c34: 3d 4d c35: 3d 4f c36: 4s2

c37: 4s 4p c38: 4s 4d c39: 4p2 c40: 4s 4f
c41: 4p 4d c42: 4p 4f c43: 4d2 c44: 4d 4f
c45: 4f2

Note that the mixing between fine-structure levels can substan-
tially change once semi-empirical adjustments to the energies
are applied.

We then repeat the procedure, in order to identify all the
spectral lines that should be observable, and to provide a set of
best wavelengths for all the lines in the model ion. At the end of
the iterative procedure, a set of best energies Ebest is provided.
These energies are the adopted observed energies, whenever
available, and the adjusted ESS values otherwise.

4. Results

Table 1 lists the set of configurations we adopted to calculate
the radiative data. All the single and double excitations within
n = 2, 3, 4 configurations are included, for a total of 45 con-
figurations, 173 LS levels. We ran various tests, doubling the
configurations by also including configurations up to n = 7, but
noticed only small effects on the lower n = 2, 3, 4 levels. TEC
were applied to many levels, using the identifications and the
observed energies. For the levels for which no observed energy
could firmly be established we applied an energy correction be-
tween 7000 and 11 000 cm−1 based on the corrections applied
to levels of the same configuration.

Table 2 presents a summary of our recommended observed
energies (or adjusted ESS values), with details about level mix-
ing and comparisons with the energies available from NIST.
A few levels have obviously been misidentified. For example,
levels 17,18,19 (3DJ) are pure and the energies recommended
by NIST are not consistent with the fine-structure splittings of
these levels. The same applies to the mixed 2p 3d 3DJ lev-
els. The levels 2p 3s are uncertain, but the values in NIST
indicate a 50 000 cm−1 difference compared to the predicted
energy, based on the energies of the other configurations.

The gf values (cf. Table 3) of some transitions are very sen-
sitive to the level energies and mixing. Our values are in excel-
lent agreement with those independently obtained by Fawcett
(1978, 1984, 1985) also using semi-empirical adjustments.

Once the energies have been assigned, we have calcu-
lated the A values2, by using our best energies. These values,
as expected, compare well with those available in the literature

2 The set of A values will be available in electronic form at CDS.

(cf. Table 3 with comparisons with the values available in
NIST).

The lifetimes of a few levels have been measured and these
values are in excellent agreement with our predicted values as
shown in Table 4. Note that our values are in slightly better
agreement with observations, compared to the values obtained
by the use of AUTOSTRUCTURE without any semi-empirical
adjustments (Chidichimo et al. 2005) and those calculated by
Safronova et al. (1999) using relativistic many-body perturba-
tion theory (however they only included n = 2 levels).

We have then solved the stationary level balance equations
by using our A values and the effective collision strengths of
Chidichimo et al. (2005) for excitations up to n = 4 lev-
els. Table 5 shows the fractional level populations Nj of the
lowest levels. It can be seen that, at laser plasma densities
(1019 cm−3), some of the lower levels become significantly
populated. Knowing the level populations, we have then been
able to compare the theoretical line intensities with the experi-
mental ones, to aid the identification process.

In what follows we provide some details about the line
identifications. Table 6 provides a summary list of all the lines
that we predict to be brightest at low and high densities, with
a list of identifications. The second and third columns give
the relative intensities of the brightest lines calculated at 1012,
1019 cm−3, i.e. in the low-density limit (astrophysical plasmas)
and at the densities typical of laser plasmas. In fourth column
we list the wavelengths calculated from our best energies Ebest;
in fifth column what we believe to be the best observed wave-
lengths λobs. In the following two columns, we indicate some
of the previous identifications and whether or not they are con-
sistent with ours. We note that most published line lists con-
tain a number of incorrect identifications, some of which are
discussed here. The complexity of the line identification is ob-
vious by looking at the large number of contradicting identifi-
cations found in the literature. Another complication is the fact
that the contamination from lines of other ions is almost unique
for each observation. Blending of lines is often not taken into
account in the literature.

One positive result is that all the brightest lines in the two
different density regimes have been observed. All the lines ob-
served in the low-density limit have also been observed in lab-
oratory plasmas, hence we have normally adopted laboratory
wavelengths for these lines. We note, however, that wavelength
measurements are often not consistent.

4.1. n = 2 → 2 transitions

n = 2 → 2 transitions fall in the EUV spectral range. They are
very important because accurate measurements of their wave-
lengths constrain the energies of the levels of the lower 2s 2p
and 2p2 configurations. In turn, these are important because
many n = 3→ 2 transitions decay into these levels.

Kastner et al. (1974) were the first to identify in solar flare
spectra the 1−5 resonance line observed at 132.83 Å. This line
is the dominant one in the EUV spectra of solar flares (and of
active stars, see for example the EUVE spectra in Monsignori
Fossi et al. 1996), but it is blended with an Fe line. However,
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Table 2. The details of the most important configurations in Fe (only the most significant n = 4 levels are shown; the full Table is available
in electronic form). The percentage of level mixing (>10%) is indicated in second column. Ebest indicates the best energies (cm−1) which we
propose in this work. The uncertainties in the energies reflect the estimated errors in the wavelength measurements. Levels with uncertain
identification are assigned an uncertainty of 5000 cm−1, an estimate based on the comparisons between the observed energies and the values
computed ab initio. The other columns indicate the differences between our Ebest and the energies from NIST ENIST, the collisional calculations
ECC, and the adjusted SS values ESS. Levels are ordered according to the energies ECC from the scattering calculations.

i Configuration (% purity) Term Ebest Ebest−ENIST Ebest−ECC Ebest−ESS

1 2s2(95%) 1Se
0 0.0 ± 0 0 +0 0

2 2s 2p(99%) 3Po
0 348 100.0 ± 800 −80 +2393 +230

3 2s 2p(97%) 3Po
1 379 125.0 ± 10 −5 +1432 +164

4 2s 2p(99%) 3Po
2 471 768.0 ± 10 −12 +2647 −146

5 2s 2p(97%) 1Po
1 752 410.0 ± 100 −430 −4029 −157

6 2p2(93%) 3Pe
0 956 100.0 ± 500 0 +2129 +836

7 2p2(99%) 3Pe
1 1 027 200.0 ± 500 0 +4005 +787

8 2p2(73%) +9(26%) 3Pe
2 1 071 700.0 ± 500 0 +31 +306

9 2p2(73%) +8(26%) 1De
2 1 204 200.0 ± 500 0 −936 −975

10 2p2(89%) 1Se
0 1 422 600.0 ± 800 −400 −4489 −346

11 2s 3s(98%) 3Se
1 8 913 200.0 ± 2000 19 200 −6191 −3

12 2s 3s(97%) 1Se
0 8 975 300.0 ± 1000 – −15 841 −7

13 2s 3p(62%) +15(33%) 3Po
1 9 076 060.0 ± 1000 60 −9648 +688

14 2s 3p(98%) 3Po
0 9 075 227.0 ± 5000 – −10 572 0

15 2s 3p(57%) +13(35%) 1Po
1 9 107 500.0 ± 1000 500 −8552 −128

16 2s 3p(98%) 3Po
2 9 112 000.0 ± 2000 – −7424 +450

17 2s 3d(97%) 3De
1 9 198 400.0 ± 2000 −600 −10 950 +1031

18 2s 3d(98%) 3De
2 9 200 000.0 ± 3000 −9000 −14 241 −2453

19 2s 3d(99%) 3De
3 9 211 300.0 ± 2000 −700 −10 669 +695

20 2s 3d(97%) 1De
2 9 272 500.0 ± 2000 −500 −13 635 −28

21 2p 3s(98%) 3Po
0 9 348 070.0 ± 5000 53 070 −10 861 0

22 2p 3s(82%) +25(13%) 3Po
1 9 365 642.0 ± 5000 – −11 236 0

23 2p 3p(67%) +27(28%) 3De
1 9 458 199.0 ± 5000 3199 −8828 0

24 2p 3s(98%) 3Po
2 9 476 500.0 ± 3000 – −3051 +3874

25 2p 3s(77%) +22(16%) 1Po
1 9 518 800.0 ± 3000 48 800 −8653 −85

26 2p 3p(83%) 3De
2 9 524 000.0 ± 1000 0 −8026 −465

27 2p 3p(27%) +23(19%) +30(25%) +33(26%) 1Pe
1 9 525 633.0 ± 5000 – −7578 0

28 2p 3p(88%) +44(10%) 3Pe
0 9 544 996.0 ± 5000 – −11 834 0

29 2p 3d(77%) +39(19%) 3Fo
2 9 583 144.0 ± 5000 – −7710 0

30 2p 3p(46%) +23(11%) +27(36%) 3Pe
1 9 615 925.0 ± 5000 – −5665 0

31 2p 3p(99%) 3De
3 9 623 400.0 ± 1000 −600 −3804 +293

32 2p 3d(78%) +40(13%) 3Fo
3 9 624 600.0 ± 1000 −400 −9504 −2112

33 2p 3p(64%) +30(27%) 3Se
1 9 640 640.0 ± 5000 – −5515 0

34 2p 3d(27%) +39(33%) +41(30%) 3Do
2 9 637 500.0 ± 3000 −500 −9234 −2177

35 2p 3p(62%) +26(14%) +37(22%) 3Pe
2 9 643 700.0 ± 2000 −300 −6343 +463

36 2p 3d(69%) +42(16%) +46(13%) 3Do
1 9 663 000.0 ± 3000 26 000 −3720 +4435

37 2p 3p(67%) +35(30%) 1De
2 9 708 000.0 ± 1000 −1000 −4806 +154

38 2p 3d(99%) 3Fo
4 9 719 900.0 ± 2000 – −1989 +1625

39 2p 3d(42%) +29(14%) +34(32%) 1Do
2 9 728 150.0 ± 3000 150 −4037 +45

40 2p 3d(75%) +32(18%) 3Do
3 9 753 000.0 ± 2000 4000 −4889 −840

41 2p 3d(56%) +34(37%) 3Po
2 9 772 700.0 ± 2000 19 700 −4447 −861

42 2p 3d(75%) +36(22%) 3Po
1 9 773 832.0 ± 5000 – −3995 0

43 2p 3d(98%) 3Po
0 9 776 004.0 ± 5000 – −4118 0

44 2p 3p(86%) +28(11%) 1Se
0 9 786 485.0 ± 5000 – −6166 0

45 2p 3d(86%) +40(10%) 1Fo
3 9 829 000.0 ± 4000 −1000 −11 612 −2041

46 2p 3d(84%) 1Po
1 9 844 520.0 ± 5000 16 520 −5716 0

the contribution from Fe can be calculated accurately since
other unblended Fe lines are observed nearby, at 118.68,
121.84 Å. Various different wavelength measurements of the
1−5 transition exist in the literature. We note that the vari-
ous solar measurements are inconsistent, when uncertainties

are considered. It is well-known that during solar flares, in
particular in the impulsive phase, the flare lines become blue-
shifted. It is therefore possible that the solar flare measurements
were affected. We therefore adopt the laboratory measure-
ment of 132.906 ± 0.005 obtained by Sugar & Rowan (1995),
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Table 2. continued.

i Configuration (% purity) Term Ebest Ebest−ENIST Ebest−ECC Ebest−ESS

47 2s 4s(99%) 3Se
1 11 955 378.0 ± 5000 – −17 747 0

48 2s 4s(98%) 1Se
0 11 980 800.0 ± 2000 – −15 429 −7

49 2s 4p(99%) 3Po
0 12 021 399.0 ± 5000 – −14 649 0

50 2s 4p(84%) +52(15%) 3Po
1 12 026 500.0 ± 3000 – −11 253 +2971

51 2s 4p(99%) 3Po
2 12 037 223.0 ± 5000 – −12 358 0

52 2s 4p(83%) +50(15%) 1Po
1 12 044 000.0 ± 5000 0 −10 558 +312

53 2s 4d(99%) 3De
1 12 073 000.0 ± 2000 0 −14 052 −1307

54 2s 4d(98%) 3De
2 12 075 000.0 ± 2000 0 −13 720 −1147

55 2s 4d(99%) 3De
3 12 080 800.0 ± 2000 −200 −10 894 +1228

56 2s 4d(98%) 1De
2 12 098 000.0 ± 2000 0 −13606 −45

68 2p 4d(28%) +86(19%) +71(c14 39%) 3Po
2 12 480 600.0 ± 3000 −400 −10041 +1054

69 2p 4d(59%) +95(19%) +84(20%) 3Fo
3 12 483 300.0 ± 3000 −700 −12 052 −464

70 2p 4d(58%) +87(17%) +97(23%) 3Do
1 12 487 500.0 ± 3000 −500 −13 429 −3926

71 2p 4s(59%) +86(c16 14%) +68(c16 14%) 3Po
2 12 491 100.0 ± 3000 – −13 170 −1628

78 2p 4p(99%) 3De
3 12 559 300.0 ± 3000 −700 −2910 +3016

79 2p 4p(24%) +65(36%) +81(39%) 1De
2 12 559 300.0 ± 3000 – −3208 +4276

83 2p 4d(54%) +67(19%) +86(23%) 1Do
2 12 597 000.0 ± 3000 0 −4381 +1317

84 2p 4d(58%) +69(35%) 3Do
3 12 603 000.0 ± 3000 0 −6401 +211

86 2p 4d(39%) +68(51%) 3Do
2 12 614 000.0 ± 3000 0 −3081 +1881

87 2p 4d(70%) +70(27%) 3Po
1 12 615 000.0 ± 3000 0 −2092 +3250

95 2p 4d(73%) +84(21%) 1Fo
3 12 630 000.0 ± 3000 −1000 −7211 −987

96 2p 4f(99%) 3De
1 12 630 996.0 ± 5000 – −7341 0

97 2p 4d(75%) +70(13%) +87(11%) 1Po
1 12 638 236.0 ± 5000 – −3686 0

98 2p 4f(43%) +91(54%) 3De
2 12 635 506.0 ± 5000 – −7186 0

noting that further measurements would be needed to confirm
the Sugar & Rowan (1995) value.

Widing (1975) was the first to identify the intercombina-
tion line 1−3 in solar flare spectra. Various measurements con-
sistently indicate a wavelength of 263.76 Å. We note that the
ratio of the resonance 1−5 and intercombination 1−3 line is an
excellent temperature diagnostics (see Table 3).

As far as we know the only solar measurement of both lines
is reported in Mason et al. (1984), where OSO-5 spectra of so-
lar flares were presented. The instrument was a scanning spec-
trometer and the two lines were not recorded simultaneously.
This might be one of the reasons why the intensities of the two
lines (after blending with Fe is taken into account) are not
consistent with theory. We recommend that future instruments
record the 263.76 Å in first order and the 1−5 in second order
(265.81 Å).

The 3−4 transition was first observed in laboratory spec-
tra by Hinnov & Suckewer (1980) at 1079.3 ± 0.3 Å and
by Finkenthal et al. (1984) at a wavelength of 1079.1 ± 0.5.
Recently, it was also observed in a solar flare spectrum by
Feldman et al. (2000) at 1079.41 ± 0.03 Å. We adopt the last
and more accurate measurement.

The above three transitions are the only EUV lines observ-
able in astrophysical plasmas. Our model in fact predicts in-
tensities of all the other lines far below the sensitivities of past
instruments (e.g. OSO-5).

In high-density laboratory plasmas, other lines become
prominent. Unfortunately, there are only few measurements
of these lines. Lawson & Peacock (1980) provided the first
measurements of these lines, causing Edlén (1981) to revise

the energies of the ions in the Be I sequence. These measure-
ments constrain the energies of all the remaining levels, with
the exclusion of level 2 (2s 2p 3Po

0) which is marginally con-
strained by the 2−17 and 2−53 transitions (here we adopt the
Edlén 1981 interpolated value). We note however that there are
some inconsistencies in the measurements reported by Lawson
& Peacock (1980) and that there are also differences with the
measurements reported by Buchet et al. (1982) (see Table 6).
New, more accurate measurements would be useful.

4.2. n = 4 → 2 transitions

The n = 4 → 2 transitions provide an excellent potential for
measuring both electron densities in laser plasmas and electron
temperatures in tokamak or astrophysical sources. These diag-
nostics have not previously been explored. Figure 1 shows the
F ji curves relative to the main n = 4 → 2 transitions observed
in the laser spectra by Boiko et al. (1978). The agreement be-
tween theory and observations is exceptionally good, consid-
ering the various uncertainties and the simple ion model we
adopted. The lines displayed in Fig. 1 belong to the 2s2−2s 4p,
2s 2p−2s 4d, 2s 2p−2s 4s transition arrays, and are excellent
density diagnostics at laser plasma temperatures. They consis-
tently indicate log Ne = 18−19 cm−3, consistent with that of
the laser plasma.

The lines from doubly-excited levels (e.g. the 2p2−2p 4d
and 2s 2p−2p 4p transition arrays), only visible in laser plas-
mas, are also well represented (within 50%) by this simple
model, at least in a relative sense (see Fig. 2). This allows us to
confirm most previous identifications and assess the presence
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Table 3. Results for the brightest lines in Fe. The lines are grouped in three ranges (n = 2→ 2, n = 3→ 2, n = 4 → 2), and are displayed
in decreasing order of intensity. Columns 2, 3 show the relative line intensities (ergs) Int = NjAji/Ne calculated at different temperatures and
at an electron density of 1010 cm−3, normalised to the intensity of the 1−15 line at 107 K. Columns 4, 5 show the gf and A values calculated in
this work. Column 6 shows, for comparison, the NIST A values. The last two columns show the wavelengths corresponding to the best energies
Ebest of Table 2 and the NIST values. The uncertainties on the proposed wavelengths are derived from the uncertainties assigned to the energies.
Note the different temperature sensitivity of the various lines.

i− j Int Int Int gf Aji A ji T Terms λbest(Å) λ(Å)
1.0 × 107 2.0 × 107 4.0 × 107 NIST NIST

3–4 5.4 × 10−2 3.4 × 10−2 2.0 × 10−2 – 1.0 × 104 1.0 × 104 M1 c2 3Po
1–c2 3Po

2 1079.41 ± 0.23 1079.3
1–5 11. 10. 8.3 0.15 1.9 × 1010 2.0 × 1010 E1 c1 1Se

0–c2 1Po
1 132.906 ± 0.018 132.830

1–3 0.51 0.35 0.23 1.6 × 10−3 5.1 × 107 4.8 × 107 E1 c1 1Se
0–c2 3Po

1 263.765 ± 0.007 263.76
2–7 3.9 × 10−2 3.0 × 10−2 1.4 × 10−2 6.3 × 10−2 6.5 × 109 6.6 × 109 E1 c2 3Po

0–c3 3Pe
1 147.254 ± 0.281 147.27

5–10 2.9 × 10−2 2.8 × 10−2 2.5 × 10−2 0.10 3.1 × 1010 3.3 × 1010 E1 c2 1Po
1–c3 1Se

0 149.211 ± 0.200 149.22
3–7 2.4 × 10−2 1.5 × 10−2 8.6 × 10−3 4.4 × 10−2 4.1 × 109 4.2 × 109 E1 c2 3Po

1–c3 3Pe
1 154.303 ± 0.121 154.30

4–9 2.3 × 10−2 2.1 × 10−2 1.8 × 10−2 6.8 × 10−2 4.9 × 109 4.8 × 109 E1 c2 3Po
2–c3 1De

2 136.531 ± 0.095 136.53
4–7 2.2 × 10−2 1.4 × 10−2 7.9 × 10−3 6.4 × 10−2 4.4 × 109 4.5 × 109 E1 c2 3Po

2–c3 3Pe
1 180.040 ± 0.165 180.10

4–8 1.7 × 10−2 1.4 × 10−2 1.1 × 10−2 0.15 7.4 × 109 7.6 × 109 E1 c2 3Po
2–c3 3Pe

2 166.686 ± 0.142 166.69
3–8 1.4 × 10−2 1.2 × 10−2 9.0 × 10−3 8.3 × 10−2 5.3 × 109 5.4 × 109 E1 c2 3Po

1–c3 3Pe
2 144.389 ± 0.106 144.39

5–9 1.3 × 10−2 1.2 × 10−2 1.0 × 10−2 0.16 4.4 × 109 4.6 × 109 E1 c2 1Po
1–c3 1De

2 221.342 ± 0.294 221.33
3–6 8.4 × 10−3 8.2 × 10−3 7.8 × 10−3 5.5 × 10−2 1.2 × 1010 1.2 × 1010 E1 c2 3Po

1–c3 3Pe
0 173.318 ± 0.153 173.32

3–9 2.6 × 10−3 2.3 × 10−3 2.0 × 10−3 5.3 × 10−3 4.8 × 108 4.4 × 108 E1 c2 3Po
1–c3 1De

2 121.201 ± 0.075 121.20

5–20 2.2 3.2 4.2 1.68 1.6 × 1013 1.8 × 1013 E1 c2 1Po
1–c6 1De

2 11.737 ± 0.003 11.737
5–12 1.3 1.7 1.9 3.0 × 10−2 1.3 × 1012 – E1 c2 1Po

1–c4 1Se
0 12.161 ± 0.002 –

1–15 1.0 1.5 2.4 0.41 7.6 × 1012 7.9 × 1012 E1 c1 1Se
0–c5 1Po

1 10.980 ± 0.001 10.981
1–13 0.65 0.98 1.5 0.25 4.7 × 1012 4.9 × 1012 E1 c1 1Se

0–c5 3Po
1 11.018 ± 0.001 11.018

4–19 0.31 0.31 0.20 3.08 2.2 × 1013 2.2 × 1013 E1 c2 3Po
2–c6 3De

3 11.442 ± 0.003 11.441
3–18 0.18 0.18 0.13 1.66 1.7 × 1013 1.7 × 1013 E1 c2 3Po

1–c6 3De
2 11.337 ± 0.004 11.325

2–17 0.10 0.11 7.5 × 10−2 0.75 1.3 × 1013 1.3 × 1013 E1 c2 3Po
0–c6 3De

1 11.299 ± 0.004 11.298
4–11 9.2 × 10−2 0.10 8.1 × 10−2 0.13 2.1 × 1012 2.1 × 1012 E1 c2 3Po

2–c4 3Se
1 11.846 ± 0.003 11.873

3–17 7.4 × 10−2 8.0 × 10−2 5.4 × 10−2 0.55 9.5 × 1012 9.3 × 1012 E1 c2 3Po
1–c6 3De

1 11.339 ± 0.003 11.338
10–46 7.3 × 10−2 0.11 0.15 1.28 2.0 × 1013 2.0 × 1013 E1 c3 1Se

0–c9 1Po
1 11.874 ± 0.008 11.898

8–16 6.4 × 10−2 6.6 × 10−2 4.0 × 10−2 4.6 × 10−3 4.0 × 1010 – E1 c3 3Pe
2–c5 3Po

2 12.437 ± 0.004 –
4–18 5.6 × 10−2 6.1 × 10−2 4.2 × 10−2 0.55 5.6 × 1012 5.6 × 1012 E1 c2 3Po

2–c6 3De
2 11.457 ± 0.004 11.445

3–11 5.3 × 10−2 5.8 × 10−2 4.7 × 10−2 7.4 × 10−2 1.2 × 1012 1.3 × 1012 E1 c2 3Po
1–c4 3Se

1 11.718 ± 0.003 11.744
7–16 4.8 × 10−2 4.9 × 10−2 3.0 × 10−2 3.4 × 10−3 3.0 × 1010 – E1 c3 3Pe

1–c5 3Po
2 12.369 ± 0.004 –

7–14 3.3 × 10−2 3.4 × 10−2 2.1 × 10−2 8.9 × 10−4 3.9 × 1010 – E1 c3 3Pe
1–c5 3Po

0 12.425 ± 0.008 –
9–25 3.2 × 10−2 4.9 × 10−2 7.6 × 10−2 0.15 2.3 × 1012 2.1 × 1012 E1 c3 1De

2–c7 1Po
1 12.027 ± 0.005 12.098

9–15 2.6 × 10−2 4.1 × 10−2 6.4 × 10−2 1.7 × 10−2 2.3 × 1011 1.7 × 1011 E1 c3 1De
2–c5 1Po

1 12.653 ± 0.002 12.654
6–36 2.5 × 10−2 3.4 × 10−2 4.4 × 10−2 1.27 2.1 × 1013 2.2 × 1013 E1 c3 3Pe

0–c9 3Do
1 11.485 ± 0.005 11.520

9–45 1.1 × 10−2 1.4 × 10−2 1.5 × 10−2 4.84 3.4 × 1013 3.6 × 1013 E1 c3 1De
2–c9 1Fo

3 11.594 ± 0.006 11.593

5–56 0.23 0.39 0.58 0.37 6.4 × 1012 6.2 × 1012 E1 c2 1Po
1–c12 1De

2 8.814 ± 0.002 8.814
1–52 0.20 0.35 0.64 0.14 4.6 × 1012 4.8 × 1012 E1 c1 1Se

0–c11 1Po
1 8.303 ± 0.003 8.303

5–48 0.10 0.16 0.21 8.9 × 10−3 7.5 × 1011 – E1 c2 1Po
1–c10 1Se

0 8.906 ± 0.002 –
4–55 4.8 × 10−2 6.0 × 10−2 4.6 × 10−2 0.56 7.2 × 1012 7.7 × 1012 E1 c2 3Po

2–c12 3De
3 8.614 ± 0.001 8.614

1–50 3.0 × 10−2 5.0 × 10−2 8.1 × 10−2 2.6 × 10−2 8.5 × 1011 – E1 c1 1Se
0–c11 3Po

1 8.315 ± 0.002 –
3–54 2.8 × 10−2 3.5 × 10−2 2.8 × 10−2 0.30 5.5 × 1012 6.0 × 1012 E1 c2 3Po

1–c12 3De
2 8.550 ± 0.001 8.550

2–53 1.5 × 10−2 1.9 × 10−2 1.5 × 10−2 0.13 4.1 × 1012 4.3 × 1012 E1 c2 3Po
0–c12 3De

1 8.529 ± 0.002 8.529
3–53 1.1 × 10−2 1.4 × 10−2 1.1 × 10−2 9.7 × 10−2 3.0 × 1012 3.2 × 1012 E1 c2 3Po

1–c12 3De
1 8.551 ± 0.001 8.551

4–54 8.9 × 10−3 1.1 × 10−2 9.1 × 10−3 9.9 × 10−2 1.8 × 1012 1.9 × 1012 E1 c2 3Po
2–c12 3De

2 8.618 ± 0.002 8.618
4–47 7.2 × 10−3 8.8 × 10−3 6.5 × 10−3 2.3 × 10−2 6.7 × 1011 – E1 c2 3Po

2–c10 3Se
1 8.708 ± 0.004 –

6–70 5.7 × 10−3 9.5 × 10−3 1.5 × 10−2 0.24 7.0 × 1012 6.8 × 1012 E1 c3 3Pe
0–c16 3Do

1 8.672 ± 0.003 8.672

of blends. We note that these doubly-excited levels are not ex-
cited from the ground, but mainly from the excited 2s 2p and
2p2 levels. The transitions have small collision strengths and
therefore have larger uncertainties. Considering that the inten-
sities vary by orders of magnitude over a small density range,

and the fact that the intensities are only approximate, the agree-
ment is perfectly reasonable.

The lines belonging to the 2s2−2s 4p, 2s 2p−2s 4d,
2s 2p−2s 4s transition arrays are also bright in astrophysical
plasmas. In this case they provide an excellent temperature
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Table 4. Measured and calculated lifetimes for some of the lower lev-
els in Fe. SS: calculated with SUPERSTRUCTURE and adjusted
energies; AS: calculated with AUTOSTRUCTURE (Chidichimo et al.
2005); S99: calculated by Safronova et al. (1999) using relativistic
many-body perturbation theory (including only n = 2 levels).

i Level Measured SS AS S99

3 2s 2p 3Po
1 17.5 ± 1.5a (ns) 19.5 21.2 –

5 2s 2p 1Po
1 51 ± 5b (ps) 51.5 50.6 52.7

8 2p2 3Pe
2 79 ± 8b (ps) 76.8 75.2 76.2

9 2p2 1De
2 100 ± 8b (ps) 102.2 104.3 108

10 2p2 1Se
0 34 ± 5b (ps) 32.0 31.6 32.3

a Hutton et al. (1997).
b Buchet et al. (1984).

Table 5. The fractional level populations Nj, calculated at different
electron densities (cm−3) and the temperature T = 12.6 MK (log T =
7.1) for the lowest (most populated) levels.

i Level 108 1014 1019

1 2s2 1Se
0 0.98660 0.90391 0.16307

2 2s 2p 3Po
0 0.01340 0.02357 0.07512

3 2s 2p 3Po
1 1.5 × 10−10 1.3 × 10−4 0.20997

4 2s 2p 3Po
2 3.2 × 10−7 0.07239 0.28535

5 2s 2p 1Po
1 4.8 × 10−12 4.5 × 10−6 0.07012

6 2p2 3Pe
0 7.7 × 10−15 8.0 × 10−9 0.01898

7 2p2 3Pe
1 5.1 × 10−14 1.4 × 10−7 0.04677

8 2p2 3Pe
2 2.3 × 10−14 1.7 × 10−7 0.07200

9 2p2 1De
2 4.0 × 10−14 1.1 × 10−7 0.05170

10 2p2 1Se
0 9.0 × 10−15 8.7 × 10−9 4.9 × 10−3

diagnostic. The best solar spectrum containing these lines was
taken during the peak phase of a flare observed by SMM on
1985 July 2 (Fawcett et al. 1987). Figure 3 (top) shows the light
curve in Fe inner-shell lines during the flare observed by
SMM/BCS, and the interval during which SMM/FCS scanned
the region 8.30−8.92 Å where the n = 4 → 2 lines are. Note
that the Fe line intensities decrease at most by 10% dur-
ing the FCS scan, hence we can use the FCS line intensities
as if they were recorded simultaneously, i.e. to diagnose the
plasma state during this interval. Figure 3 (bottom) shows the
emissivity ratio curves relative to the n = 4 → 2 transitions
measured in the SMM/FCS solar spectrum by Fawcett et al.
(1987). The agreement between theory and observation is ex-
cellent. Notice that: a) we can quantify that the 1−50 transition
contributes 30% to the observed line at 8.32 Å , the rest being
due to Fe; b) the lines observed at 8.55, 8.61 Å are both
self-blends; c) these two self-blends have a temperature sen-
sitivity markedly different compared to the other nearby lines;
this makes them an excellent temperature diagnostic; both lines
consistently indicate that the plasma had a temperature log
T [K] � 7.0 ± 0.1; c) the 6−70 transition appears to contribute
by 30% to the line observed at 8.660 Å and listed as unidenti-
fied by Fawcett et al. (1987).

Fig. 1. The emissivity ratio curves calculated at log T [K] = 7.2 and
relative to the n = 4 → 2 transitions from singly-excited levels ob-
served in the laser spectra by Boiko et al. (1978). The curves are la-
belled with increasing numbers. For each line, we indicate: the ob-
served intensities Iob; the lower and upper level index corresponding
to Table 2; the theoretical wavelength. The dashed lines indicate agree-
ment within ±20%.

Fig. 2. The emissivity ratio curves calculated at log T [K] = 7.2 and
relative to the n = 4 → 2 transitions from doubly-excited levels ob-
served in the laser spectra by Boiko et al. (1978). The dashed lines
indicate relative agreement within ±50%.

4.3. n = 3 → 2 transitions

The amount of literature on astrophysical and laboratory ob-
servations of n = 3 → 2 transitions is extensive. The number
of uncertain or contradicting identifications is however disturb-
ing! Ultimately, the difficulty in the line identifications relates
to the vast number of L-shell spectral lines of different ioniza-
tion stages of Iron (and/or other elements) that are present even
in the laboratory spectra with the highest spectral resolution.

The number of spectral lines observed in astrophysical
plasmas is very small. This is because, up to densities of the
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Fig. 3. Top: total count rates observed by SMM/BCS during the 1985
July 2 flare in the 1.87−1.88 Å range, dominated by Fe inner-
shell lines. The time interval of the region 8.30−8.92 Å scanned by
the SMM/FCS is also shown. Line intensities decrease by a maximum
10% during the FCS scan. Bottom: the emissivity ratio curves calcu-
lated at 1012 cm−3 and relative to the n = 4 → 2 transitions measured
in the SMM/FCS solar spectrum by Fawcett et al. (1987). With the
exception of the first spectral line (8.30 Å), all other ones intersect
within ±30%, indicating an isothermal plasma at log T � 7.0 ± 0.1.

order of 1015 cm−3 (which are larger than the highest densi-
ties measured e.g. in solar flares), most of the ion population is
still in the ground state. Hence all the levels are directly excited
from the ground level, and the main lines that are emitted are
the few strongest dipole-allowed transitions.

Lines of the 2s2−2s 3p, 2s 2p−2s 3d, 2s 2p−2s 3s transition
arrays are observed both in laboratory and astrophysical spec-
tra. Figure 4 shows the F ji curves relative to the brightest
n = 3 → 2 transitions observed in the laser spectra by Boiko
et al. (1978). The agreement between theory and observations
is again exceptionally good, within 30% (note that a correc-
tion factor of 2 has been applied to the normalisation, com-
pared to the value adopted for the n = 4 → 2 transitions). The
n = 3 → 2 transitions indicate the same electron densities as
obtained from the n = 4 → 2 transitions. The transitions 4−18
(11.46 Å), 3−11 (11.72 Å), and 4−11 (11.85 Å) appear to be
blended. The 1−13 (11.018 Å) also appears to be blended, with

Fig. 4. The emissivity ratio curves calculated at log T [K] = 7.2 and
relative to the n = 3 → 2 transitions from singly-excited levels ob-
served in laser spectra by Boiko et al. (1978).

an Fe transition according to Boiko et al. (1978). Note
that, in low-resolution spectra, this line is further blended with
a strong Fe transition at 11.030 Å. As in the case of the
n = 4 → 2 transitions, the intensities of the lines from doubly-
excited levels are lower than the observed ones, but in relative
terms there is good agreement (within a factor of 2), thus al-
lowing us to confirm many of the previous identifications of
lines of the 2p2−2p 3d and 2s 2p−2p 3p transition arrays. The
laser spectra by Spector et al. (1980) give similar indications,
although here the blending of lines appears to be different.

In astrophysical spectra, only a few lines are relatively
bright and unblended. Blending varies depending on the
source. In the SMM/FCS solar flare spectrum of 1980
August 25 (see Phillips et al. 1982), only the 1−13 (10.98 Å),
5−20 (11.74 Å) and 5−12 (12.16 Å) appear unblended. The
5−12 line (12.16 Å) is in the long-wavelength shoulder of the
Ne, but in high-resolution spectra it can be de-blended (note
that Phillips et al. 1982 considered the 12.16 Å line as uniden-
tified). The spectral region 10.98−12.16 Å was scanned dur-
ing the decay phase in less than 4m, during which the intensi-
ties of the Fe inner-shell lines observed by SMM/BCS in
the 1.87−1.88 Å range decreased by at most 25% (cf. Fig. 5).
This variation is well within the uncertainty in the measure-
ment of the line intensities, hence for line identification pur-
poses we can use the non-simultaneous line intensities. The
Fe lines during this decay phase were weak. The Phillips
et al. (1982) intensities were not calibrated, so we have re-
analysed the observation using the standard SolarSoft pro-
grams. The 1−13 (11.017 Å) is blended with an unidentified
line at 11.012 Å and a strong Fe transition at 11.025 Å
(Phillips et al. 1982 reports them at 11.014 and 11.026 Å). The
3−18 (11.333 Å) and 4−19 (11.442 Å), transitions would be an
excellent temperature diagnostic, however in this solar spec-
trum the former is in the wings of a strong 11.324 Å Fe
line, and the latter is blended with a strong Fe transition.
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Table 6. Summary of the line identifications for Fe The columns indicate: 1) the indices corresponding to Tables 2; 2,3) the relative
intensities (in photons, scaled to the 1−15 10.980 Å line and calculated at log T [K] = 7.2) typical of astrophysical and laser plasmas (1012,
1019 cm−3); 4) the wavelengths calculated from our best energies Ebest ; 5) observed wavelengths λobserved; some blends are indicated (bl = blend;
bl-mr = blend in medium-resolution spectra; bl-w = blend with a weak line); lines with no or a tentative identification have a question mark;
6,7) previous identifications consistent or not with ours (with observed wavelengths in Å; note that observed and calculated wavelengths in the
cited literature can differ from the values reported here). Legenda: Bo78: Boiko et al. (1978) (see also original work cited in this review paper);
B78: Bromage et al. (1978); B85: Burkhalter et al. (1985); B02: Brown et al. (2002); D72: Doschek et al. (1972); F79: Fawcett et al. (1979);
F00: Feldman et al. (2000); H80: Hinnov & Suckewer (1980); K74: Kastner et al. (1974); LP80: Lawson & Peacock (1980); S80: Spector et al.
(1980) SF86: Seely & Feldman (1986); SR95: Sugar & Rowan (1995); W75: Widing (1975); W98: Wargelin et al. (1998). The final column
indicates weather the lines have only been observed in high-density plasmas (H).

i− j Int Int λbest(Å) λobserved(Å) Same ID Diff. ID
1012 1019

4–78 4.7 × 10−4 1.4 × 10−2 8.273 ± 0.002 8.273 ± 0.002 Bo78 (bl) B78, F79 H
4–79 2.0 × 10−4 1.1 × 10−2 8.273 ± 0.002 ” H
3–65 4.3 × 10−4 1.4 × 10−2 8.290 ± 0.003 ? bl Fe XXIV 8.285 ± 0.002 Bo78 H
1–52 0.17 4.1 × 10−2 8.303 ± 0.003 8.3038 ± 0.0003 W98 (bl Fe XXIV 8.316) D72, B78
1–50 2.4 × 10−2 1.6 × 10−2 8.315 ± 0.002 8.315 ± 0.002 Bo78 (bl Fe XXIV)
5–81 3.1 × 10−4 1.2 × 10−2 8.454 ± 0.004 ? 8.452 ± 0.002 Bo78 H
2–53 9.6 × 10−3 2.9 × 10−2 8.529 ± 0.002 8.529 ± 0.002 Bo78,W98 (bl ?) B78
3–54 1.8 × 10−2 6.1 × 10−2 8.550 ± 0.001 8.550 ± 0.002 Bo78 (8.546 W98) B78
3–53 7.0 × 10−3 2.1 × 10−2 8.551 ± 0.001 ” (weak)
4–55 3.1 × 10−2 9.9 × 10−2 8.614 ± 0.001 8.614 ± 0.002 Bo78 (8.617 W98) B78
4–54 5.8 × 10−3 2.0 × 10−2 8.618 ± 0.001 ” (bl) H
7–87 3.1 × 10−4 9.2 × 10−3 8.630 ± 0.003 8.630 ± 0.002 Bo78 B78 H
7–83 1.4 × 10−4 8.1 × 10−3 8.643 ± 0.003 8.643 ± 0.002 Bo78 B78 H
8–86 2.3 × 10−4 1.1 × 10−2 8.664 ± 0.003 8.664 ± 0.002 Bo78 B78 H
6–70 4.9 × 10−3 1.8 × 10−2 8.672 ± 0.003 ” (B78) H
8–84 3.6 × 10−4 3.2 × 10−2 8.672 ± 0.003 8.672 ± 0.002 Bo78 B78 H
7–71 3.2 × 10−4 1.3 × 10−2 8.723 ± 0.003 8.723 ± 0.002 Bo78 H
7–68 1.1 × 10−3 2.1 × 10−2 8.731 ± 0.003 8.731 ± 0.002 Bo78 B78 H
9–95 6.6 × 10−4 4.0 × 10−2 8.752 ± 0.003 8.752 ± 0.002 Bo78 B78 H
8–69 7.5 × 10−4 2.6 × 10−2 8.763 ± 0.003 8.763 ± 0.002 Bo78 B78 H
9–86 2.0 × 10−4 9.5 × 10−3 8.764 ± 0.003 ” H
5–56 0.20 6.9 × 10−2 8.814 ± 0.002 8.814 ± 0.002 Bo78 (8.815 W98) B78
5–48 8.4 × 10−2 1.5 × 10−2 8.906 ± 0.002 8.906 ± 0.001 W98 (?) Bo78 (8.908)
4–38 4.6 × 10−3 0.15 10.813 ± 0.002 10.813 ± 0.003 Bo78 H
2–27 4.6 × 10−3 4.9 × 10−2 10.896 ± 0.007 10.903 H
4–35 5.2 × 10−3 0.12 10.903 ± 0.002 10.903 ± 0.003 Bo78 (10.907 S80) F79 Bo78 H
4–33 2.1 × 10−3 6.9 × 10−2 10.906 ± 0.006 10.903 H
4–31 6.0 × 10−3 0.12 10.927 ± 0.001 10.927 ± 0.003 Bo78 (10.925 S80, bl ?) B78, F79 H
3–26 9.6 × 10−3 0.10 10.935 ± 0.001 10.935 ± 0.003 Bo78 B78 Bo78, S80 H
1–15 1.0 0.29 10.980 ± 0.001 10.980 ± 0.003 Bo78, S80 B78, F79 FH75, S80
1–13 0.64 0.28 11.018 ± 0.001 11.018 ± 0.003 Bo78, S80 (bl Fe, Fe) B78, F79 S80
5–37 1.1 × 10−2 0.13 11.166 ± 0.001 11.166 ± 0.003 Bo78 B78 Bo78, S80 H
5–35 2.3 × 10−3 5.4 × 10−2 11.247 ± 0.003 11.249 ± 0.003 Bo78 Bo78 H
5–30 1.4 × 10−3 4.2 × 10−2 11.282 ± 0.006 11.280 ± 0.003 Bo78 (bl ?) H
2–17 7.5 × 10−2 0.28 11.299 ± 0.004 11.299 ± 0.003 Bo78 (11.294 S80) B78, F79, S80, B85 Bo78
3–18 0.13 0.59 11.337 ± 0.004 11.333 ± 0.003 Bo78 (bl Fe) F79 Bo78, B78

B85, S80
3–17 5.4 × 10−2 0.21 11.339 ± 0.003 (bl 11.333) H
4–19 0.23 1.0 11.442 ± 0.003 11.442 ± 0.003 Bo78 (bl Fe) F74, B78, S80, B85 Bo78
4–18 4.2 × 10−2 0.19 11.457 ± 0.004 11.459 ± 0.003 Bo78 (bl ?) H
6–36 2.3 × 10−2 0.17 11.485 ± 0.005 11.485 ± 0.003 Bo78 (11.495 S80) H
7–39 2.8 × 10−3 0.14 11.493 ± 0.005 11.493 ± 0.003 Bo78 B85 B78 H
8–41 3.1 × 10−3 0.12 11.493 ± 0.003 11.493 ± 0.003 Bo78 H
8–40 3.7 × 10−3 0.34 11.519 ± 0.003 11.519 ± 0.003 Bo78, S80 FH75, F79, B85 B78 H
4–16 2.3 × 10−3 7.6 × 10−3 11.574 ± 0.003
9–45 9.5 × 10−3 0.31 11.594 ± 0.006 ? 11.594 ± 0.003 Bo78 Bo78, B78, B85, S80 H
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Table 6. continued.

i− j Int Int λbest(Å) λobserved(Å) Same ID Diff. ID
1012 1019

7–34 1.1 × 10−2 0.18 11.614 ± 0.005 11.614 ± 0.003 Bo78, S80 F79, B85 Bo78, S80 H
9–41 2.1 × 10−3 8.2 × 10−2 11.671 ± 0.003 11.669 ± 0.003 Bo78 (11.672 B85) B85 H
8–32 7.7 × 10−3 0.23 11.692 ± 0.002 11.692 ± 0.003 Bo78 (11.694 S80) F79, S80, B85 Bo78 H
3–11 4.1 × 10−2 5.1 × 10−2 11.718 ± 0.003 ? 11.718 ± 0.003 Bo78 F79
5–20 2.2 0.67 11.737 ± 0.003 11.737 ± 0.003 Bo78 (11.742 S80) N67, Bo78, B78, B85 S80
8–29 7.1 × 10−3 8.7 × 10−2 11.749 ± 0.008 11.748 ± 0.003 Bo78 (bl ?) H
4–11 7.1 × 10−2 8.9 × 10−2 11.846 ± 0.003 weak H

10–46 7.6 × 10−2 8.4 × 10−2 11.874 ± 0.008 weak
8–24 2.2 × 10−3 0.11 11.898 ± 0.005 11.898 ± 0.003 Bo78 (bl ?) S80 H
7–21 7.4 × 10−3 5.0 × 10−2 12.018 ± 0.008 ? 12.027 ± 0.003 Bo78 H
9–25 3.5 × 10−2 5.9 × 10−2 12.027 ± 0.005 ? 12.027 ± 0.003 Bo78 H
8–22 1.5 × 10−2 6.6 × 10−2 12.057 ± 0.008 ? 12.053 ± 0.003 Bo78 H
5–12 1.2 0.23 12.161 ± 0.002 12.161 ± 0.005 B02 Bo78
7–16 3.7 × 10−2 0.12 12.369 ± 0.004 ? bl 12.380 ± 0.003 Bo78 H
8–16 4.9 10−2 0.16 12.437 ± 0.004 ? 12.438 ± 0.003 Bo78 H
1–5 82. 12. 132.906 ± 0.018 132.906 ± 0.005 SR95 (bl) (132.84 LP80) K74 (132.83)
4–9 0.18 2.2 136.531 ± 0.095 136.53 ± 0.03 LP80 (136.67 B82) LP80 H
3–8 0.13 3.4 144.389 ± 0.106 144.36 ± 0.03 LP80 (144.30 B82) LP80 H
2–7 0.28 2.7 147.254 ± 0.281 147.24 ± 0.03 LP80 (147.27 B82) LP80 H

5–10 0.25 1.3 149.211 ± 0.200 149.22 ± 0.03 LP80 (149.37 B82) LP80 H
3–7 0.18 1.7 154.303 ± 0.121 154.27 ± 0.03 LP80 LP80 H
4–8 0.18 4.7 166.686 ± 0.142 166.74 ± 0.03 LP80 (166.71 B82) LP80 H
3–6 8.5 × 10−2 2.1 173.318 ± 0.153 173.31 ± 0.03 LP80 (173.47 B82) LP80 H
4–7 0.19 1.8 180.040 ± 0.165 180.10 ± 0.06 LP80 (180.1 B82) LP80 H
5–9 0.17 2.0 221.342 ± 0.294 221.33 ± 0.06 LP80 (221.50 B82) LP80 H
1–3 6.2 9.9 × 10−2 263.765 ± 0.007 263.765 ± 0.005 SR95 W75 (263.76)
3–4 2.5 2.7 × 10−5 1079.41 ± 0.23 1079.41 ± 0.03 F00 (1079.3 ± 0.3 H80) H80, F00

4.4. Combined n = 2 , 3 , 4 → 2 transitions

Figure 6 shows the emissivity ratio curves relative to the n =
3, 4 → 2 transitions observed with the SOLEX spectrometers
(McKenzie et al. 1985) near the peak of a flare observed on
1981 May 5. The 5.5−12 Å range was observed by scanning
the crystals in only 84 s, during which the Fe 11.737 Å
decreased by only 25%, hence in theory all the lines could be
directly compared. However, the n = 4 → 2 lines were ob-
served with the SOLEX A spectrometer, while the n = 3 → 2
lines by SOLEX B. The spectrometers had two different colli-
mators and there is an inconsistency in the two measurements
(McKenzie et al. 1985). Indeed a different normalisation has
been applied to the lines observed by the two spectrometers
and shown in the two plots in Fig. 6. The examination of lines
observed by the same spectrometer shows the following: a) the
intensity of the 8.32 Å line was assigned by McKenzie et al.
(1985) only to Fe, however �20% is due to the 1−50
(8.31 Å) Fe transition; b) as already pointed out above,
the 8.61 Å self-blend (considered as unidentified by the au-
thors) is an excellent temperature diagnostic; c) the 1−13 at
11.02 Å is blended with transitions from other ions; d) also
in this case the 3−18 at 11.34 Å is mainly due to Fe.
Finally, we note that the 11.493 Å line was incorrectly assigned
by McKenzie et al. (1985) to an Fe transition.

RS CVn stars produce X-ray spectra quite similar to those
of solar flares. Osten et al. (2003) reported a near-simultaneous

Chandra and EUVE observation of the σ2 CrB binary. The
Chandra gratings recorded the three relatively strong 1−15,
5−20 and 5−12 transitions. The 5−12 line is resolved from
Ne at the Chandra resolution. The strong resonance 1−5 line
was observed by the EUVE spectrometers, and its intensity
corrected for interstellar H, He absorption by Osten et al.
(2003). For most of the observation the stars were in quies-
cence, hence even though the Chandra and EUVE observa-
tions were not strictly simultaneous, the line ratios should be
approximately constant. From the intensities of the two Fe
118.68, 121.84 Å lines we estimate that 30% of the observed
line is due to Fe, while the rest is due to the resonance
1−5 line. Figure 7 shows the F ji curves relative to these lines
as measured by the Chandra HETG and EUVE. Notice that
the intensities obtained with the Chandra MEG differ from
those measured by the HETG. The agreement is excellent, in-
dicating a near-isothermal distribution around a temperature
log T [K] � 7.25, in agreement with a similar analysis us-
ing Fe lines (that will be published elsewhere), and only
marginally consistent with the emission measure distributions
obtained by Osten et al. (2003).

The spectral range of the Chandra HETG/MEG instruments
allow a simultaneous recording of the Fe n = 3, 4 →
2 transitions. Note that the combination of n = 3, 4 → 2 tran-
sitions is a good temperature diagnostic. We found that in
many published papers few spectral lines have been incor-
rectly identified. Also, that the observed intensities of the
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Fig. 5. Top: total count rates observed by SMM/BCS during the 1980
August 25 flare in the 1.87−1.88 Å range, dominated by Fe
inner-shell lines. The time interval of the region 10.98−12.16 Å
scanned by the SMM/FCS is also shown. Bottom: the emissivity ra-
tio curves calculated at 1012 cm−3 and relative to the n = 3 → 2
transitions observed in the SMM/FCS spectrum.

n = 4 → 2 transitions are often too large, an indication of a
possible error in the earlier calibration of the Chandra gratings.
As an example, see Fig. 8 where the emissivity ratio curves rel-
ative to a Chandra HETG observation of the young star Θ1 Ori
C (Schulz et al. 2003) are shown (the quoted uncertainties are
in the range 20−30%). The n = 3 → 2 lines provide a temper-
ature log T � 7.3 K, in broad agreement with one of the peaks
(at log T � 7.4 K) in the emission measure distribution calcu-
lated by Schulz et al. (2003). Finally, we note that Schulz et al.
(2003) incorrectly identified the line observed at 8.304 Å with
an Fe transition.

5. Summary and conclusions

We have reviewed and assessed all previous line identifica-
tions for L-shell emission in Fe, by supplementing recent
scattering calculations with new radiative data obtained with
empirical adjustments that take into account observed wave-
lengths. We confirm the previous identifications of the brightest

Fig. 6. The emissivity ratio curves calculated at 1012 cm−3 and rela-
tive to the n = 3, 4 → 2 transitions observed with the SOLEX A and
B spectrometers (McKenzie et al. 1985).

lines. However, many earlier identifications are either revised
or questioned.

We have also revised many energy levels, however accurate
measurements, in particular of calibrated line intensities, are
needed. We have indicated the presence of blends, and which
spectral lines are most useful for density or temperature diag-
nostics. The agreement between theoretical and experimental
data in terms of wavelengths, line intensities and level lifetimes
is very good, considering the large uncertainties in the experi-
mental data.

In particular, we have shown that n = 3, 4 → 2 tran-
sitions are an excellent density diagnostic in laser plasmas.
This was previously known, but not applied to specific cases.
We found excellent agreement between our simple model and
the laser plasma observations of Boiko et al. (1978), for the
brightest lines in the 2s2−2s [3,4]p, 2s 2p−2s [3,4]d, 2s 2p−2s
[3,4]s transition arrays. They provide densities in agree-
ment with the values obtained using the standard technique
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Fig. 7. The emissivity ratio curves calculated at 1012 cm−3 and relative
to the n = 3 → 2, n = 2 → 2 transitions observed in the Chandra
HETG and EUVE spectra ofσ2 CrB during its quiescent state reported
by Osten et al. (2003). The agreement with theory is excellent (within
20%), indicating an electron temperature log T [K] � 7.25.

Fig. 8. The emissivity ratio curves calculated at 1012 cm−3 and relative
to the n = 3, 4 → 2 transitions observed with the Chandra HETG
and emitted by the hot young star Θ1 Ori C (Schulz et al. 2003).
The agreement, when considering the entire spectral range, is only
marginal (±50%).

involving the He I-like triplets (see, e.g. Aglitskii et al. 1974;
Boiko et al. 1979).

We have shown that n = 4 → 2 transitions are an excellent
temperature diagnostic in astrophysical plasmas, over a wide
range. n = 3→ 2 transitions are also a good temperature diag-
nostic, especially if observed in combination with n = 2 → 2
transitions (as shown in the case of Chandra and EUVE spectra
of σ2 CrB), or with n = 4→ 2 transitions.

The use of the above temperature diagnostics has been sug-
gested in the previous literature. However, this is the first time
that they are applied to solar flares and stellar coronae. These

diagnostics involve bright lines easily observable by current
and future instruments, and offer an independent way of mea-
suring electron temperatures, different from the commonly-
used one which involves measurements of the weaker (and
often blended) satellites of the H I- and He I-like lines.
Well-calibrated and high signal-to-noise observations can pro-
vide accurate temperature measurements for “hot” astrophysi-
cal plasmas.
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