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Abstract

The aim of this paper is to investigate a novel nonparametric approach for estimating and smoothing density functions as well as probability densities from discrete samples based on a variational regularisation method with the Wasserstein metric as a data fidelity. The approach allows a unified treatment of discrete and continuous probability measures and is hence attractive for various tasks. In particular the variational model for special regularisation functionals yields a natural method for estimating densities and for preserving edges in the case of total variation regularisation.

In order to compute solutions of the variational problems, a regularised optimal transport problem needs to be solved, for which we discuss several formulations and provide a detailed analysis. Moreover we compute special self-similar solutions for standard regularisation functionals and we discuss several computational approaches and results.
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1 Introduction

In various applied problems densities are involved, which have to be estimated from given measurements, see e.g. [58] for a general introduction into density estimation. Here, the term density means that the unknown function in the problem represents a certain quantity per unit measure and is constrained to have a fixed mass, e.g., a probability density would have mass equal to one. Recently there is growing interest in multivariate density estimation for data sets having a spatial dependence. In terrestrial sciences, in particular for the analysis and prediction of earthquakes, densities of intensities and locations of terrestrial incidents are computed from given data measured over time, see, e.g., [47, 24]. Recent works in [45] aim to estimate crime probabilities for...
different districts or localities within a city and in [56] density estimation is used for wildfire predictions. In medical imaging, e.g., magnetic resonance tomography (MRI), the images of interest are densities restored from undersampled measurements, cf., e.g., [25]. Moreover, in most of the cases the estimation method has to take into account that the given data might not be perfect, but corrupted by noise or blur. Hence an effective method to recover the wanted density has to involve some additional smoothing, i.e., regularisation that assumes an a–priori information on the density.

1.1 State of the art techniques for density estimation and regression

A common method for density estimation are kernel density estimation techniques [57, 58]. For given sampling data $X_1, ..., X_N$ the probability density is calculated by interpolating pointwise kernel densities, i.e., Gaussian-, Biweight-, Triangle- kernels $K$ in every sampling point

$$\hat{f}(x) = \frac{1}{Nh} \sum_{i=1}^{N} K\left(\frac{x - X_i}{h}\right),$$

where $h$ determines the width of the kernel. Another popular density estimation method is the so-called Maximum Penalized Likelihood Estimation (MPLE) [23, 33]

$$\hat{f}(x) = \arg\max_{v(x) \geq 0, \|v(x)\|_1 = 1} \left\{ \frac{N}{\sum_{i=1}^{N} \log(v(X_i))} - \epsilon R(v) \right\},$$

where the first term is the log-likelihood function and the second the penalty functional multiplied with a regularisation-parameter.

The regression analysis concerns the problem of estimating a discretely sampled function subject to the measurement error. The aim is to estimate a function, which approximates the data points in a best way, with respect to an error function. A classical method in the regression analysis is the linear regression model for given data $(x_1, y_1), ..., (x_n, y_n)$, i.e., discrete sampled data points of a wanted function $m$, which reads

$$y_i = m(x_i) + \xi_i, \quad i = 1, ..., n,$$

and $\xi_i$ describes the measurement error which occurs during the observation. For the introduction to several regression methods we refer to the survey articles of Blundell and Duncan [10] and Yachtew [66].

In cases where special structure of densities or underlying functions, e.g. discontinuities, are expected or need to be preserved, standard linear estimation techniques are not appropriate. In this respect variational approaches gained significant attention recently, which consist in solving

$$u^* \in \arg\min_u \left[ D(u, \nu) + \epsilon E(u) \right],$$

where $D(u, \nu)$ is the data term and $E(u)$ is the regularisation term.
where $D$ is a distance measure between the density $u$ and the discrete measure $\nu$ (a sum of point densities or an appropriate initial guess for $u$ created from the data samples, cf. (7)), $\epsilon > 0$ is a regularisation parameter, and $E$ an appropriate regularisation functional. Frequently used examples are squared $L^2$-distances (using an expansion without the square term of $\nu$ in order to allow point measures, in particular finite sampling). Then, for a function $u$ defined on a domain $\Omega \subset \mathbb{R}^d, d = 1, 2$, we have

$$D(u, \nu) = \frac{1}{2} \int_\Omega u^2 dx - \int_\Omega u d\nu,$$

or the log-likelihood

$$D(u, \nu) = -\int_\Omega \log u d\nu,$$

where the latter could be the continuous version of

$$-\sum_{i=1}^{n} \log u(x_i) \ w(x_i),$$

with measurements $u(x_i)$ and number of sampled events $w(x_i)$ in the spatial locations $x_i$. If $d\nu(x) = f(x) dx$, with adding a positive term to (6) it yields the Kullback-Leibler information

$$I(f, g) = \int f(x) \log \left( \frac{f(x)}{g(x, \Theta)} \right) dx = \int f(x) \log(f(x))dx - \int f(x) \log(g(x, \Theta))dx,$$

with parameter $\Theta$. The Kullback-Leibler information measures the information which is lost, when model $g$ is used to approximate the real probability distribution $f$, cf. ([40]).

Steeming from (4) various methods for density estimation have been proposed, which differ in the choice of the regulariser $E$, see, e.g., [23, 33, 57, 38, 44, 55]. In particular, in [38, 44, 55] the proposed regulariser $E(u)$ is the total variation (TV) [3, 28, 52] of the probability density $u$. For regularisation the total variation (TV) has become a standard approach due to its capability to preserve edges in the reconstruction in 1D. Unfortunately, due to the low regularity of functions of bounded variation, fidelities are not well-defined in this class unless $\nu$ has a regular density. For this reason some presmoothing or preestimation steps are usually needed. In [46] the authors propose a method to estimate a density in one- and two dimensions via TV regularisation with an $L^2$ data discrepancy. More precisely, starting with a random sampling of data points $y_i$, defined to be

$$\frac{1}{\text{distance between sampling points}} \approx \text{density},$$

(7)
and a piecewise constant initial guess $d$, which is determined i.e. by a Delaunay triangulation, for the density, they recover the original density $u^*$ by solving

$$u^* = \arg\min_u \left\{ \frac{1}{2} \| u - d \|_{L^2}^2 + \epsilon \int |\nabla u| \, dx \right\}.$$ 

In [59] the authors further extend the approach in [44] by introducing additional spatial information into the problem. Other density estimation methods are, e.g., the taut string method restricted to the univariate case [19, 20] or the logspline technique [39]. Note that in all of these methods, the property of $u$ to be a probability density, i.e., $\int_\Omega u \, dx = 1$, has to be imposed in the method as an additional constraint on the class of admissible solutions. For instance, in [44] this additional constraint is enforced by applying Bregman iteration [48] to the iterative solution of the problem.

1.2 Density estimation and smoothing using the Wasserstein distance

In this paper we shall investigate the solution of the variational problem

$$\frac{1}{2} W_2(\nu, uL^d)^2 + \epsilon E(u) \to \min_u$$

(8)

where $\nu$ is a given probability measure on $\Omega$ (i.e., in the case of density estimation $\nu$ is an initial guess for $uL^d$ created from the density samples as in the previous section) and $u$ is a probability density. Further, $W_2(\nu, uL^d)$ is the 2–Wasserstein distance between $\nu$ and $uL^d$ [4, 63, 64, 2] and defines a distance within the space of probability measures. In this paper we consider the total variation regularisation defined by

$$E(u) := |Du|(\Omega) = \sup_{g \in C_c^\infty(\Omega; \mathbb{R}^d), \|g\|_{\infty} \leq 1} \int_\Omega u \cdot g \, dx \quad \text{(Total variation regularisation).}$$

(9)

Alternative regularisers are the Dirichlet regularisation

$$E(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx \quad \text{(Dirichlet regularisation),}$$

(10)

the squared $L^2$-norm

$$E(u) = \frac{1}{2} \int_\Omega u^2 \, dx \quad \text{(Squared Lebesgue regularisation)}$$

(11)

or statistically motivated functionals like the log entropy

$$E(u) = \int_\Omega u \ln u \, dx \quad \text{(Log-entropy),}$$

(12)
whose use in (8) results in an isotropic smoothing of \( u \), similar to a Gaussian filter. Moreover the Fisher information

\[
E(u) = \int_{\Omega} u|\nabla \ln u|^2 \, dx = \int_{\Omega} \frac{|
abla u|^2}{u} \, dx \quad \text{(Fisher information)}
\] (13)

might appear in statistical applications [27]. Note that (formally) the total variation is the exponent one version of the Fisher information (13), since

\[
E(u) = \int_{\Omega} u|\nabla \ln u| \, dx = \int_{\Omega} u \left| \nabla u \right| \, dx = \int_{\Omega} \left| \nabla u \right| \, dx.
\]

A particular advantage of the Wasserstein metric is the possibility to obtain a unified distance functional for densities continuous with respect to the Lebesgue measure as well as concentrated densities, since the Wasserstein metric is defined for arbitrary probability densities \( \nu \) with finite second moment. Thus, the functional can be used for density estimation as well as for smoothing and decomposition of continuous densities. By decomposition we mean in particular the ability to obtain structural properties of a density, such as the main regions of its support and the mass on these regions, which corresponds to the notion of a cartoon as used in image processing. The standard image processing methods of decomposing images, e.g. into cartoon and texture, are based on additive approaches, which is not fitting well to probability measures, since one may argue that the cartoon of a probability measure should be a probability measure as well. This property is automatically guaranteed in our variational model. Moreover, using the Wasserstein distance as a fidelity term automatically gives us a mass conservation constraint on the solution and as such is density preserving.

Besides these nice properties, the variational model can be well motivated from a Bayesian maximum a-posteriori probability (MAP) estimation model for data regression, cf. (3). Assume one takes \( N \) measurements \( F_i \), where each measurement follows a Gaussian error model with mean \( x_i \) and standard deviation \( \sigma \). Then the MAP estimate is computed from minimising the negative logarithm of the posterior probability density

\[
\frac{1}{2\sigma^2} \sum_{i} (x_i - F_i)^2 + \epsilon E(x_1, \ldots, x_N).
\] (14)

The squared distance between the \( x_i \) and \( F_i \) can be translated into a multiple of the Wasserstein metric between the empirical measures

\[
\nu = \frac{1}{N} \sum_{i=1}^{N} \delta_{F_i}, \quad u = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i},
\] (15)

thus we recover a discrete version of our variational model.

1.3 Gradient flows

From the point of view of gradient flows a solution of the minimisation problem (8) can be interpreted as a discrete approximation of a solution of the gradient flow of \( E(u) \) with respect to the \( L^2 \) Wasserstein metric. More precisely (8) represents one timestep of De Giorgi’s minimising movement scheme to the functional \( E(u) \).
Table 1: Different regularising energies and their corresponding gradient flows w.r.t. to the $L^2$ Wasserstein distance.

<table>
<thead>
<tr>
<th>Energy</th>
<th>PDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12)</td>
<td>$\partial_t u = \Delta u$</td>
</tr>
<tr>
<td>(11)</td>
<td>$\partial_t u = \Delta u^2$</td>
</tr>
<tr>
<td>(10)</td>
<td>$\partial_t u = -\text{div}(u\nabla \Delta u)$</td>
</tr>
<tr>
<td>(13)</td>
<td>$\partial_t u = -\frac{1}{2} \sum_{i,j=1}^d \partial_{i,j}^2 (u \cdot \partial_{i,j} \ln u)$</td>
</tr>
<tr>
<td>(9)</td>
<td>$\partial_t u = -\nabla \cdot \left(u \nabla \cdot \left( \frac{\nabla u}{</td>
</tr>
</tbody>
</table>

with timestep $\epsilon$. In particular, let $u^0$ be an initial probability density and solve for $k \geq 0$

$$u^{k+1} \in \text{argmin}_u \left( \frac{1}{2} W_2(u^k \mathcal{L}^d, u \mathcal{L}^d)^2 + (t_{k+1} - t_k) E(u) \right).$$

(16)

This iterative approach is also called JKO scheme, after Jordan, Kinderlehrer and Otto [36] who proposed (16) to approximately solve diffusion equations of the type

$$\partial_t u = \nabla \cdot (u \nabla E'(u)),$$

(17)

$$u(0, x) = u_0(x) \geq 0,$$

with normalized mass $\int_{\Omega} u_0 \, dx = 1$. In contrast, the gradient flow scheme with respect to $L^2$ reads

$$\partial_t u = -\nabla E(u),$$

(18)

$$u(0, x) = u_0(x) \geq 0.$$

For example the heat equation is the gradient flow for the Dirichlet Regularisation with respect to the $L^2$-norm. The numerical solution of equations (17) with schemes that respect its gradient flow structure, e.g., schemes which guarantee monotonic decrease of the corresponding energy functional, have raised growing interest in the last years, cf., e.g., [16, 7, 22, 9, 34] and references therein. In Table 1 we give a list of corresponding diffusion equations (17) to our set of regularising functionals (9)–(13). Note that with our approach in (8) we are not directly computing solutions of the gradient flow. In fact, a minimiser of (8) represents only one timestep of size $\epsilon$ of (16). However, solving (8) iteratively, i.e., computing a minimizer $u_\epsilon$ and subsequently a minimizer $u_{2\epsilon}$ for $\nu = u_\epsilon \mathcal{L}^d$ and so forth, is a possible and robust numerical approximation to the corresponding gradient flow (17) with time step size $\epsilon$. Note however that we are interested not only in the limiting case of $\epsilon \to 0$, which adds additional requirements for our numerical schemes.
1.4 Organization of the paper

In section 2 we start with the definition of different formulations of (8), i.e., Kantorovich’s formulation, its dual and the Benamou-Brenier fluid-dynamics scheme. Then we prove existence and uniqueness results for solutions of our model, followed by stability estimates and some comments about the relation to diffusion filters and random sampling. Moreover, in section 3 we compute explicitly self-similar solutions of (8) for energies $E$ as in (9)–(13). Eventually, in section 4 we present our numerical approaches and corresponding numerical results.

2 Analysis of the Variational Problems

In this section we shall investigate different equivalent formulations for (8) and its analytical properties such as existence, uniqueness, and stability of solutions. We shall come across these alternative formulations for (8) again when discussing its numerical solution. For theoretical results for (8) with non-gradient-dependent energies $E$ we also refer to several recent works, e.g., the ones of Santambrogio et al. [13, 53, 54]. There, the authors derive optimality conditions for (8) together with regularity properties of minimisers.

2.1 Preliminaries

2.1.1 The Wasserstein distance, narrow convergence and geodesic convexity

Let $(X,d)$ be a separable metric space and $\mu \in \mathbb{P}(X)$ a probability measure on $X$. Let further $X$ satisfy the Radon property, i.e.,

$$\forall B \in \mathcal{B}(X), \epsilon > 0 \text{ there exists an } K_\epsilon \subset B : \mu(B \setminus K_\epsilon) \leq \epsilon,$$

and let $p \geq 1$. The $(p-th)$ Wasserstein distance between two probability measures $\mu^1, \mu^2 \in \mathbb{P}_p(X)$ (the space of all probability measures on $X$ with $\mu$-integrable $p-th$ moments) is defined by

$$W_p(\mu^1, \mu^2)^p := \min_{\Pi \in \Gamma(\mu^1, \mu^2)} \int_{X^2} d(x,y)^p \, d\Pi(x,y).$$

Here $\Gamma(\mu^1, \mu^2)$ denotes the class of all transport maps $\gamma \in \mathbb{P}(X^2)$ such that

$$\pi^1_\# \gamma = \mu^1, \quad \pi^2_\# \gamma = \mu^2,$$

where $\pi^i : X^2 \to X$, $i = 1, 2$, are the canonical projections on $X$, and $\pi^i_\# \gamma \in \mathbb{P} \cdot \mathcal{P}(X)$ is the push-forward of $\gamma$ through $\pi^i$ (see [4]).

In our setting $(X,d) = (\Omega, |\cdot|)$, where $\Omega$ is an open and bounded domain in $\mathbb{R}^d$ and $|\cdot|$ is the usual Euclidean distance on $\mathbb{R}^d$. For this case the above assumptions are trivially fulfilled. Further $p = 2$, i.e., we only consider the quadratic Wasserstein distance $W_2(\cdot, \cdot)$ on the space $\mathbb{P}_2(X)$. 

For the lower-semicontinuity of the Wasserstein distance we need a new type of convergence in the space of probability measures.

**Definition 2.1.** We say that a sequence \((\mu_n) \subset \mathcal{P}(X)\) is narrowly convergent to \(\mu \in \mathcal{P}(X)\) as \(n \to \infty\) if

\[
\lim_{n \to \infty} \int_X f(x) \, d\mu_n(x) = \int_X f(x) \, d\mu(x)
\]

for every function \(f \in C^0_b(X)\), the space of continuous and bounded real functions defined on \(X\).

A useful result is the following:

**Proposition 2.2.** (Proposition 7.1.3. in [4]) Let \((X,d)\) be a metric space. Let \((\mu^1_n), (\mu^2_n) \subset \mathcal{P}(X)\) be two sequences narrowly converging to \(\mu^1, \mu^2\) respectively, and let \(\Pi_n \in \Gamma(\mu^1_n, \mu^2_n)\) be a sequence of corresponding optimal transport plans with \(\int_X d(x_1, x_2)^p \, \Pi_n\) bounded. Then \((\Pi_n)\) is narrowly relatively compact in \(\mathcal{P}(X^2)\) and any narrow limit point \(\Pi \in \Gamma(\mu^1, \mu^2)\) is an optimal transport plan for \((\mu^1, \mu^2)\), with

\[
W^2_2(\mu^1, \mu^2) \leq \liminf_{n \to \infty} \int_{X^2} d(x,y)^p \, d\Pi^n(x,y) = \liminf_{n \to \infty} W^2_2(\mu^1_n, \mu^2_n).
\]

### 2.1.2 The total variation

We recall that for \(u \in L^1_{\text{loc}}(\Omega)\)

\[
V(u, \Omega) := \sup \left\{ \int_{\Omega} u \, \text{div} \varphi \, dx : \varphi \in [C^1_c(\Omega)]^d, \|\varphi\|_{\infty} \leq 1 \right\}
\]

is the total variation of \(u\) and that \(u \in BV(\Omega)\) (the space of bounded variation functions, [3, 28]) if and only if \(V(u, \Omega) < \infty\), see [3, Proposition 3.6]. In such a case, \(|D(u)|(\Omega) = V(u, \Omega)\), where \(|D(u)|(\Omega)\) is the total variation of the finite Radon measure \(Du\), the derivative of \(u\) in the sense of distributions.

### 2.2 Formulations of the minimisation problem

The classical representation of the Wasserstein distance is the **Kantorovich formulation**, cf. [63, Introduction, Section 1]. Implemented in our variational problem (8) it reads

\[
\frac{1}{2} \int_{\Omega \times \Omega} |x - y|^2 d\Pi(x,y) + \epsilon E(u) \to \min_{\Pi, u} \quad (19)
\]

subject to

\[
\int_{A \times \Omega} d\Pi(x,y) = \int_A d\nu(y) \quad (20)
\]

\[
\int_{\Omega \times A} d\Pi(x,y) = \int_A u(x) \, dx \quad (21)
\]
for all $A \subset \Omega$ measurable, where $u$ is a probability density in the domain of $E$ and $\Pi$ is a probability measure on $\Omega \times \Omega$. Kantorovich introduced also a dual formulation of (19)-(21), see [63, Chapter 1, Theorem 1], which gives that the above Kantorovich formulation is equivalent to

$$\inf_u \sup_{\varphi, \psi} \Lambda(u, \varphi, \psi) \quad \text{subject to} \quad \varphi(x) + \psi(y) \leq \frac{1}{2} |x - y|^2,$$

with

$$\Lambda(u, \varphi, \psi) = \epsilon E(u) + \int_{\Omega} \varphi(x) u(x) \, dx + \int_{\Omega} \psi(y) \, dv(y).$$

Benamou and Brenier [5] reintroduced the idea of Monge himself, to propose an interpretation of the classical Kantorovich problem within a fluid mechanics framework. Here, the optimal solution is given by a pressureless potential flow, i.e., we have

$$\inf_{(u, \mu, v)} \left\{ \frac{1}{2} \int_0^1 \int_{\Omega} |v|^2 \, d\mu \, dt + \epsilon E(u) \right\},$$

subject to

$$\partial_t \mu + \nabla \cdot (\mu v) = 0$$

$$\mu(t = 0) = \nu$$

$$\mu(t = 1) = u \mathcal{L}^d$$

In [5] the authors used this formulation to numerically compute the Wasserstein distance for two given probability measures. We obtain the Lagrange formulation for the minimisation problem by multiplying the equality constraint (25) with a Lagrange multiplier $\lambda$ and integration by parts and adding the boundary conditions (26)–(27) as additional terms:

$$L(u, \mu, v, \lambda, \eta) = \epsilon E(u) + \frac{1}{2} \int_0^1 \int_{\Omega} |v|^2 \, d\mu \, dt + \int_0^1 \int_{\Omega} (-\partial_t \lambda + v \cdot \nabla \lambda) \, d\mu \, dt$$

$$- \int_{\Omega} \lambda (t = 1) \, d\mu (t = 1) + \int_{\Omega} u \lambda (t = 1) \, dx - \int_{\Omega} \lambda (t = 0) \, d\mu (t = 0)$$

$$+ \int_{\Omega} \nu \lambda (t = 0) \, dx + \int_{\Omega} \eta u \, dx + \eta_0 \left( \int_{\Omega} u \, dx - 1 \right),$$

with complementarity condition $\eta u = 0$, where $\eta$ denotes the Lagrange multiplicator for the condition $u \geq 0$ and $\eta_0 \in \mathbb{R}$. The corresponding optimality conditions follow

$$\frac{\partial L}{\partial \lambda} = 0 \Rightarrow \partial_t \mu + \nabla \cdot (\mu v) = 0,$$

$$\frac{\partial L}{\partial \mu} = 0 \Rightarrow \partial_t \lambda + v \cdot \nabla \lambda - \frac{1}{2} |v|^2 = 0,$$

$$\frac{\partial L}{\partial v} = 0 \Rightarrow \mu v - \mu \nabla \lambda = 0,$$
in $\Omega \times (0, 1)$ with

$$\frac{\partial L}{\partial u} \hat{u} = 0 \Rightarrow \epsilon \partial E(u) + \lambda(t = 1) \ni 0,$$

$$\mu(t = 0) = \nu,$$

$$\mu(t = 1) = uL^d.$$  \hspace{1cm} (31)

For the numerical solution of (8) we shall in particular exploit the Benamou-Brenier optimality conditions (28)–(32). We will also consider a dual method based on augmenting the constraint at $t = 0$, which leads to the Lagrangian

$$L(u, \mu, \lambda, \lambda_0, \eta) = -\frac{1}{2} \int_0^1 \int_\Omega |\nabla \lambda|^2 \, d\mu(x) \, dt + \epsilon E(u) - \int_0^1 \int_\Omega \partial_t \lambda \, d\mu(x) \, dt$$

$$+ \int_\Omega \nu \lambda_0 \, dx - \int_\Omega \lambda_0 \, d\mu(t = 0) - \int_\Omega \lambda(t = 1) \, d\mu(t = 1)$$

$$+ \int_\Omega u \lambda(t = 1) \, dx + \int_\Omega \eta u \, dx + \eta_0 \left( \int_\Omega u \, dx - 1 \right).$$

The optimality conditions for this problem are (28)–(31) and

$$\mu(t = 0) = \nu,$$

$$\lambda(t = 0) = \lambda_0,$$  \hspace{1cm} (34)

where $\epsilon E'(u) + \lambda(t = 1) \ni 0$ is the optimality condition for the optimisation problem

$$\epsilon E(u) + \int_\Omega u \lambda(t = 1) \, dx \to \min_u.$$  \hspace{1cm} (36)

2.3 Existence

In this section we prove existence of minimisers of (8). For most of the considered functionals, i.e., (10)–(13) existence of solutions has been already dealt with or can directly be inferred from general results due to displacement convexity [4, 26, 30, 36, 42, 43, 60, 63]. Therefore, we concentrate here on the proof for the total variation case only, i.e., $E(u) = |Du|(\Omega)$, which to the best of our knowledge has not been treated yet in the literature. However, this proof can be easily adapted also to other choices of $E(u)$, and in particular the existence result holds as well for the alternative regularisers (10)–(13) discussed in this paper.

Let $X = \Omega \subset \mathbb{R}^d$ be an open and bounded domain with compact Lipschitz boundary. We consider the following minimisation problem

$$J(u) = \frac{1}{2} W^2(\nu, uL^d)^2 + \epsilon |Du|(\Omega) \to \min_{uL^2 \in P(X)},$$  \hspace{1cm} (37)
where \( \nu \in \mathbb{P}(X) \), the set of probability measures on \( X \), \( u \) is a probability density, and \( \mathcal{L}^d \) is the usual Lebesgue measure on \( \mathbb{R}^d \). We have the following existence result.

**Theorem 2.3.** The functional \( J \) in (37) has a minimiser \( u \in \mathbb{P}(X) \).

**Proof.** Let \( (u^n)_{n \in \mathbb{N}} \) be a minimising sequence for \( J(u) \), i.e.,

\[
J(u^n) \to \inf_{u \mathcal{L}^d \in \mathbb{P}(X)} J(u) =: m \quad \text{as } n \to \infty.
\]

Since \( u^n \) is a minimising sequence there exists a constant \( M > 0 \) such that

\[
M \geq J(u^n) = \frac{1}{2} W_2(\nu, u^n \mathcal{L}^d)^2 + \epsilon |Du^n|(\Omega),
\]

and hence

\[
W_2(\nu, u^n \mathcal{L}^d) \leq M \quad \text{and} \quad |Du^n|(\Omega) \leq M \quad \forall n \geq 1.
\]

Additionally \( u^n \) is uniformly bounded in \( L^1(X, \mathcal{L}^d) \). Since the Lebesgue measure is the standard measure in Euclidean space, the space \( L^p(X, \mathcal{L}^d) \) is the usual \( L^p(X) \) and integration with respect to \( \mathcal{L}^d \) will be denoted by \( dx \). The uniform boundedness of \( u^n \) in \( L^1 \) follows from the assumption that \( u^n \mathcal{L}^d \in \mathbb{P}(X) \). Namely, since \( u^n \mathcal{L}^d \in \mathbb{P}(X) \) is a probability measure, it follows that

\[
\int_{\Omega} |u^n| \, dx = \int_{\Omega} u^n \, dx = 1.
\]

From the last result and the boundedness of \( |Du^n| \) we have that there exists a subsequence, still denoted by \( u^n \), and a \( u \in BV(X) \) such that \( u^n \to u \) strongly in \( L^1(X) \) and weakly in \( BV(X) \). From the convergence in \( L^1(X) \) we have

\[
\int_{\Omega} \psi \, d(u^n \mathcal{L}^d) \to \int_{\Omega} \psi \, d(u \mathcal{L}^d), \quad \forall \psi \in L^1(X).
\]

Since \( C_0^\infty(X) \subset L^p(X) \) for all \( p \geq 1 \), it follows

\[
\int_{\Omega} \psi \, d(u^n \mathcal{L}^d) \to \int_{\Omega} \psi \, d(u \mathcal{L}^d), \quad \forall \psi \in C_0^\infty(X),
\]

and therefore \( u^n \mathcal{L}^d \subset \mathbb{P}(X) \) narrowly converges to \( u \mathcal{L}^d \in \mathbb{P}(X) \).

Now we can apply the Proposition 2.2. In particular, in our setting, we have \( \nu \in \mathbb{P}(X) \), \( u^n \mathcal{L}^d \subset \mathbb{P}(X) \), and \( u^n \mathcal{L}^d \) narrowly converges to \( u \mathcal{L}^d \). Let further be \( \Pi^n \) be a sequence of optimal transport plans. Since \( W_2(\nu, u^n \mathcal{L}^d) := \int_{X^2} |x - y|^2 \, d\Pi^n(x, y) < \infty \), we can apply Proposition 2.2 and get: \( \Pi^n \) is narrowly relatively compact in \( \mathbb{P}(X^2) \) and any narrow limit point \( \Pi \) is an optimal transport plan for \( (\nu, u \mathcal{L}^d) \), with

\[
W_2(\nu, u \mathcal{L}^d) \leq \liminf_{n \to \infty} \int_{X^2} |x - y|^2 \, d\Pi^n(x, y) = \liminf_{n \to \infty} W_2(\nu, u^n \mathcal{L}^d).
\]
Moreover from the lower-semicontinuity of $|Du|(\Omega)$ in $L^1(X)$ we get

$$\liminf_{n \to \infty} \mathcal{J}(u^n) \geq \frac{1}{2} \mathcal{W}_2^2(\nu, u\mathcal{L}^d) + \epsilon |Du|(\Omega) = \mathcal{J}(u).$$

It follows that $\mathcal{J}(u)$ has at least one minimiser $u \in BV(\Omega)$ and $u\mathcal{L}^d \in \mathcal{P}(X)$.

### 2.4 Uniqueness

In this subsection we shall investigate the uniqueness of both the variational problems (8) and the Benamou–Brenier optimality conditions (28)–(32).

In order to prove uniqueness of a minimiser of (8) we use the dual formulation introduced above. For fixed $u$ the maximisation of the dual variables $\varphi$ and $\psi$ results in the optimality conditions

$$u(x) \, dx = \int_\Omega d\Pi(x, y)$$

and the complementarity conditions

$$\lambda \geq 0, \quad (\varphi(x) + \psi(y) - \frac{1}{2}|x - y|^2) d\Pi(x, y) = 0,$$

where actually $\Pi$ is the solution in the primal Kantorovich formulation.

Note that the optimality condition for $u$ implies

$$\epsilon \langle E'(u), v - u \rangle \leq -\int_\Omega \varphi(v - u) \, dx$$

for all admissible $v$.

**Theorem 2.4.** Let $E$ be differentiable and strictly convex and let $\epsilon > 0$. Then there exists at most one minimiser of (8).

**Proof.** Assume that $u_1$ and $u_2$ are minimisers of (8) with associated product measures $\Pi$ and dual variables $\varphi_i, \psi_i$, $i = 1, 2$. Then we conclude from (42)

$$\epsilon \langle E'(u_1) - E'(u_2), u_1 - u_2 \rangle \leq -\int_\Omega (\varphi_1 - \varphi_2)(u_1 - u_2) \, dx.$$

Inserting the property of $u_i$ being a marginal density of $\Pi_i$ we further have

$$\epsilon \langle E'(u_1) - E'(u_2), u_1 - u_2 \rangle \leq -\int_{\Omega \times \Omega} (\varphi_1(x) - \varphi_2(x)) d(\Pi_1 - \Pi_2)(x, y).$$
The last term can be manipulated using the complementarity conditions (41) as well as the inequality constraint in (22) to obtain

\[- \int_{\Omega \times \Omega} (\varphi_1(x) - \varphi_2(x)) \, d(\Pi_1 - \Pi_2)(x,y) = - \int_{\Omega \times \Omega} \varphi_1(x) \, d\Pi_1(x,y) - \int_{\Omega \times \Omega} \varphi_2(x) \, d\Pi_2(x,y) + \int_{\Omega \times \Omega} \varphi_1(x) \, d\Pi_2(x,y) + \int_{\Omega \times \Omega} \varphi_1(x) \, d\Pi_2(x,y) \leq \int_{\Omega \times \Omega} (\psi_1(y) - \frac{1}{2} |x - y|^2) \, d\Pi_1(x,y) + \int_{\Omega \times \Omega} (\psi_2(y) - \frac{1}{2} |x - y|^2) \, d\Pi_2(x,y) - \int_{\Omega \times \Omega} (\psi_1(y) - \frac{1}{2} |x - y|^2) \, d\Pi_2(x,y) - \int_{\Omega \times \Omega} (\psi_2(y) - \frac{1}{2} |x - y|^2) \, d\Pi_1(x,y) \]

\[= \int_{\Omega \times \Omega} (\varphi_1(y) - \varphi_2(y)) \, d\Pi_1(x,y) - \int_{\Omega \times \Omega} (\varphi_1(y) - \varphi_2(y)) \, d\Pi_2(x,y) = \int_{\Omega} (\psi_1(y) - \varphi_2(y)) \, d\nu(y) - \int_{\Omega} (\psi_1(y) - \varphi_2(y)) \, d\nu(y) = 0.\]

Thus,

\[\langle E'(u_1) - E'(u_2), u_1 - u_2 \rangle \leq 0\]

and the strict convexity of \(E\) implies \(u_1 = u_2\).

**Remark 2.1.** Another possible strategy to prove the uniqueness of minimisers of (8) is to show that the regularising functionals \(E(u)\) are \((\lambda-)\) geodesically convex, i.e., convex on the space of probability measures endowed with the Wasserstein distance \((\mathbb{P}(X), W_2(\cdot, \cdot))\) [4, Chapter 7]. A class of functionals among which we can find examples which are convex along generalized geodesics is given by the internal energy \([4, \text{Proposition 9.3.9}]\). This class contains the squared Lebesque norm (11) and the log-entropy (12). Now for the other functionals under consideration, i.e., the ones involving derivatives of \(u\), we either do not know if they are geodesically convex or we actually know that they are not. Now consider first-order functionals of the form

\[E_\alpha(u) := \frac{1}{2\alpha} \int_{\mathbb{R}^d} |Du|^2 \, dx.\]

Among this family of functionals we have two prominent candidates, that is the classical Fisher information (13) when \(\alpha = 1/2\) and the Dirichlet energy (10) for \(\alpha = 1\). Even for these cases \(E_\alpha\) are not geodesically convex, cf. [17]. For the total variation regularised optimal transport, no results are known to the authors.
In the following we investigate the uniqueness of a solution of the Benamou Brenier optimality conditions (28)-(32).

**Theorem 2.5.** Let $E$ be differentiable and strictly convex, let $\epsilon > 0$ and let $(\mu, \lambda, u)$ be a solution of (28)-(32). Then the transport velocity $v = \nabla \lambda$ is unique on the support of $\mu$.

**Proof.** To prove the claim we basically follow the strategy to prove uniqueness for mean-field games introduced in [41]. Let us first rewrite the equations. Inserting (30), i.e., $v = \nabla \lambda$, into (28) and (29) we get

$$
\begin{align*}
\mu_t + \nabla \cdot (\mu \cdot \nabla \lambda) &= 0 \\
\lambda_t + \frac{1}{2} |\nabla \lambda|^2 &= 0.
\end{align*}
$$

Let $(\mu_1, \lambda_1, u_1)$ and $(\mu_2, \lambda_2, u_2)$ be two solutions to (28)-(32). Writing the equations in (43) for both solutions and subtracting the corresponding ones we get

$$
\begin{align*}
(\mu_1 - \mu_2)_t + \nabla \cdot (\mu_1 \nabla \lambda_1 - \mu_2 \nabla \lambda_2) &= 0 \\
(\lambda_1 - \lambda_2)_t + \frac{1}{2}(|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2) &= 0.
\end{align*}
$$

By multiplying the first equation with $(\lambda_1 - \lambda_2)$, the second equation with $(\mu_1 - \mu_2)$, integrating both equations over $\Omega \times (0, 1)$ and adding them we get

$$
\begin{align*}
&\int_{\Omega \times (0,1)} ((\mu_1 - \mu_2)_t (\lambda_1 - \lambda_2) + (\mu_1 - \mu_2)(\lambda_1 - \lambda_2)_t) \, dx dt \quad (= I) \\
+ \int_{\Omega \times (0,1)} \nabla \cdot (\mu_1 \nabla \lambda_1 - \mu_2 \nabla \lambda_2)(\lambda_1 - \lambda_2) \, dx dt \quad (= II) \\
+ \frac{1}{2} \int_{\Omega \times (0,1)} (|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2)(\mu_1 - \mu_2) \, dx dt \quad (= III)
\end{align*}
$$

Then with (31),(33)

$$
\begin{align*}
I &= \int_{\Omega \times (0,1)} ((\mu_1 - \mu_2) \cdot (\lambda_1 - \lambda_2))_t \, dx dt \\
&= \int_{\Omega} (\mu_1 - \mu_2) \cdot (\lambda_1 - \lambda_2) \mid_0^1 \, dx \\
&= \int_{\Omega} (\mu_1(t=1) - \mu_2(t=1)) \cdot (\lambda_1(t=1) - \lambda_2(t=1)) \, dx \\
&= - \int_{\Omega} (u_1 L^d - u_2 L^d) \cdot (\epsilon E'(u_1) - \epsilon E'(u_2)) \, dx.
\end{align*}
$$

Since $E$ is strictly convex $I \leq 0$. Moreover, the function $H(p) = \frac{1}{2}p^2$ is strictly convex with derivative $H'(p) = p$. Hence for $p_1$ and $p_2$ we have

$$
H'(p_1)(p_2 - p_1) \leq H(p_2) - H(p_1).
$$
Implementing this property into the integral $II$ with $p_1 = \nabla \lambda_1$ and $p_2 = \nabla \lambda_2$ we obtain

$$II \leq \frac{1}{2} \int_{\Omega \times (0,1)} \mu_1 (|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2) + \mu_2 (|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2) \, dxdt$$

$$= -\frac{1}{2} \int_{\Omega \times (0,1)} (\mu_1 - \mu_2) (|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2) \, dxdt$$

$$= -III,$$

where we used integration by parts and the boundary conditions (33) and (32). Therefore it follows that $II + III \leq 0$. Since additionally $I + II + III = 0$ and $I \leq 0$, we have that $I = 0$ and $II + III = 0$. From $I = 0$ and the strict convexity of $E$, necessarily $u_1 = u_2 =: u$. Moreover $II + III = 0$ implies that

$$-\int_{\Omega \times (0,1)} (\mu_1 \nabla \lambda_1 - \mu_2 \nabla \lambda_2)(\nabla \lambda_1 - \nabla \lambda_2) + \frac{1}{2} (|\nabla \lambda_1|^2 - |\nabla \lambda_2|^2)(\mu_1 - \mu_2) \, dxdt = 0$$

$$-\int_{\Omega \times (0,1)} (\nabla \lambda_1 - \nabla \lambda_2)^2 (\mu_1 + \mu_2) \, dxdt = 0,$$

and hence either $\nabla \lambda_1 - \nabla \lambda_2 = 0$ or $\mu_1 = -\mu_2$. Since $\mu_i \geq 0$, $i = 1, 2$ for all times, the second condition is fulfilled only if $\mu_1 = \mu_2 = 0$, which is the trivial case of no transport. If $\mu_i \neq 0$, $i = 1, 2$, then $\nabla \lambda_1 - \nabla \lambda_2 = 0$, i.e., $\nabla \lambda_1 = \nabla \lambda_2$.

**Remark 2.2.** From Theorem 2.5 we have that the Benamou-Brenier optimality conditions deliver a unique transport in the sense that the velocity $v = \nabla \lambda$ and the endpoint $uL^d = \mu(t = 1)$ of the transport are unique on the support of $\mu$. Since we cannot guarantee sufficient regularity of the transport velocity $v$ [1] this is not enough to deduce uniqueness of $\mu$ and $\lambda$ on the whole time interval. In particular the solution may be non-unique outside the support of $\mu$, cf. also section 3 for examples of such self-similar solutions.

### 2.5 Stability

In the following we discuss a stability estimate for solutions with different input measures, since a stable variational approach should yield reconstructed densities $u$ close in a stronger error measure if the measures $\nu$ are close in the Wasserstein metric. It has been demonstrated by many authors (cf. [11, 12, 50, 6]) that Bregman distances related to the regularisation functional $E$ are natural error measures for variational regularisation methods with $E$ convex. In particular Pöschl [50] has derived estimates for variational regularisation methods with powers of metrics, which can be translated to the case with the Wasserstein metric we consider here. However, since for our special problem we can derive estimates with explicit constants we provide a different proof here.

Our setup is as follows: Let $\nu_1$ and $\nu_2$ be two given probability measures with corresponding minimisers $u_1$ and $u_2$ of (8). Let further be $\Pi_i$, $i = 1, 2$, the associated product measures and $\varphi_i$ and $\psi_i$, $i = 1, 2$, the variables in the general dual formulation of the Kantorovitch formulation (22).
Theorem 2.6. Let $E$ be differentiable and strictly convex, let $\epsilon > 0$, and let $u_i$, $i = 1, 2$ be minimisers of (8) for $u_i$, $i = 1, 2$, then the symmetric Bregman distance is bounded by

$$D_E(u_1, u_2) := (E'(u_1) - E'(u_2), u_1 - u_2) \leq \frac{1}{\epsilon} W_2(\nu_1, \nu_2).$$

Proof. As before in the proof of Theorem 2.4 we use inequality (42) to conclude

$$\epsilon(E'(u_1) - E'(u_2), u_1 - u_2) \leq - \int_\Omega (\varphi_1 - \varphi_2)(u_1 - u_2) \, dx.$$ 

Now, we recall the formulation of the dual problem in terms of $c$–concave functions (which are the function and its Legendre transform in the current case of the quadratic Wasserstein distance). In fact, the supremum in (22) can be restricted to those admissible pairs $(\varphi_i^c, \varphi_i^c)$, where

$$\varphi_i^c(y) = \inf_{x \in \Omega} \left\{ \frac{1}{2} |x - y|^2 - \varphi_i(x) \right\}, \quad \varphi_i^{cc}(x) = \inf_{y \in \Omega} \left\{ \frac{1}{2} |x - y|^2 - \varphi_i^c(y) \right\},$$

cf. [63, Proof of Theorem 4 in Chapter 1]. Substituting $\varphi_i^{cc}$ for $\varphi_i$ and $\varphi_i^c$ for $\psi_i$, $i = 1, 2$, and following the steps in the proof of Theorem 2.4 we obtain

$$\epsilon(E'(u_1) - E'(u_2), u_1 - u_2) \leq - \int_\Omega (\varphi_1^{cc} - \varphi_2^{cc})(u_1 - u_2) \, dx \leq \int_\Omega (\varphi_1(y) - \varphi_2(y)) \, d(\nu_1 - \nu_2)(y).$$

The functions $\varphi_i^c, i = 1, 2$ satisfy

$$\varphi_i^c(y) - \varphi_i^c(y') = \sup_x \left\{ \varphi_i(x) - \frac{1}{2} |x - y'|^2 \right\} + \inf_x \left\{ \frac{1}{2} |x - y|^2 - \varphi_i(x) \right\} \leq \sup_x \left\{ \varphi_i(x) - \frac{1}{2} |x - y'|^2 \right\} + \sup_x \left\{ \frac{1}{2} |x - y|^2 - \varphi_i(x) \right\} = \frac{1}{2} \sup_x \left\{ |x - y|^2 - |x - y'|^2 \right\} \leq \frac{1}{2} |y - y'|^2,$$

and hence are 1–Lipschitz continuous. Implementing this into our inequality we have

$$\epsilon(E'(u_1) - E'(u_2), u_1 - u_2) \leq \int_\Omega (\varphi_1(y) - \varphi_2(y)) \, d(\nu_1 - \nu_2)(y) \leq \sup_{\varphi} \left\{ \int_\Omega \varphi(y) \, d(\nu_1 - \nu_2)(y); \varphi \in \bigcap L^1(\nu_1 - \nu_2), \|\varphi\|_{Lip} \leq 1 \right\}. \quad (44)$$

We recall the following Kantorovich-Rubinstein duality theorem for the case when the cost function $c(x, y)$ in the Kantorovich formulation is a metric $d(x, y)$. In the case of the proposed optimisation problem (8) we have
\( d(x, y) = |x - y|^2 \).

**Theorem 2.7.** (Kantorovich-Rubinstein theorem) \[63, Theorem 1.14\]

Let \( X = Y \) be a complete separable metric space and let \( d \) be a lower semi-continuous metric on \( X \). Let \( T_d \) be the cost of optimal transportation for the cost \( c(x, y) = d(x, y) \),

\[
T_d(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times X} d(x, y) \, d\pi(x, y).
\]

Let \( \text{Lip}(X) \) denote the space of all Lipschitz functions on \( X \), and

\[
\| \varphi \|_{\text{Lip}} \equiv \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{d(x, y)}.
\]

Then

\[
T_d(\mu, \nu) = \sup \left\{ \int_X \varphi \, d(\mu - \nu); \varphi \in \bigcap_{\Phi} L^1(d|\mu - \nu|), \| \varphi \|_{\text{Lip}} \leq 1 \right\}.
\]

Using Theorem 2.7 the last expression in (44) is equal to the cost of the optimal transport between \( \nu_1 \) and \( \nu_2 \) and we eventually get using the fact that \( T_d(\nu_1, \nu_2) = W_1(\nu_1, \nu_2) \leq W_2(\nu_1, \nu_2) \)

\[
\epsilon \langle E'(u_1) - E'(u_2), u_1 - u_2 \rangle \leq W_2(\nu_1, \nu_2).
\]

We finally mention that in the case of \( E \) being convex but not differentiable (such as for total variation) a completely analogous proof holds to obtain an estimate for the generalized Bregman distance

\[
D_{E; p_1, p_2}^{u_1, u_2} := \langle p_1 - p_2, u_1 - u_2 \rangle \quad p_i \in \partial E(u_i),
\]  

(45)

where the \( p_i \) are the subgradients arising in the respective optimality conditions. In the case of total variation, the Bregman distance is not a strict distance anymore, it can vanish also for \( u_1 \neq u_2 \). However, it provides natural information about discontinuity sets (edges in the image setting, cf. [11, 12, 48]).

**2.6 Random sampling**

In the following we analyze the consistency of the estimate obtained from our variational approach in the classical case of available samples from a given probability measure \( \nu \). For this sake we introduce the empirical measure \( \nu^N \), which is a random variable depending on the samples \( X_1, \ldots, X_N \):

\[
\nu^N = \frac{1}{N} \sum_{j=1}^N \epsilon_{X_j},
\]

(46)

where \( \epsilon_X \) is the point measure at \( X \).
We denote by $u^{\epsilon,N}$ a minimiser of the variational problem with given measure $\nu^N$. Note that also $u^N$ is a random variable depending on the samples and thus also subsequent estimates are to be interpreted for any realization of the random variable. Assuming that $\nu$ is regular enough, i.e. there exists a density $\hat{u}$ such that

$$\nu = \hat{u} \mathcal{L}^d, \quad E(\hat{u}) < \infty,$$

we immediately conclude from the definition of $u^{\epsilon,N}$

$$W_2(u^{\epsilon,N}, \nu^N)^2 \leq W_2(u^{\epsilon,N}, \nu^N)^2 + 2\epsilon E(u^{\epsilon,N}) \leq W_2(\nu, \nu^N)^2 + 2\epsilon E(\hat{u}),$$

thus by the triangle inequality

$$W_2(u^{\epsilon,N}, \nu) \leq W_2(u^{\epsilon,N}, \nu^N) + W_2(\nu, \nu^N) \leq 2W_2(\nu, \nu^N) + \sqrt{2\epsilon E(\hat{u})}.$$ 

In particular we obtain for the expected value

$$E(W_2(u^{\epsilon,N} \mathcal{L}^d, \nu)) \leq 2E(W_2(\nu^N, \nu)) + \sqrt{2\epsilon E(\hat{u})}.$$ 

The convergence of the first term on the right-hand side is a well-known problem (clearly related to the law of large numbers), even rates are available, e.g. Rachev [51] gives a rate of order $N^{-1/d}$ for distributions with uniformly bounded moments, while Horowitz et. al. [35] even provide a rate of order $N^{-2/((d+4))}$ if the $(d+5)$-th moment is finite. The second term is obviously converging to zero as $\epsilon \to 0$, we thus obtain:

**Theorem 2.8.** Let $\nu$ be such that (47) is satisfied, then the variational model (8) is consistent in the sense of narrow convergence, which is metrized by the Wasserstein metric, more precisely

$$E(W_2(u^{\epsilon,N} \mathcal{L}^d, \nu)) \to 0 \quad \text{as} \quad N \to \infty \text{ and } \epsilon \to 0.$$ 

Note that from the arguments above we even obtain a rate for the Wasserstein metric in terms of $\epsilon$ and $N$ under additional moment conditions, respectively a rate in terms of $N$ if $\epsilon$ is chosen in dependence of $N$, which is the standard case in practice. Since we are measuring fidelities in the Wasserstein metric, this is not surprising and one would rather expect a stronger convergence or, under additional smoothness assumptions on $\hat{u}$, convergence rates in a stronger error measure related to the regularisation functional $E$. Again the Bregman distance, more precisely $E(D_E(u^{\epsilon,N}, \hat{u}))$ appears to be a correct error measure. Note that from Theorem 2.6 we
directly obtain an estimate for the reconstructed densities

$$\mathbf{E}(D_E(u^{\epsilon,N}, u)) \leq \frac{1}{\epsilon} \mathbf{E}(W_2(\nu^N, \nu)^2).$$

(51)

The remaining effort is basically to perform an estimate for the error $D_E(u, \hat{u})$, which is purely deterministic and already studied under additional smoothness conditions (so-called source conditions in regularisation theory) in [50]. In cases where some power of the Bregman distance satisfies a triangle inequality these estimates can be combined directly (e.g. for $L^2$ and $H^1$ regularisations the Bregman distance is just the square of the norm), in other cases one can directly combine the techniques from Theorem 2.6 and [50] to obtain an estimate of the form

$$\mathbf{E}(D_E(u^{\epsilon,N}, \hat{u})) \leq \frac{1}{\epsilon} F\left(\frac{1}{N}\right) + G(\epsilon)$$

(52)

with decreasing functions $F$ and $G$ such that $F(0, 0) = G(0) = 0$. The exact form of $F$ and $G$ depends on the specific assumptions used and also on the chosen regularisation functional. Since the computations are rather lengthy and not the central scope of the paper, we omit further details here.

2.7 Rescaling and diffusion filtering

In the Benamou-Brenier formulation (24) we can perform standard rescaling of the time variable and associated rescaling of density, velocity, and dual variable to

$$\hat{t} = \epsilon t, \quad \hat{\mu}(dx, \hat{t}) = \mu(dx, t), \quad \hat{v}(x, \hat{t}) = \frac{1}{\epsilon} v(x, t), \quad \hat{\lambda}(x, \hat{t}) = \lambda(x, t).$$

(53)

The optimisation problem (24)-(27) in rescaled variables becomes

$$E(u) + \frac{1}{2} \int_0^\epsilon \int_\Omega |\hat{v}|^2 d\hat{\mu}(x) \, dt,$$

subject to

$$\partial_t \hat{\mu} + \nabla \cdot (\hat{\mu} \hat{v}) = 0 \quad (55)$$

$$\hat{\mu}(\hat{t} = 0) = \nu \quad (56)$$

$$\hat{\mu}(\hat{t} = \epsilon) = u \mathcal{L}^d \quad (57)$$

and the optimality condition with dual variable $\hat{\lambda}$ is again $\hat{v} = \frac{1}{\epsilon} \nabla \hat{\lambda}$ and

$$\partial_t \hat{\lambda} + \hat{v} \cdot \nabla \hat{\lambda} - \frac{1}{2} |\hat{v}|^2 = 0.$$

(58)
The rescaling is useful in the numerical solution, since it guides the choice of the time discretization in $\epsilon$. Moreover, the relation to diffusion filtering can be understood by the asymptotic $\epsilon \to 0$. The limit $\epsilon \to 0$ of a variational model as (8), respectively a sequence thereof, has been well studied via the method of minimising movements approximating a metric gradient flow with energy $E$ (cf. [4]). Then the gradient flow is given by (17). For the Wasserstein metric this relation has been first studied in [36] for the linear Fokker-Planck equation. The corresponding discrete time stepping strategy for the construction of solutions of (17) is known under the name Jordan-Kinderlehrer-Otto (JKO)-scheme [36]. This pioneering work has resulted in a number of valuable contributions for the study of non-linear evolution equations in terms of Wasserstein gradient flows, e.g., [49, 29, 14, 18, 60, 61, 15, 21, 30, 42]. For the energies $E$ considered in (9)–(13) the corresponding gradient flows (17) are listed in Table 1.

3 Self-Similar Solutions

In the following we compute an interesting special class of solutions of self-similar structure. The basis of our computations is the characterization of the optimal transport between a measure and its rescaled version, derived in [5]. Since we are looking for smoothed measures with density, in this case also the initial measure needs to have density. Hence we look for solutions of the form

$$d\nu = \frac{1}{\rho^d} u \left( \frac{x}{\lambda \delta} \right) dx.$$  

(59)

In this approach we consequently look for solutions centered at zero, but by a simple shift of the $x$ variable we obtain the same solutions centered at different points.

In the Benamou-Brenier formulation it is well-known that optimal transport between two scaled versions of the same density is performed with density

$$\rho(x, t) = \frac{1}{(at + b)^d/2} \left( \frac{x}{at + b} \right),$$  

(60)

velocity and dual variable

$$v(x, t) = \frac{ax}{at + b}, \quad \lambda(x, t) = \frac{a|x|^2}{2(at + b)}$$  

(61)

with nonnegative constants $a$ and $b$ such that $a + b = 1$.

With this particular $\lambda$ we examine the optimality condition (31). Note that for (31) the functional $E$ needs to be defined as $+\infty$ if $u$ violates nonnegativity and integral equals one. We reformulate these with the help of Lagrange multipliers to obtain

$$\epsilon E'(u) + \lambda(x, t) - \eta(x) + \eta_0 = 0,$$
where \( \eta \geq 0 \) satisfies the complementarity condition \( \eta u = 0 \) almost everywhere. With the above form of \( \lambda \) and rescaling the dual variables with \( \epsilon \), and \( \sigma = \sqrt{\frac{\lambda}{\eta}} \) we can rewrite

\[
E'(u) = -\frac{|x|^2}{2\sigma^2} + \frac{\eta(x)}{\epsilon} - \frac{\eta_0}{\epsilon},
\]

where still \( \eta \) satisfies complementarity. We compute such solutions in the most relevant cases, that means for different regularisation energies \( E(u) \).

### 3.1 Logarithmic entropy

In the case of the logarithmic entropy \( E(u) = \int_\Omega u \log u \, dx \) (12) we obtain for (62)

\[
u(x) = \exp \left( -\frac{|x|^2}{2\sigma^2} + \frac{\eta(x)}{\epsilon} - \frac{\eta_0}{\epsilon} - 1 \right).
\]

Obviously \( \nu \) is positive everywhere and therefore \( \eta u = 0 \) yields to \( \eta \equiv 0 \). We obtain \( \eta_0 \) by solving

\[
\int_{\Omega} \nu(x) \, dx = C \int_{\Omega} \exp \left( -\frac{|x|^2}{2\sigma^2} \right) \, dx = 1, \quad \text{with} \quad C = \exp \left( -\frac{\eta_0}{\epsilon} - 1 \right).
\]

After some computations we obtain \( C = (2\sigma^2 \pi)^{-d/2} \) and finally

\[
u(x) = \frac{1}{(2\sigma^2 \pi)^{d/2}} \exp \left( -\frac{|x|^2}{2\sigma^2} \right).
\]

We show this solutions for different \( \epsilon \) in Figure 1(a). Noticing that \( 0 \leq a \leq 1 \) we see that any Gaussian measure with variance greater equal \( \sqrt{\epsilon} \) is obtained as a self-similar solution if the original measure is a Gaussian with variance \( \sigma_0 = 1 \). In the extreme case \( a = 1 \) the given measure \( \nu \) is a point measure centered at zero.

### 3.2 Squared Lebesgue regularisation

In the case of the squared Lebesgue norm \( E(u) = \frac{1}{2} \int_\Omega u^2 \, dx \) (11) the condition (62) becomes

\[
u(x) = -\frac{|x|^2}{2\sigma^2} + \frac{\eta(x)}{\epsilon} - \frac{\eta_0}{\epsilon}.
\]

We restrict our computations to positive solutions \( u(x) \geq 0 \) and obtain \( \eta = 0 \) in the neighborhood of zero

\[
u(x) = \left( -\frac{|x|^2}{2\sigma^2} - \frac{\eta_0}{\epsilon} \right)_+.
\]
In one dimension the constant $\eta_0$ can be easily computed for a $u$ symmetrically centered around zero

$$\int_\Omega u(x)dx = \int_{-x_0}^{x_0} \left( \frac{|x|^2}{2\sigma^2} - \frac{\eta_0}{\epsilon} \right) + dx = 1.$$ 

After computing the zeros $x_0$ we conclude

$$u(x) = \left( -\frac{|x|^2}{2\sigma^2} + \frac{\sqrt{9}}{(\sigma \sqrt{2})^{2/3}} \right)_+.$$

(65)

We illustrate the result in Figure 1(b).

3.3 Dirichlet regularisation

In the following we compute the self-similar solution for the Dirichlet regularisation $E(u) = \frac{1}{2} \int_\Omega |\nabla u(x)|^2 dx$ (10), for which (62) yields

$$-\Delta u = -\frac{|x|^2}{2\sigma^2} + \frac{\eta(x)}{\epsilon} - \frac{\eta_0}{\epsilon},$$

(66)

and in one-dimension for $u(x) > 0$ in a neighborhood around zero we can simplify (66) to

$$u''(x) = \left( \frac{x^2}{2\sigma^2} + \frac{\eta_0}{\epsilon} \right),$$

(67)

$$u(x) = \left( \frac{x^4}{24\sigma^2} + \frac{C}{2} x^2 + \tilde{C} x + \bar{C} \right)_+, \quad \text{with } C = \frac{\eta_0}{\epsilon}, \tilde{C}, \bar{C} \in \mathbb{R}.$$  

(68)

We can compute the constants using the property, that our solution is centered at zero and symmetric, e.g.

$$u(-x_0) = u(x_0) = 0, u'(-x_0) = u'(x_0) = 0.$$ 

After some computations we obtain $\tilde{C} = 0, \bar{C} = \frac{3}{2} \frac{\eta_0^2}{\sigma^2}$. We obtain $C = -\frac{1}{\epsilon} \sqrt{\frac{25a^3\epsilon^2}{384}}$ as a result of

$$\int_{-x_0}^{x_0} u(x)dx = \int_{-x_0}^{x_0} \left( \frac{x^4}{24\sigma^2} + \frac{C}{2} x^2 + \bar{C} \right)_+ dx = 1.$$ 

Finally the self-similar solution for the Dirichlet regularisation is

$$u(x) = \left( \frac{x^4}{24\sigma^2} - \frac{1}{2\epsilon} \sqrt{\frac{25a^3\epsilon^2}{384}} x^2 + \frac{3}{2\epsilon a} \eta_0 \right)_+.$$ 

(69)

We refer to Figure 1(c) for an illustration of (69).

3.4 Total variation

In case of the total variation (9), the energy $E(u)$ is not differentiable. Hence instead of the gradient, we consider a subgradient of $E$, i.e., an element in the subdifferential $\partial E(u)$. Elements in the subdifferential of $E$
are characterized by
\[ \partial E(u) = \{ \nabla \cdot g : g \in C^\infty_0(\Omega, \mathbb{R}^d), \|g\|_\infty \leq 1 \} . \]

Hence, from the optimality condition (62) in one dimension we have
\[ g'(x) = -\frac{x^2}{2\sigma^2} + \frac{\eta}{\epsilon} - \frac{\eta_0}{\epsilon}, \quad \text{with } g' \in \partial E(u). \] (70)

Assuming \( u(x) \geq 0 \) in neighbourhood around zero we have that \( \eta(x) \) vanishes within this neighbourhood and hence
\[ g'(x) = -\frac{x^2}{2\sigma^2} - C, \quad \text{with } C = \frac{\eta_0}{\epsilon} \in \mathbb{R} \]

By integration we get
\[ g(x) = -\frac{x^3}{6\sigma^2} - Cx + \tilde{C}. \]

We make the following ansatz for \( u \):
\[ u(x) = \begin{cases} \alpha & (-x_0, x_0) \\ 0 & \text{otherwise,} \end{cases} \]
with \( \alpha > 0 \) is a positive constant. For such a \( u \) the total variation gives
\[ 2\alpha = |Du| = \int ug' = \int_{-x_0}^{x_0} \alpha g' = \alpha (g(x_0) - g(-x_0)) = 2\alpha g(x_0), \]
and hence \( g(x_0) = 1 \). Note that this also reassembles the characterization of \( g = -\frac{Du}{|Du|} = \pm 1 \) in points where \( Du \neq 0 \). Additionally we can compute the points \( -x_0, x_0 \) and the constant \( \alpha \) by using the optimality condition (70) and the mass constraint on \( u \) respectively, i.e., which yields \( x_0 = \sqrt{-2C\sigma} \), and \( \alpha = 1/(2x_0) = 1/(2\sqrt{-2C\sigma}) \).

The constant \( C = \frac{\eta_0}{\epsilon} \) is obtained from \( 1 = g(x_0) \). Finally we have computed a self similar solution of the form
\[ u(x) = \begin{cases} 1/(2x_0) & (-x_0, x_0) \\ 0 & \text{otherwise.} \end{cases} \]
with, for \( \tilde{C} = 0 \), \( x_0 = \sqrt[3]{\frac{\eta_0}{\alpha}} \). Please compare Figure 1(e) for a sketch of such solutions.

3.5 Fisher information

Computing the self-similar solution for the Fisher information \( E(u) = \int_\Omega u|\nabla \ln u|^2dx = \int_\Omega \frac{|\nabla u|^2}{u}dx \) (13) means to solve
\[ -(\nabla \ln u)^2 - 2\Delta \ln u = -\frac{|x|^2}{2\sigma^2} + \frac{\eta(x)}{\epsilon} - \frac{\eta_0}{\epsilon} \] (71)
As before, we consider a positive solution $u(x) > 0$ in a neighborhood of zero and the one dimensional case for simplicity:

$$-(\ln u')^2 - 2(\ln u)'' = -\frac{|x|^2}{2\sigma^2} - \frac{\eta_0}{\epsilon}. \quad (72)$$

In the next step we substitute $u = e^y$

$$-(y')^2 - 2y'' = -\frac{|x|^2}{2\sigma^2} - \frac{\eta_0}{\epsilon},$$

and obtain the solution $y = -\frac{x^2}{2\sqrt{2\sigma}} + C$ with $C \in \mathbb{R}$. The constant $C$ follows from

$$\int_\Omega u(x)dx = \int_\Omega e^{-\frac{x^2}{2\sqrt{2\sigma}}} e^C dx = 1$$

Finally we obtain

$$u(x) = \frac{1}{(2\sqrt{2\sigma\pi})^{1/2}} e^{-\frac{x^2}{2\sqrt{2\sigma}}} \quad (73)$$

and illustrate the result in Figure 1(d).

![Figure 1: Self-similar Solutions for different Regularisation functionals (9)-(13) for different $\epsilon$.](image-url)

4 Numerical Methods and Results

In this section we present numerical results for the approaches to solve (8) introduced in the previous sections. In particular, we discuss solutions for the Kantorovich optimal transport problem (19)-(21). This problem is
in general only efficiently solvable in one spatial dimension. Therefore we additionally consider the Benamou-Brenier formulation (24)-(27), for which we present numerical results in one and two dimensions. Since the solution of the optimisation problem (19)-(21) can be interpreted as a discrete approximation of a solution of the gradient flow of $E(u)$ with respect to the $L^2$ Wasserstein metric we additionally solve the diffusion equation (17), and compare the numerical results with the solutions of (19)-(21). In all three numerical approaches we consider the regularisation energies (9)-(13).

4.1 Discretization

For the numerical implementation we need to approximate the derivatives in the differential equations involved in our models. We consider finite difference schemes for this behalf. Let $\Omega = [a, b]^d$, $d = 1, 2$ be the space domain we consider for our problem. We partitionate the space-time-cylinder $[a, b]^d \times [0, T]$ into $N$ equidistant cells $[x_i, x_{i+1}]^d$, $i = 0, .., N - 1$ with $x_0 = a$, $x_N = b$ and step-size $\Delta x = (b - a)/N$ and $M$ time intervalls $[t_j, t_{j+1}]$ for $j = 0, ..., M - 1$ and time-steps $\Delta t = \frac{T}{M}$. Let $u$ be an arbitrary function defined on $\Omega$, then we denote with $u^t_i = u(x_i, t_i)$ the approximation of $u$ in the node $x_i$ at time $t_i$. In the one-dimensional case we approximate the spatial derivative of $u$ in $x_i$ at time $t_t$ with forward-difference quotients ($(D_x^+ u)_i^t$) or backward-difference quotients ($(D_x^- u)_i^t$)

$$ u_x(x_i) \approx \begin{cases} (D_x^+ u)_i^t = \frac{u_{i+1}^t - u_i^t}{\Delta x} & i = 0, ..., N - 1, \\ (D_x^- u)_i^t = \frac{u_i^t - u_{i-1}^t}{\Delta x} & i = N, \end{cases} \quad (D_x u)_i = \frac{u_{i+1} - 2u_i + u_{i-1}}{\Delta x^2}. \tag{74} $$

For the second spatial derivative we formulate the discrete Laplace-operator in the following way:

$$ (D_{\Delta} u)_i = \frac{u_{i+1} - 2u_i + u_{i-1}}{\Delta x^2}. \tag{75} $$

For two-dimensional computations we discretize $\nabla u$ by $(\nabla u(x_i, y_j)) \approx ((D_x^+ u)_{i,j}, (D_y^+ u)_{i,j})$

$$ (D_x^+ u)_{i,j} = \begin{cases} \frac{u_{i+1,j} - u_{i,j}}{\Delta x} & i = 0, ..., N - 1, \\ \frac{u_{N,j} - u_{N-1,j}}{\Delta x} & i = N, \end{cases} \quad (D_y^+ u)_{i,j} = \begin{cases} \frac{u_{i+1,j} - u_{i,j}}{\Delta y} & j = 0, ..., N - 1, \\ \frac{u_{i,N} - u_{i,N-1}}{\Delta y} & j = N. \end{cases} \tag{76} $$

Note that we consider here $\Delta y = \Delta x$, but generalization to different step-sizes are obvious. The discrete Laplace-operator and divergence-operator in two dimensions can be written as:

$$ (D_{\Delta} u)_{i,j} = \frac{u_{i+1,j} - 4u_{i,j} + u_{i-1,j} + u_{i,j+1} + u_{i,j-1}}{\Delta x \Delta y}, \quad (\text{div } u)_{i,j} = (D_x^+ u)_{i,j} + (D_y^+ u)_{i,j}. \tag{77} $$
4.2 Convex minimisation schemes

In the following we present some numerical results for the variational model (19)-(21). Let \( X = \{x_1, ..., x_N\} \subset \mathbb{R}^d \) and \( Y = \{y_1, ..., y_M\} \subset \mathbb{R}^d \) be two discrete density distributions. Then it is possible to reformulate (19)-(21) as a linear program:

\[
\min_{p, u} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{M} |x_i - y_j| p_{i,j} + \epsilon E(u),
\]

subject to

\[
\sum_{i=1}^{N} p_{i,j} = a_j, \quad j = 1, ..., M, \quad \sum_{j=1}^{M} p_{i,j} = u_i, \quad i = 1, ..., N,
\]

\[
0 \leq p_{i,j}, \quad 0 \leq u_i, \quad i = 1, ..., N, \quad j = 1, ..., M,
\]

\[
\sum_{i=1}^{N} \sum_{j=1}^{M} p_{i,j} = 1, \quad \sum_{i=1}^{N} u_i = \sum_{j=1}^{M} a_j = 1.
\]

with given initial condition \( a_j \) and unknown matrix \( p_{i,j} \) (see [37]). In the case of \( E \) being convex, we obtain a convex linear problem. We solve the linear problem directly, i.e. we discretize (19)-(21) and optimize with the solver IPOPT. Without going into detail we mention here, that IPOPT uses an interior-point-method to solve linear and nonlinear constrained optimisation problems. See [65] for more details. In Figure 2 we present numerical results for the linear program (78)-(81) in one dimension. We consider different regularisation functionals (9)-(13). Note, that because of numerical difficulties we consider an approximation of the TV regularisation, namely \( E(u) = \int \sqrt{|\nabla u|^2 + \delta} \) with small \( \delta > 0 \).

Our initial condition is a Gaussian curve with mean zero and variance one (colored in blue). The algorithm (78)-(81) is only efficiently solvable in one dimension due to doubling the spatial dimension. Indeed, an \( 128 \times 128 \) image yields an \( 128^2 \times 128^2 \) matrix \( p \). Therefore, we neglect two dimensional problems for this approach and deal with that using (24)-(27) later.

4.3 Gradient flow ansatz

Following the theory of gradient flows we know that a solution of the minimisation problem (8) can be interpreted as a discrete approximation of a solution of the gradient flow of \( E(u) \) with respect to the \( L^2 \)-Wasserstein metric. This motivates a comparison of the numerical results we get for (8) in one-dimension with discrete solutions of the equations (17) introduced in Table 1. Hence, in the following we present these discrete numerical solutions for the one-dimensional case.

Note here, that we are not trying to compete with existing numerical schemes for these equations, cf. section 1 for references. We solely aim for a comparison with solutions obtained from (8).
In Figure 3(a) we show discrete solutions for the heat equation

\[ \partial_t u = \Delta u, \quad \forall x \in \Omega, t > 0, \]  
\[ u(x, 0) = u_0(x) > 0, \quad \forall x \in \Omega, \]  

which is the gradient flow equation (17) for the logarithmic entropy \( E(u) = \int_{\Omega} u \ln u \, dx \), indeed

\[ \partial_t u = \nabla \cdot (u \nabla (\ln u + 1)) = \nabla \cdot \left( u \left( \frac{\nabla u}{u} \right) \right) = \Delta u. \]  

We discretize the time derivative using an explicit Euler method and a second order finite-difference-quotient (75) for the Laplace-operator with \( \Delta x = 0.1 \) and \( \Delta t = 5 \cdot 10^{-4} \).

The squared Lebesgue regularisation yields, as mentioned in Table 1, the porous medium equation

\[ \partial_t u = \Delta u^2, \quad \forall x \in \Omega, t > 0, \]  
\[ u(x, 0) = u_0(x) > 0, \quad \forall x \in \Omega. \]  

Using the same numerical approximation as for (82)-(83) with \( \Delta x = 0.2 \) and \( \Delta t = 5 \cdot 10^{-4} \) we obtain the discrete solutions which are presented in Figure 3(b) and are approximations of the in the literature well known
Barenblatt-Pattle solutions \cite{62}. Furthermore, the thin film equation

\begin{equation}
\partial_t u = -\text{div}(u \nabla \Delta u), \quad \forall \, x \in \Omega, \, t > 0,
\end{equation}

\begin{equation}
u(x, 0) = u_0(x) > 0, \quad \forall \, x \in \Omega,
\end{equation}

is the associated gradient flow for the Dirichlet regularisation (11) with respect to the Wasserstein metric. After reformulating

\begin{equation}
\partial_t u = -\nabla \cdot (u \nabla \Delta u) = -\nabla u \nabla \Delta u - u \Delta \Delta u,
\end{equation}

we discretize

\begin{equation}(D_t^+ u)_i^t = -(D_x^+ u)_i^t D_x^- ((\Delta u)_i^t) - (u_i^t)\Delta ((\Delta u)_i^t),\end{equation}

For the thin film equation the robust maximum principle is not guaranteed, and therefore the solution of (87) is not necessarily bounded through the maximum or minimum of the initial data. To avoid numerical problems we have to guarantee that \(u \geq 0\). The discrete solutions for \(\Delta x = 0.2\) and time-stepsize \(\Delta t = 5 \cdot 10^{-4}\) are presented in Figure 3(c).

Considering the gradient flow for the Fisher information

\begin{equation}
E(u) = \frac{1}{2} \int_\Omega u |\nabla \ln u|^2 \, dx = \frac{1}{2} \int_\Omega \frac{|\nabla u|^2}{u} \, dx = 2 \int_\Omega (\nabla \sqrt{u})^2 \, dx,
\end{equation}

yields a non-linear fourth order equation, known as the Derrida-Lebowitz-Speer-Spohn (DLSS) equation

\begin{equation}
\partial_t u = -\Delta (u \Delta (\ln u)) = -2 \nabla \left( u \nabla \left( \frac{\Delta \sqrt{u}}{\sqrt{u}} \right) \right), \quad \forall \, x \in \Omega, \, t > 0,
\end{equation}

\begin{equation}
u(x, 0) = u_0(x) > 0, \quad \forall \, x \in \Omega.
\end{equation}

This result was proven by Gianazza, Savaré, Toscani \cite{30}. Furthermore, the numerical solution of the DLSS equation is discussed in detail in \cite{22}. We consider a semi-implicit discretization of (91) with \(\Delta x = 0.4\) and time-stepsize \(\Delta t = 5 \cdot 10^{-4}\)

\begin{equation}(D_t^+ u)_i^t = -D_x \left( u_i^{t+1} D_x (\ln u)_i^t \right)
\end{equation}

and present results in Figure 3(d).

4.4 Fluid dynamic schemes

In the following we present numerical results for the optimisation problem (24)-(27) based on the Benamou-Brenier formulation. As mentioned before, the convex minimisation scheme (78)-(81) is not appropriate to solve
two dimensional problems efficiently. This yields the motivation to introduce three iterative algorithms for (24)-(27), namely a gradient descent scheme, a dual ascent scheme and an augmented Lagrangian scheme, for the total variation regularisation. With these schemes also two dimensional models are efficiently treatable.

Algorithm (GDS) Gradient Descent Scheme for (28)-(32):

Solve iteratively for $k = 0$ until $\|u^{k+1} - u^k\|_{L^2} \leq \delta$:

1. Initialisation: $\mu^{k+1}(t = 0) = \nu$.
2. Solve the state-equation (forward in time): $\partial_t \mu^{k+1} + \nabla \cdot (\mu^{k+1} v^k) = 0$.
3. Evaluate: $u^{k+1} = \mu^{k+1}(t = T)$, $\lambda^{k+1}(t = T) + \epsilon \partial E(u^{k+1}) \ni 0$.
4. Solve the adjoint-equation (backward in time): $\partial_t \lambda^{k+1} + v^k \nabla \lambda^{k+1} = \frac{1}{2} |v^k|^2$.
5. Update ($\tau > 0$): $(1 + \tau) v^{k+1} = \nabla \lambda^{k+1} + \tau v^k$.

The gradient descent scheme (GDS) iteratively finds a local minimum of (28)-(32) by going into the direction of the negative gradient. Starting with the initial data $\nu$ we first solve the state equation forward in time and then evaluate (3). (3) yields the initial condition for step (4), which is to solve the adjoint equation backward in time. In the last step we update the velocity $v$.

There is one difficulty that arises due to the condition (31). Only for $u > 0$ the complementary condition $\eta u = 0$
yields \( \eta = 0 \) and therefore \( \epsilon \partial E(u) + \lambda(t = T) = 0 \). That is a hard restriction, by reason that we can only expect \( u > 0 \) for the logarithmic entropy (64). This motivates the consideration of another iterative scheme for (28)-(32), the dual ascent scheme circumvent this problem. Starting with an initial condition for \( \lambda(t = 0) \) we first solve the adjoint equation forward in time and afterwards the optimisation problem \( \epsilon E(u) + \int_{\Omega} u^{k+1}(t = T) dx \rightarrow \min_{u} \).

The solution, which is unique for strict convex \( E(u) \), yields the initial condition for the state equation, which is solved backward in time (4). In the last step we update \( \lambda_{0} \).

Algorithm (DAS) Dual Ascent Scheme for (28)-(31) and (34)-(35):

Solve iteratively for \( k = 0 \) until \( \|u^{k+1} - u^{k}\|_{L^2} \leq \delta \).

1. Initialisation: \( \lambda^{k+1}(t = 0) = \lambda_{0} \).
2. Solve the adjoint-equation (forward in time): \( \partial_{t}\lambda^{k+1} + \frac{1}{2} |\nabla \lambda^{k+1}|^2 = 0 \).
3. Evaluate \( \epsilon \partial E(u^{k+1}) + \lambda^{k+1}(t = T) \geq 0 \), and furthermore \( \mu^{k+1}(t = T) = u^{k+1} \).
4. Solve the state-equation (backward in time): \( \partial_{t}\mu^{k+1} + \nabla \cdot (\mu^{k+1} \nabla \lambda^{k+1}) = 0 \).
5. Update (\( \tau > 0 \)): \( \lambda_{0}^{k+1} = \lambda_{0}^{k} + \tau (\mu^{k+1}(t = 0) - \nu) \).

For the TV regularisation (9) we introduce an algorithm based on an augmented Lagrangian ansatz [31], due to the non-differentiability and nonlinearity of \( E(u) \). Inspired by the Bregman split approach [32] we modify (28)-(32) by inserting an auxiliary variable \( z = \nabla u \) and adding the constraint \( z - \nabla u = 0 \). The augmented Lagrangian ansatz yields a saddle point problem (see also [8]):

\[
\inf_{\mu, u, z, \xi, \lambda, \lambda_{0}} \sup_{\xi, \lambda, \lambda_{0}} L(\mu, u, z, \xi, \lambda, \lambda_{0}) = -\frac{1}{2} \int_{0}^{T} \int_{\Omega} |\nabla \lambda|^{2} d\mu(x) dt + \epsilon \int_{\Omega} |z| dx - \int_{0}^{T} \int_{\Omega} \partial_{t}\lambda d\mu(x) dt \\
- \int_{\Omega} \nu \lambda_{0} dx + \int_{\Omega} \lambda_{0} d\mu(t = 0) - \int_{\Omega} \lambda(t = T) d\mu(t = T) \\
+ \int_{\Omega} u \lambda(t = T) dx + \int_{\Omega} (z - \nabla u)\xi dx + \frac{r}{2} \int_{\Omega} |z - \nabla u|^{2} dx,
\]

with parameter \( r \in \mathbb{R} \). The optimality conditions for the above problem are

\[
\partial_{\lambda}\lambda + \frac{1}{2} |\nabla \lambda|^{2} = 0, \\
\partial_{\mu}\mu + \nabla \cdot (\mu \nabla \lambda) = 0, \\
\xi^{k+1} = \arg\min_{\xi} \left\{ \epsilon \int_{\Omega} |z| dx + \int_{\Omega} \xi z dx + \frac{r}{2} \int_{\Omega} |z - \nabla u^{k+1}|^{2} dx \right\}, \\
= \arg\min_{z} \left\{ \epsilon \int_{\Omega} |rz| dx + \frac{1}{2} \int_{\Omega} |rz - (rz u^{k} - \xi^{k+1})|^{2} dx \right\}, \\
\xi^{k+1} = \arg\max_{z} \left\{ \int_{\Omega} (\xi^{k+1} - \nabla u^{k+1})z dx \right\}.
\]
The solution for (96) with $w = \nabla u - \frac{\xi}{\nu}$ is explicitly given by the shrinkage operation

$$z = \begin{cases} 
(1 - \frac{r}{|w(x,y)|}) (w(x,y)), & |w(x,y)| > 1, \\
0, & |w(x,y)| \leq 1.
\end{cases} \quad (99)$$

Finally we can write down the following iterative algorithm: (ALS) Augmented Lagrangian Scheme

**Solve iteratively for $k = 0$ until $\|u^{k+1} - u^k\|_{L^2} \leq \delta$.**

1. **Initialisation:** $\lambda^{k+1}(t = 0) = \lambda_0$, $r > 0$.
2. **Solve the adjoint-equation (forward in time):** $\partial_t \lambda^{k+1} + \frac{1}{2} |\nabla \lambda^{k+1}|^2 = 0$.
3. **Evaluate $\Delta u^{k+1} = (\frac{1}{2} \lambda^{k+1}(t = T) + \frac{1}{2} \nabla \cdot \xi^k \nabla \cdot z^k)$, $u^{k+1} = \mu^{k+1}(t = T)$.**
4. **Solve the state-equation (backward in time):** $\partial_t \mu^{k+1} + \nabla \cdot (\mu^{k+1} \nabla \lambda^{k+1}) = 0$.
5. **Update ($\tau_1, \tau_2 > 0$):** $\lambda^{k+1} = \lambda^k + \tau_1 (\mu^{k+1}(t = 0) - v)$,
   
   $$z^{k+1} = (99), \quad \xi^{k+1} = \xi^k + \tau_2 (z^{k+1} - \nabla u^{k+1}).$$

To discretize the equations which appear in our algorithms we consider the upwind-method, using the difference quotients defined in Section 4.1. In one dimension the discretization of the state-equation $\partial_t \mu = -\nabla \cdot (\mu v) = -\nabla \mu v - \mu \nabla \cdot v$ is given by:

$$\left(D_x^+ \mu\right)_i = -(\max(v^+_i, 0)(D_x^- \mu)_i + \min(v_i, 0)(D_x^+ \mu)_i) - \mu_i(D_x^+ v)_i. \quad (100)$$

We use the explicit Euler method to approximate the time-derivative and an upwind scheme for the derivatives in space. In a similar way we discretize the adjoint-equation

$$\left(D_x^+ \lambda\right)_i = -\frac{1}{2} |v_i|^2 + (\max(v^+_i, 0)(D_x^+ \lambda)_i + \min(v_i, 0)(D_x^- \lambda)_i). \quad (101)$$

In two dimensions the discretization of the state-equation using an upwind method is given by:

$$\left(D_x^+ \mu\right)_{i,j} = -(\max((v_1)_{i,j}, 0)(D_x^- \mu)_{i,j} + \min((v_1)_{i,j}, 0)(D_x^+ \mu)_{i,j})$$

$$- (\max((v_2)_{i,j}, 0)(D_y^- \mu)_{i,j} + \min((v_2)_{i,j}, 0)(D_y^+ \mu)_{i,j})$$

$$- \mu_{i,j} \left( (D_x^+ v1)_{i,j} + (D_y^+ v2)_{i,j} \right),$$

where $v_1$ denotes the velocity in $x$-direction and $v_2$ in $y$-direction. In a similar way we discretize the adjoint-equation.

We start our numerical simulations by considering the Gaussian curve with mean zero and variance one as initial data $\nu$. For the logarithmic entropy and the Fisher information we use the gradient descent scheme.
Note that computing the Fisher information can cause numerical problems, and we have to ensure the positivity of the solution. The squared Lebesgue regularisation and the Dirichlet regularisation are computed with the dual ascent scheme (DAS) and the TV regularisation with the augmented Lagrangian scheme (ALS).

Numerical results in one dimension are illustrated in Figure 4 for the energies (9)-(13). Two dimensional results for (24)-(27) are presented in Figure 5. In particular, the results for the TV regularisation in two dimensions are presented in Figure 5(d)-(i), where we differ between the anisotropic TV regularisation

\[ E(u) = \int |\nabla_x u| + |\nabla_y u| \]

and the isotropic TV regularisation

\[ E(u) = \int \sqrt{|\nabla_x u|^2 + |\nabla_y u|^2}. \]

Isotropic diffusion behaves perpendicular to edges, i.e. smoothing at edges is inhibited. Instead, diffusion along edges is achieved using the anistropic TV regularisation.

Next we consider real data. In Figure 6 we present numerical results for the epicentral distribution of earthquakes in L’Aquila (Italy) in the time interval of aftershock sequence from 6 April 2009 to 30 June 2009. The data is provided by the Istituto Nazionale di Geofisica e Vulcanologia [67]. The values are zero in distributional regions, without aftershock events and otherwise one. The smoothed result computed with the Dirichlet regularisation with \( \epsilon = 10 \) is illustrated in Figure 6(b). The letter constitutes an estimate of the continuous distribution of aftershocks based on the few measured samples in Figure 6(a).

Additionally we consider real MRI - data provided from the MPI for biophysical chemistry Göttingen (see Figure 7 a). For comparison, we did numerical simulations on a 140 \times 140-detail of the scan using the Dirichlet regularisation and the TV-regularisation (see Figure 7(b)-(f)) with different regularisation parameters.

To confirm that the investigated functionals can also be used for image decomposition we present in Figure 8 some numerical experiments. Note here that we do not want to compare our results with existing numerical methods for image decomposition, but we want to mention, that in our case the resulting cartoon image is a probability measure since the initial data is a probability measure. We consider two different initial data, a simple synthetic image and a detail of the Barbara-image [68], where texture parts are combined with nontexture parts. In the middle row of Figure 8 we show the structure or non-texture part of the initial images, which is the minimizer of (24)-(27) with TV-regularisation solved with the augmented Lagrangian scheme. The texture images, presented in the last row follow from subtracting the structure image from the initial image.
4.5 Discussion

In this section we presented several numerical results in one dimension as well as in two dimension for the Kantorovich formulation, the Benamou Brenier formulation and the gradient flow formulation. The main aspect was to introduce the algorithms, discuss the regularisation energies (9)-(13), illustrate their different impact on the data and to compare the results. Because the different formulations are equivalent to each other, we obtain quite similar solutions for the same initial data and regularisation parameter, which also confirms the correctness of our models. For example, the logarithmic entropy causes isotropic smoothing, similar to a Gaussian filter. This kind of uniform melting for increasing $\epsilon$ is illustrated in Figure 2(a), 3(a) and 4(a). Here we recognize, that the results are similar to each other for the same $\epsilon$ and furthermore coincide with the self-similar solution (64). Computing the optimisation problem with the squared Lebesgue regularisation yields a solution, which has compact support (see Figure 2(b), Figure 3(b) and Figure 4(b)). Note here, that solutions for the porous medium equation are the well known Barenblatt-Pattle solutions.

In Figure 6 we presented numerical simulations with real initial data given by earthquake measurements. Applying the gradient descent with Dirichlet regularisation we obtain a relative probability for an earthquake event in a certain region (see Figure 6(b)). For this example the probability for an earthquake event in the red colored region is greater than in the blue colored region. Furthermore we present numerical results for the TV regularisation with the augmented Lagrangian scheme (ALS) in one dimension (see Figure 2(e), 4(e)) and in two
Figure 5: Two dimensional Benamou-Brenier formulation (24)-(27): (a) Initial data; (b)-(c) Dirichlet regularisation (DAS) $\epsilon = 5, 50$; (d)-(f) Anisotropic TV regularisation (ALS), $\epsilon = 1, 10, 50$; (g)-(i) Isotropic TV regularisation (ALS), $\epsilon = 1, 10, 50$.

Figure 6: Density estimates for earthquake data: (a) Initial data: Epicentral distribution of earthquakes in the time interval of aftershock sequence from 6 April 2009 to 30 June 2009. (source INGV: http://bollettinosismico.rm.ingv.it); (b) Results with the Dirichlet regularisation (GDS) for $\epsilon = 10$. 

Figure 7: (a) MRI-measurements provided by the MPI for biophysical chemistry Göttingen; (b) Results with the TV-regularisation (ALS) for $\epsilon = 0.2$; (c) Dirichlet regularisation (GDS); The results for the isotrop TV-regularisation (ALS) for $\epsilon = 0.05, 0.2, 1$ are shown in (d)-(f).

Figure 8: Image decomposition examples: First and second row computed with the Wasserstein-distance and TV-regularisation (ALS), third row computed with a $L^2$-data term with TV-regularisation (ROF-model); From left to right: Initial image, cartoon image, texture image.

dimension (see Figure 5 (d)-(i)). The difference between the isotropic and anisotropic TV-regularisation is pointed out in Figure 5. The isotropic TV-regularisation favors smoothing along edges (see (g)-(i)). In contrast, using the anisotropic TV-regularisation yields sharp edges, compare Figure 5(d)-(f). The edge preserving property of the TV-regularisation becomes more clear in Figure 7 (d)-(f). By increasing the regularisation parameter,
Figure 9: Density estimates for a discretely sampled Gaussian curve with mean zero and variance one (red dashed line). The magenta solid lines displays the penalized likelihood density estimates (2) with Dirichlet-regularisation and the black and green solid lines are estimates given by the variational approach (8) with Log-entropy respectively Dirichlet-regularisation. The sample sizes are (a) $N = 20$, (b) $N = 80$ and (c) $N = 200$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>MPLE-Dirichlet</th>
<th>Log entropy</th>
<th>Dirichlet Reg</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.4391</td>
<td>0.4895</td>
<td>0.4139</td>
</tr>
<tr>
<td>40</td>
<td>0.3520</td>
<td>0.4035</td>
<td>0.3239</td>
</tr>
<tr>
<td>80</td>
<td>0.3141</td>
<td>0.3564</td>
<td>0.2842</td>
</tr>
<tr>
<td>100</td>
<td>0.2983</td>
<td>0.3285</td>
<td>0.2647</td>
</tr>
<tr>
<td>200</td>
<td>0.2664</td>
<td>0.2942</td>
<td>0.2381</td>
</tr>
</tbody>
</table>

Table 2: Mean of the $L^2$-error between the Gaussian curve and the estimates obtained with the MPLE-method (2) with Dirichlet-regularisation and the variational approach (8) with Dirichlet-regularisation respectively with the Logarithmic-entropy. We considered $N = 20, 40, 80, 100, 200$ sampling points and the average over 100 experiments.

The number and intensity of edges increases too. For $\epsilon = 1$ the result is oversmoothed and consists of many homogeneous regions. Details are not recognizable anymore (see (g)). For comparison we show in Figure 7 (c) results obtained with the Dirichlet regularisation (GDS). Additionally a nice property of the TV-regularisation is the image decomposition feature presented in Figure 8. In the first row a synthetic image with high presence of texture is satisfactorily decomposed into a complete non-texture part, the cartoon image, and a texture part. The edges are kept in the cartoon image and the texture is separated (last row). Moreover, the decomposition of the Barbara-image yields a texture image, where not only the texture of the scarf is kept, but also small details like the eyebrows. To give a comparison between the existing MPLE-method (2) and our variational approach (8), we present in Figure 9 estimates for a discretely sampled Gaussian curve with mean zero and variance one for $N = 20, 80$ and $N = 200$ sampling points. We considered the MPLE-method (2) with Dirichlet-regularisation and (8) with the Log-entropy and the Dirichlet-regularisation using the optimal regularisation parameters. Additionally we illustrate in Table 2 the goodness of the different methods by means of the $L^2$-error between the estimates and the sampled Gaussian curve. In particular, the values are computed as the average over 100 experiments for $N = 20, 40, 80, 100$ and $N = 200$ sampling points. As we can see in Figure 9 and in Table 2, the results are getting better for increasing sampling points. Furthermore, the estimates obtained with the variational method (8) with Dirichlet-regularisation are better, than estimates given by the MPLE-method.
(2) with Dirichlet-regularisation. Using the Logarithmic-entropy yields the worst results.

5 Conclusions

In this paper, we investigate a variational regularisation method with the Wasserstein metric as a data fidelity for estimation, smoothing and decomposition of densities. We provide different formulations for this problem such as the Benamou-Brenier formulation and the gradient flow formulation. We gave a detailed analysis of this approaches and presented schemes for their numerical solution. Finally we present numerical simulations on synthetic and real data for different regularisation energies, namely the TV regularisation, the Dirichlet regularisation, the squared Lebesgue regularisation, the logarithmic entropy and the Fisher information. With our models we are able to work with densities continuous with respect to the Lebesgue measure as well as concentrated densities. Moreover we have the advantage of mass conservation.
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