5 The Renormalization Group

Even a humble glass of pure water consists of countless HoO molecules, which are made
from atoms that involve many electrons perpetually executing complicated orbits around a
dense nucleus, the nucleus itself is a seething mass of protons and neutrons glued together
by pion exchange, these hadrons are made from the complicated and still poorly understood
quarks and gluons which themselves maybe all we can make out of tiny vibrations of some
string, or modes of a theory yet undreamed of. How then is it possible to understand
anything about water without first solving all the deep mysteries of Quantum Gravity?

In classical physics the explanation is really an aspect of the Principle of Least Action:
if it costs a great deal of energy to excite a degree of freedom of some system, either by
raising it up its potential or by allowing it to whizz around rapidly in space—time, then the
least action configuration will be when that degree of freedom is in its ground state. The
corresponding field will be constant and at a minimum of the potential. This constant is the
zero mode of the field, and plays the role of a Lagrange multiplier for the remaining low—
energy degrees of freedom. You used Lagrange multipliers in mechanics to confine wooden
beads to steel hoops. This is a good description at low energies, but my sledgehammer can
excite degrees of freedom in the hoop that your Lagrange multiplier doesn’t reach.

We must re-examine this question in QFT because we’re no longer constrained to sit
at an extremum of the action. The danger is already apparent in perturbation theory,
for even in a process where all external momenta are small, momentum conservation at
each vertex still allows for very high momenta to circulate around the loop and the value of
these loop integrals would seem to depend on all the details of the high—energy theory. The
Renormalization Group (RG), via the concept of universality, will emerge as our quantum
understanding of why it is possible to understand physics at all.

5.1 Integrating out degrees of freedom

Suppose our QFT is governed by the action
1 —d
Sholel = / dz [2aﬂgpaﬂw+ZAg % gi0 Oi(x) | (5.1)

Here we've allowed arbitrary local operators O;(x) of dimension d; > 0 to appear in the
action; each O; can be a Lorentz—invariant monomial involving some number n; powers of
fields and their derivatives, e.g. O; ~ (Op)"i@® with r; + s; = n;. For later convenience,
I’ve included explicit factors of some energy scale Ag in the couplings, chosen so as to ensure
that the coupling constants g;o themselves are dimensionless, but of course the action is
at this point totally general. We’ve simply allowed all possible terms we can include to
appear.
Given this action, we can define a regularized partition function by

Zn(gi0) = / Dip o~ Snolél/h (5.2)
€ (M)<n,

where the integral is taken over the space C*°(M )<y, of smooth functions on M whose
energy is at most Ag. The first thing to note about this integral is that it makes sense:
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we’ve explicitly regularized the theory by declaring that we are only allowing momentum

20

modes up to the cut-off'® Ay. For example, there can be no UV divergences®® in any

perturbative loop integral following from (5.2), because the UV region is simply absent.

Now let’s think what happens as we try to perform the path integral by first integrating
those modes with energy between Ag and A < Ag. The space C*°(M)<y, is naturally a
vector space with addition just being pointwise addition on M. Therefore we can split a
general field ¢(x) as

dip .
d?p (5.3)

ddp ipx ~ o -
= [ [ o
=1 ¢(x) + x(z),

where ¢ € C°°(M )<y is the low—energy part of the field, while x € C°°(M)(4 5, has high
energy. The path integral measure on C°°(M )<y, likewise factorizes as

Dy =D¢ Dx

into a product of measures over the low— and high—energy modes. Performing the integral
over the high—energy modes x provides us with an effective action at scale A

SSg] := —hlog [/COO(M) Dx exp(—SAo[¢+X]/ﬁ)] (5.4)

(A,70]

involving the low—energy modes only. We call the process of integrating out modes changing
the scale of the theory. We can iterate this process, integrating out further modes and
obtaining a new effective action

§ﬁw}::—ﬁbg[/;%MhN2xemp<—$fw4ﬂﬂﬂ01 (5.5)

at a still lower scale A’ < A. For this reason, equation (5.4) is known as the renormalization
group equation for the effective action.
Separating out the kinetic part, we write the original action as

Saold + x] = S°[8] + S°[x] + Siv[e, ] (5.6)

where S9[y] is the kinetic term

SOx] = /ddx [;(8;02 + %mz)f (5.7)

9T writing Sha, in terms of dimensionless couplings, we used the same energy scale Ao as we chose for
the cut-off. This was purely for convenience.

200n a non-compact space-time manifold M there can be IR divergences. This is a separate issue,
unrelated to renormalization, that we’ll handle later if I get time. If you're worried, think of the theory as
living in a large box of side L with either periodic or reflecting boundary conditions on all fields. Momentum
is then quantized in units of 27/L, so the space C°° (M )<y, is finite-dimensional.
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for x and S°[¢] is similar. Notice that the quadratic terms can contain no cross-terms
~ ¢Y, because these modes have different support in momentum space. For the same
reason, the terms in the effective interaction S}{lot[gﬁ, x| must be at least cubic in the fields.
Since ¢ is non-dynamical as far as the x path integral goes, we can bring S°[#] out of
the rhs of (5.4). Observing that the same ¢ kinetic action already appears on the lhs, we
obtain (A =1)

Si‘l¢] = —log [/ Dx exp (—S°[x] — Siy [, x]) (5.8)
(M) (a,A0]
which is the renormalization group equation for the effective interactions.

5.1.1 Running couplings and their S-functions

It should be clear that the partition function

Zu(gi(A)) = / Dip oS/ (5.9)
Co°o(M)<p

obtained from the effective action scale A (or at any lower scale) is exactly the same as the
partition function we started with:

Za(9i(A)) = 2, (gios Mo) (5.10)

because we’re just performing the remaining integrals over the low—energy modes. In
particular, as the scale is lowered infinitesimally (5.10) becomes the differential equation

42alg) [, 0| . A0uld)
Mo = Paal, T o g

) Zp(9)=0. (5.11)
A

Equation (5.11) is known as the renormalization group equation for the partition function,
and is our first example of a Callan—-Symanzik equation. It just says that as change the
scale by integrating out modes, the couplings in the effective action SXH vary to account
for the change in the degrees of freedom over which we take the path integral, so that
the partition function is in fact independent of the scale at which we define our theory,
provided this scale is below our initial cut—off Ag.

The fact that the couplings themselves vary, or ‘run’, as we change the scale is an
important notion. As we saw in zero and one dimensions, it’s quite natural to expect the
couplings to change as we integrate out modes, changing the degrees of freedom we can
access at low scales. However, it seems strange: you’'ve learned that the electromagnetic
coupling

- e? 1
“= Ameghe 137"

What can it mean for the fine structure constant to depend on the scale? We’ll understand

the answer to such questions later.
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With a generic initial action, the effective action will also take the general form

Si) = [ ats

%aﬂqb Oud+ > AT ZY gi(A) O(x) | (5.12)

where the wavefunction renormalization factor Z) accounts for the fact that it’s perfectly
possible for the coefficient of the kinetic term itself to receive quantum corrections as we
integrate out modes. (Z is not to be confused with the partition function Z,!) At any
given scale, we can of course define a renormalized field

0= 7"¢ (5.13)

in terms of which the kinetic term will be canonically normalized. We've also included a
power of Z}\/ % in the definition of our scale A couplings so that these powers are removed
once one writes the action in terms of the renormalized field.

Since the running of couplings is so important, we give it a special name and define
the beta—function B; of the coupling g; to be its derivative with respect to the logarithm of
the scale: 5

By = Aa—i]( . (5.14)
The S-functions for dimensionless couplings take the form

Bi(g;(A)) = (di — d) gi(A) + B (g;) (5.15)

where the first term just compensates the variation of the explicit power of A in front of

the coupling in (5.12). The second term GI"*™

represents the quantum effect of integrating
out the high—energy modes. To actually compute this term requires us to perform the
path integral and so will generically introduce dependence on all the other couplings in the
original action (5.1), so that the S-function for g; is a function of all the couplings 3;(g;).

Similarly, although at any given scale we can remove the wavefunction renormalization
factor, moving to a different scale will generically cause it to re-emerge. We define the

anomalous dimension 74 of the field ¢ by

_lAaanA

SAL (5.16)

Vo =
Except for the fact that we’re taken the derivative of the logarithm of Z}\/ 2, this is just the
B-function for the coupling in front of the kinetic term. Like any S-function, 74 depends
on the values of all the couplings in the theory. It gets it’s name for reasons that will be
apparent momentarily. If our theory contained more than one type of field, then we’d have
a wavefunction renormalization factor and anomalous dimension for each field?!.

2n fact, in general we’d have a matriz of wavefunction renormalization factors, allowing different fields
(of the same quantum numbers such as spin, charge etc.) to mix their identities as modes are integrated
out.
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5.1.2 Anomalous dimensions

Wavefunction renormalization plays an important role in correlation functions. Suppose
we wish to compute the n—point correlator

1 off[ 71/2 4.
(@(x1) - d(an)) = = / D e SKIA 00 (1) - 6 () (5.17)
Z C(M)<a
of fields inserted at points x1,...,x, € M using the scale A theory, allowing for the
possibility that we hadn’t canonically normalized the field in the action. In terms of the

canonically normalized field ¢ := Z}\/ 2¢> this is

(6(1) - dzn)) = 23" {p(a1) -+~ plan) (5.18)

since the change in the measure D¢ — Dy cancels as we’ve normalized by the partition
function. Upon performing the ¢ path integral we will (in principle!) evaluate the re-
maining ¢ correlator as some function FE\") (x1,...,2n;9;(A)) that depends on the scale A
couplings and on the fixed points {z;}.

Now, if the field insertions just involve modes with energies < A then we should be able
to compute the same correlator using just a lower scale theory — the operator insertions
will be unaffected as we integrate out modes in the range (sA, A] for some fraction s < 1.

Accounting for wavefunction renormalization gives
ZS_An/2 FSJL\) (T1,...,2n;0i(sN)) = ZXn/z I‘E\n) (1, zn;0i(AN)), (5.19)

or equivalently

d (n) oA = (A2 50
AdeFA (xla'--al'nagl(A)) = <A8A+Blagi

+ n'y¢> Fg\n) (X1, 2n;9:(A)) =0 (5.20)

infinitesimally. Equation (5.20) is the generalized Callan-Symanzik equation appropriate
for correlation functions. Once again, it simply says that the couplings and wavefunction
renormalization factors change as we lower the scale in such a way that correlation functions
remain unaltered.

In a Poincaré invariant theory, correlation functions depend the distances between
pairs of insertion points, as we saw in section (4.1.1). The typical size of these separations
defines a new scale, quite apart from any choice of A, and we can use this to obtain an
alternative interpretation of renormalization that is often useful. Integrate out modes in
the range (sA, A] as above, but having done so, let’s now change coordinates on our space
by x# — 2'" := sx. The kinetic term f d?z (0¢)? is invariant under this scaling provided
we take the field to transform as

P(sz) = sV 2 (x) . (5.21)

The remaining terms in the action are likewise unchanged by the rescaling provided we
also rescale A — A/s in the opposite direction to x (as expected for an energy, rather than
length, scale). Thus the energy scale sA is restored to its original value A. It’s important
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to realize that these scalings have nothing to do with integrating out degrees of freedom in
the path integral; they're just scalings.
Under the combined operations we find

Z]/ o)

Mg = | 72| T i)

Z ny2 o (5.22)
2—d n .
= {s ZSJ Iy (sx1,. .., 5205 gi(sA)),
where the first line uses the result (5.19) of integrating out modes, while the second line
shows how correlation functions are related under the rescaling. Notice that the couplings
g; and wavefunction renormalization in the final expression are evaluated at the point sA
appropriate for the low—energy theory: the numerical values of these couplings are not
affected by our subsequent rescaling.

Equation (5.22) has an important interpretation. First, notice that if we’d started with
insertions at points x;/s then we could equivalently write

0 Z 1"
T (@1 /s, ... 20 /51 9:(A)) = [SHZAA] T (@1, ., 20; gi(sA)) . (5.23)

On the left stands a correlation function computed in the theory with couplings g;(A) where
the separations between operators are |z; — x;|/s. Thus, as s — 0 this correlator probes
the long distance, or infra—red properties of the theory. We see from the rhs that such
IR correlators may equivalently be obtained by studying a correlation function where all
separations are held constant, but we compute using a theory with different values g;(sA)
for the couplings. This makes perfect sense: the IR properties of the theory are governed
by the low—energy modes that survive as we integrate out more and more high—energy
degrees of freedom.

This equation also allows us to gain insight into the meaning of the anomalous di-

2=d)/2 on the rhs of (5.22) is the classical scaling behaviour

mension v,. The power of s
we’d expect for an object of mass dimension n(d — 2)/2. Equation (5.22) shows that the
net effect of integrating out high—energy modes is to modify the expected classical scaling
by a simple factor depending on the wavefunction renormalization. To quantify this, set

s =1—6s with 0 < s < 1. For each insertion of the field, (5.22) gives a factor

1/2 B
[Szdi%\] ::1_%[d 2_%7¢]58+“.. (5.24)
ZSA 2

with 7, as in (5.16). We see that the correlation function behaves as if the field scaled
with mass dimension

Ay =(d—2)/2+7 (5.25)

rather than the classical value (d —2)/2. Ay is known as the scaling dimension of the field
¢, and the anomalous dimension g is the difference between this scaling dimension and
the naive classical dimension.
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5.2 Renormalization group flow

In this section we’ll build up a general understanding of how theories change as we probe
them in the infra-red. This conceptual understanding, first developed by Kadanoff and
Wilson in the context of condensed matter field theory, will stand us in good stead when
we come to renormalize theories perturbatively in later sections. Such calculations are
often rather technical — the general picture of the present section will prevent us from
getting bogged down in the details.

5.2.1 Renormalization group trajectories

To start to understand what happens under renormalization, let’s suppose we start with
a theory where all the S-functions vanish. That is, we consider a special action where the
initial couplings are tuned to particular values g,y = g; such that ,Bj|gj:g; = 0, so that
the couplings for this particular theory in fact do not depend on scale. Such a theory is
known as a critical point of the RG flow. A simple example, called the Gaussian critical
point, is just free theory where g7 = 0 for all terms in the action except for the (massless)
kinetic term. Clearly, the S-functions all vanish at this Gaussian critical point, since the
free theory has no interactions which could be responsible for generating vertices as the
cut—off is lowered. However, by tuning the initial couplings very carefully, we may be able
to cause non—trivial quantum corrections to cancel precisely the classical rescaling term
in (5.15) so that the beta functions vanish. Thus it may be possible, though difficult, to
find other critical points beyond the Gaussian one.

The couplings g; being independent of scale has important implications for correlation
functions. Firstly, note that since it is a dimensionless function of the other couplings, the
anomalous dimension v, (g;) = 7;‘) is likewise scale independent at a critical point. Then
for the two—point correlation function (5.20) becomes

or? (z,y)

A OA

2
= —29; TP (z,y) (5.26)
showing that T'® is a homogeneous function of the scale. By Lorentz invariance it can
depend on the insertion points only through |z — y|, and dimensional analysis shows that
(p(2)p(y)) = AI"2G(Alz — y|,g}) for some function of the dimensionless combination
Alz — y| and the dimensionless couplings g;. Thus, at a critical point the two-point
function must take the form
A2 e(g)) c(g7)

FA (:L‘aya gz) A2A¢ ‘J}—yPAd’ ‘x_y‘2A¢ (527)

in terms of the scaling dimension
Ay =(d—2)/2+ (5.28)

of ¢, and where the constant c(g;) is independent of the insertion points. This power—law
behaviour of correlation functions is characteristic of scale-invariant theories. In a theory
where the interactions between the ¢ insertions was due to some massive state traveling
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from z to y, we'd expect the potential to decay as e~"1#~¥ /|2 — y| where m is the mass
of the intermediate state. As in electromagnetism, the pure power—law we have found for
this correlator is a sign that our states are massless, so that their effects are long—range.

Critical theories are certainly very special. The metric appears in the action, so chang-
ing the metric leads to a change in the partition function given by

05 (0) 5oy 2 = = (s ) = —00 (@) (Tulo)), (5.20)
the expectation value of the stress tensor 7,,. If the metric transformation is just a scale
transformation then 6¢g"” oc g"¥, so scale invariance of a theory at a critical point g; implies
that (T%,) = 0. In fact, all known examples of Lorentz-invariant, unitary QFTs that are
scale invariant are actually invariant under the larger group of conformal transformations
and it’s believed that all critical points of RG flows are CFTs??.

Now let’s consider the behaviour of theories near to, but not at, a critical point. Since
by definition the S-functions vanish when g; = ¢}, nearby we must have

dgi
oA

A =By dg; + O(66°) (5.30)

g;+0g;

where 6g; = g;—g;, and where B;; is a constant (infinite dimensional!) matrix. Let o; be an
eigenvector of B;;, and let its eigenvalue be A; —d. Classically, we expected a dimensionless
coupling to scale with a power of A determined by the explicit powers of A included in the
action in (5.1), so that we’d have A; = d; classically. Just as for the correlation function
in (5.20), the net effect of integrating out degrees of freedom is to modify this scaling so
that near a critical point, the couplings really scale with a power of A determined by the
eigenvalues of the linearized S-function matrix B;;. The difference

o= A d (531)

is called the anomalous dimension of the operator, mimicking the anomalous dimension
74 of the field itself, while the quantity A; itself is called the scaling dimension of the
operator. If the quantum corrections vanished then the scaling dimension would coincide
with the naive mass dimension of an operator obtained by counting the powers of fields
and derivatives it contains.

Since o; is an eigenvector of B

8O'Z' o ) ) 2
A@A =(A; —d)o; + O(07) (5.32)
and so the RG flow for o; is
A A;—d
oi(A) = <> ai(Ao) (5.33)
Ao

at least to this order in the perturbation away from the critical point.
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Figure 5: Theories on the critical surface flow (dashed lines) to a critical point in the IR.
Turning on relevant operators drives the theory away from the critical surface (solid lines),
with flow lines focussing on the (red) trajectory emanating from the critical point.

Now consider starting near a critical point and turning on the coupling to any operator
with A; > d. According to (5.33) this coupling becomes smaller as the scale A is lowered,
or as we probe the theory in the IR. We say that the corresponding operator is irrelevant
since if we include it in the action then RG flow just makes us flow back to the critical
point g;. Classically, we can obtain operators with arbitrarily high mass dimension by
including more and more fields and derivatives, so we expect that the critical point g; sits
on an infinite dimensional surface C such that if we turn on any combination of operators
that move us along C, under RG flow we will end up back at the critical point. C is known
as the critical surface and we can think of the couplings of irrelevant operators as provided
coordinates on C, at least in the neighbourhood of g;. (See figure 5.)

On the other hand, couplings with A; < d grow as the scale is lowered and so are
called relevant. If our action contains vertices with relevant couplings then RG flow will
drive us away from the critical surface C as we head into the IR. Starting precisely from a
critical point and turning on a relevant operator generates what is known as a renormalized
trajectory: the RG flow emanating from the critical point. As we probe the theory at lower
and lower scales we evolve along the renormalized trajectory either forever or until we
eventually meet another?? critical point g;*. Since each new field or derivative adds to the
dimension of an operator, in fixed space-time dimension d there will be only finitely many

22Tt’s a theorem that this is always true in two dimensions. It is believed to be true also in higher
dimensions, but the question is actually a current hot topic of research.
ZThere are a few exotic examples where the theories flow to a limiting cycle rather than a fixed point.
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(and typically only few) relevant operators, so the critical surface has finite codimension.

The remaining possibility is marginal operators, which have vanishing eigenvalues and
so neither increase nor decrease under RG flow. At the Gaussian point, the scaling dimen-
sions of operators are just given by their classical mass dimension, so we expect marginal
operators to have scaling dimension A; = d. Near a critical point, quantum corrections
can bring in a weak (typically logarithmic) dependence on scale to a classically marginal
operator, making it either marginally relevant or marginally irrelevant. Provided the non—
zero eigenvalues of these operators are sufficiently small, the size of such nearly marginal
couplings can be unchanged for long periods of RG flow — although ultimately they will
either be irrelevant or relevant. Such operators play an important role phenomenologically,
as we will see.

A generic QFT will have an action that involves all types of operators and so lies
somewhere off the critical surface. Under RG evolution, all the many irrelevant operators
are quickly suppressed, while the relevant ones grow just as before. The flow lines of a
generic theory thus strongly focus onto the renormalized trajectory, and so in the IR a
generic QFT will closely resemble a theory emanating from the critical point, where only
relevant operators have been turned on. The fact that many different high energy theories
will flow to look the same in the IR is known as wuniversality. It assures us that the
properties of the theory in the IR are determined not by the infinite set of couplings {g;},
but only by the couplings to a few relevant operators. We say that theories whose RG
flows are all focussed onto the same trajectory emanating from a given critical point are in
the same universality class. Theories in a given universality class could look very different
microscopically, but will all end up looking the same at large distances. In particular, deep
in the IR, these theories will all flow to the second critical point g;*.This is the reason you
can do physics! To study a problem at a given energy scale you don’t first need to worry
about what the degrees of freedom at much higher energies are doing. They are, quite
literally, irrelevant.

Let me emphasize that eigenvectors o; are generically linear combinations of the naive
couplings in the action. Thus, turning on ¢; means we perturb away from the critical
point by changing the couplings in front of the corresponding linear combination of our
operators in the action. These RG ‘eigenoperators’ may be very different from any in-
dividual monomial in the fields you choose to include neatly in the effective interaction
Seff A simple-looking individual operator (J; that appears in (5.1) or is explicitly inserted
into a correlation function could actually consist of many RG eigenfunctions. We say
that operators miz, because a given operator transforms under RG flow into its dominant
eigenfunction, which could look very much more complicated.

5.2.2 Counterterms and the continuum limit

So far, we’ve considered a fized initial theory S, [¢] with initial couplings g0, and examined
how these couplings change as we probe the theory at long distances. Our definition of the
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Dimension Relevant operators Marginal operators
d=2 &%k for all k > 0 (09)2, ¢*£(0¢)? for all k > 0
d=3 ¢%F for k=1,2 (09)%, ¢°
d=4 ¢? for <3 (09)%, ¢*
d>4 ¢? for 0 <k <3 (09)?

Table 1: Relevant & marginal operators in a Lorentz invariant theory of a single scalar
field in various dimensions, near the Gaussian critical point where the classical dimensions
of operators are a good guide. Only the operators invariant under ¢ — —¢ are shown. Note
that the kinetic term (0¢)? is always marginal, and the mass term ¢ is always relevant.

low—energy effective action as

SK'[¢] := —hlog [/ Dx exp (—Saol¢ + x]/h) (5.34)

C>(M)(a,A0]
ensured that the partition function and correlation functions of low—energy observables were
independent of the scale A. The question remains: what about dependence on the initial
cut—off Ag? In this section we’ll examine this by asking a sort of converse: Suppose we
fix a particular low—energy theory (perhaps motivated by the results of some finite-scale
experiments). How can we remove the high—energy cut—off, sending Ay — oo, without
affecting what the theory predicts for low—energy phenomena. We call this taking the
continuum limit of our theory, since sending Ay — oo is allowing the field to fluctuate on
arbitrarily small scales.

The key to achieving this lies with the universality of the renormalization group flow.
First, suppose our initial couplings g;0 happen to lie on the critical surface C, within the
domain of attraction of g;. Then as we raise the cut—off Ag, the theory we obtain at any
fixed scale A will be driven to the critical point g; as all the irrelevant operators become
arbitrarily suppressed by positive powers of A/Ag. The critical point is a fixed point of the
RG flow and is scale invariant, so we can happily send Ag — co. More precisely, whenever
the theory Sj, lives on the critical surface, the limit

lim
A()*)OO

[ Dxexp(=Swlo+ /)| (5.35)
(M) (a,A0]
exists, provided we take this limit after computing the path integral. The resulting scale-A
effective theory will be a CFT, independent of A. Since C has only finite codimension, we
only have to tune finitely many coefficients (those of all the relevant operators) in order to
ensure that g;o € C.

Theories such as Yang-Mills or QCD are not CFTs, but rather have relevant (and
marginally relevant) operators turned on in their actions. How then can we understand
the continuum limit of such theories? Consider a theory whose initial conditions are near,
but not on C. Universality of the RG flow shows that as we head into the IR, such a theory
flows towards the critical point g; for a while, but eventually diverges away, focussing on a
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renormalized trajectory as in figure 5. Let u denote the energy scale at which this theory
passes closest to g;. Since RG flow is determined by the initial conditions, ; depends only
on the theory we started with. On dimensional grounds we must have

1= Ao f(gio) (5.36)

where f(gio) is some function of the dimensionless couplings {gi0} and f = 0 on C, since all
these theories flow to g} exactly. To obtain a theory with relevant or marginal operators, we
tune the initial couplings {gio} so that p remains finite as we take Ay — oco. If codim(C) = r
then this is one condition on r parameters — the coefficients of the relevant operators in
the initial action. The theory we end up with thus depends on (r — 1) parameters, together
with the scale p.

We achieve this tuning by introducing new counterterms Scr(p, Ag] that depend on
the fields ¢ as well as explicitly on the cut—off Ag, modifying the initial action to

Sholel = Saole] + Scrle, Ao - (5.37)

The effective actions we considered before already contained all possible monomials in fields
and their derivatives, so in this sense the counterterms add nothing new. However, the
values of the counterterm couplings are to be chosen by hand — varying these couplings
thus changes which initial high—energy theory we’re considering, as opposed to running
a set of couplings under RG flow, which just describes how the same theory appears at
different scales. The counterterms are tuned so that the limit

oS8 l/h — qim [/ Dx exp <—S[¢+>d — Scrlo + X, AO])] (5.38)
Coo (M)

Ao—)OO M AAg] h

exists. Notice again that the limit is taken after performing the path integral. Sending
Ay — oo defines a continuum QFT with finite (or renormalized) relevant couplings at scale
A.

The reason for making Sct explicit, rather than just treating the counterterms as a
modification {g;o}, is that in practice we work perturbatively. To evaluate the path integral
in (5.38), we first compute quantum corrections to 1-loop order using the original action
S. These 1-loop corrections will depend on the cut—off Ag, and will be proportional to
h. In general, they will diverge as Ag — oo reflecting the fact that we lose control of the
original theory if the cut—off is removed naively. However, vertices in Sct provide further
contributions to these quantum corrections. By tuning the values of the couplings in Scr
by hand, we can obtain a finite limit. Notice that Sgr comes with one extra power of
h in (5.38) compared to the original action. Thus, quantum corrections to the effective
action arising from 1-loop diagrams of the original action should be matched by the tree—
level contributions from Sct. We'll get plenty of practice in doing this in the following
sections.

There’s one further possibility to consider. Suppose that to explain some experimental
result, be it the scattering of pions and nucleons or the falling of apples, we need our
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low—energy theory to contain irrelevant operators. If we really try to take the cut—off
Ay — o0, such operators will be arbitrarily suppressed at any finite energy scale. So
their presence indicates that our theory cannot be valid up to arbitrarily high energies;
there must be a finite energy scale at which new physics comes in to play. In the case
of pion—nucleon scattering, this scale is ~ 217 MeV and indicates the presence of quarks,
gluons and the whole structure of QCD. For radioactive -decay, the scale is ~ 250 GeV
and indicated the electroweak theory, while for gravity the scale is ~ 10 GeV, where
probably the whole notion of QFT itself must give way. Perhaps most interesting of all are
marginally irrelevant operators, like the quartic coupling (CI)4) of the Higgs in the Standard
Model. Strictly speaking, just like irrelevant operators, marginally irrelevant operators
are arbitrarily suppressed as the cut—off is removed. However, they typically decay only
logarithmically as Ag is raised, rather than as a power law. Such operators thus afford us
a tiny glimpse of new physics at exponentially high energy scales, far beyond the range of
current accelerators.

5.3 Calculating RG evolution

It’s time to think about how to calculate the quantum corrections to S-functions generated
as we integrate out high energy modes. I'll this section I want to explain this in a way that
I think is conceptually clear, and the natural generalization of what we have already seen
in zero and one dimension. However, I’ll warn you in advance that the techniques here are
not the most convenient way to calculate S-functions.

5.3.1 Polchinski’s equation

In perturbation theory, the rhs of (5.8) may be expanded as an infinite series of connected
Feynman diagrams. If we wish to compute the low—energy effective interaction Si[¢] as an
integral over space—time in the usual way, then we should use the position space Feynman
rules. As in section 3.4, the position space propagator D®) (x,y) for the high—energy field
X is

DX (z,y) = / dlp erlemy)
A<lpl<po (2m) p? +m?

where we note the restriction to momenta in the range A < |p| < Ag. As usual, vertices from

(5.39)

the high—energy action S}{lg (¢, X] come with an integration [ d%x over their location that
imposes momentum conservation at the vertex. Now, diagrams that exclusively involve
vertices which are independent of ¢ contribute just to a field-independent term on the lhs
of (5.8). This term represents the shift in vacuum energy due to integrating out the x
field; we will henceforth ignore it?*. The remaining diagrams use vertices including at least
one ¢ field, treated as external. Evaluating such a diagram leads to a contribution to the

effective interaction Si[¢] at scale A.

For general scales A and Ay equation (5.8) is extremely difficult to handle; the integral
on the right is a full path integral in an interacting theory. To make progress we consider

24This is harmless in a non-gravitational theory, but is really the start of the cosmological constant
problem.
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Figure 6: A schematic representation of the renormalization group equation for the ef-
fective interactions when the scale is lowered infinitesimally. Here the dashed line is a
propagator of the mode with energy A that is being integrated out, while the external lines
represent the number of low—energy fields at each vertex. All these external fields are eval-
uated at the same point x The total number of fields attached to a vertex is indicated by
the subscripts on the couplings g;.

the case that we lower the scale only infinitesimally, setting A = Ag — dA. To lowest order
in 6A, the y propagator reduces to?

d—1
D\ (x,y) = (2711')d M /S _do AP (=) (5.40)
as the range of momenta shrinks down, where d€2 denotes an integral over a unit (d — 1)-
sphere in momentum space. This is a huge simplification! Since every x propagator comes
with a factor of dA, to lowest order in dA we need only consider diagrams with a single
X propagator. Since ¢ is treated as an external field, we have only two possible classes of
diagram: either the x propagator links together two separate vertices in S™[¢, x] or else
it joins a single vertex to itself.

This diagrammatic represention of the process of integrating out degrees of freedom
is shown in figure 6. It has a very clear intuitive meaning. The mode x appearing in the
propagator is the highest energy mode in the original scale Ay theory. It thus probes the
shortest distances we can reliably access using 5’7\%. When we integrate this mode out,
we can no longer resolve distances 1/Ag and our view of the ‘local’ interaction vertices is
correspondingly blurred. The graphs on the rhs of figure 6 represent new contributions to
the n—point ¢ vertex in the lower scale theory coming respectively from two nearby vertices
joined by a x field, or a higher point vertex with a y loop attached. Below scale Ag we
image that we are unable to resolve the short distance y propagator.

We can write an equation for the change in the effective action that captures the
information in the Feynman diagrams in figure 6. It was obtained by Polchinski?®, and
is really just the infinitesimal version of Wilson’s renormalization group equation (5.4) for
the effective action. Polchinski’s equation is

8S}€t[¢] o d_ ad (SSXIt (S,S’Xlt 525}{1t
AN /d vd%y [5¢($) Da(z,y) Soly) DA<$7y)m , (5.41)

25To lowest order, it doesn’t matter whether we use Ag or A in this expression.
26Polchinski actually wrote a slightly more general version of the momentum space version of this equation,

including source terms [ J¢ in the effective action.
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where Dy (z,y) is the propagator (5.40) for the mode at energy A that is being integrated
out. The variations of the effective interactions tell us how this propagator joins up the
various vertices. Notice in the second term that since S™[¢] is local, both the §/d¢
variations must act at the same place if we are to get a non—zero result. On the other
hand, the first term generates non—local contributions to the effective action since it links
fields at x to fields at a different point y. In position space we expect a propagator at scale
A% +m? to lead to a potential ~ e™V A2+m2’"/rd_3 so this non—locality is mild and we can
expanding the fields in §S™ /¢ (y) as a series in (z — ). This leads to new contributions
to interactions involving derivatives of the fields, just as we saw in section 3.3 in one
dimension. Finally, the minus signs in (5.41) comes from expanding ¢=5""¢! to obtain the
Feynman diagrams.
It’s convenient to rewrite Polchinski’s equation (5.41) as
ge_sim[‘b] = —/dd:v ddy Dp(z,y) Le_sim[‘ﬂ (5.42)
ot U 0g(x) 0 (y) ’ '
in which form it reveals itself as a form of heat equation, with renormalization group
‘time’?” t = In A and ‘Laplacian’

(52
5¢(x) 5¢(y)

on the space of fields. Heat flow on a Riemannian manifold N is a strongly smoothing

A= /ddm ddy D(z,y) (5.43)

operation: if we expand a function f: N x Ryg — R as

fla,t) =" fult) ug(x)
k

in terms of a basis of eigenfunctions wug(z) of the Laplacian on N, then under heat flow
the coefficients evolve as fi(t) = fz(0)e !, Consequently, all components fj(t) corre-
sponding to positive eigenvalues \; are quickly damped away, with only the constant piece
(with zero eigenvalue) surviving. This just corresponds to the well-known fact that a heat
spreads out from areas of high concentration (such as a flame) until the whole room is at
constant temperature. On a manifold with a pseudo—Riemannian (rather than Rieman-
nian) manifold, some eigenvalues can be negative. These functions would then be enhanced
under heat flow. Exactly the same thing happens under RG flow. KEigenfunctions of the
Laplacian in (5.42) are combinations of operators in the effective interactions. Depending
on the sign of their corresponding eigenvalues, these operators will be either enhanced or
suppressed under the flow.

5.3.2 The local potential approximation

Polchinski’s equation contains exact information about the behaviour of every possible
operator under RG flow. Unfortunately, while it’s structurally simple, actually solving this
equation as it stands is prohibitively difficult, so we seek a more managable approximation.

*"In the AdS/CFT correspondence, this RG time really does turn into an honest direction: into the bulk
of anti—de Sitter space!
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To obtain one, observe that except for the kinetic term, operators involving derivatives
are irrelevant®® whenever d > 2. This suggests that we can restrict attention to actions of

the form
Silel = [ a% | 30000+ V(o) (5.44)
where the potential
Vip) = ZAd_k(d_Q) (gzk)' o2k (5.45)
k

does not involve derivatives of ¢. For simplicity, we’ve chosen V(—¢) = V(¢), while the
couplings gop are dimensionless as before. Neglecting the derivative interactions is known
as the local potential approrimation; it’s important because it will tell us the shape of the
effective potential experienced by a slowly varying field. Splitting the field ¢ = ¢ 4 x into
its low— and high—energy modes as before, we expand the action as an infinite series

S0+ = ST+ [ s 5007+ VO V@) ] 640

Notice that we have chosen a definition of ¢ so that it sits at a minimum of the potential,
V'(¢) = 0. This can always be arranged by adding a constant to ¢, which is certainly a
low—energy mode.

Now consider integrating out the high—energy modes x. As before, we lower the scale
infinitesimally, setting A’ = A — 6A and working just to first order in dA. In any given
Feynman graph, each x loop comes with an integral of the form

d’p _ A A
/MA<|,,<A G =00 G [ a0(-)

where d denotes an integral over a unit S9! ¢ R? and (---) represents the propagators
and vertex factors involved in this graph. As with Polchinski’s equation, since each loop
integral comes with a factor of A, to lowest non—trivial order in A we need consider at
most 1-loop diagrams for x.

Suppose a particular graph involves an number v; vertices containing i powers of y
and arbitrary powers of ¢. Euler’s identity tells us that a connected graph with e edges
and £ loops obeys

e—> vi=L—1, (5.47)

Since we're only integrating over the high scales modes, x is the only propagating field.
Furthermore, since we're integrating out y completely, there are no external x lines. Thus
we also have the identity

2e =) i, (5.48)

since every y propagator is emitted and absorbed at some (not necessarily distinct) vertex.
Eliminating e from (5.47) gives

6:1+ZZ;2W. (5.49)

28 At least near the Gaussian critical point where classical scaling dimensions are a reasonable guide.
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Figure 7: Diagrams contributing in the local potential approximation to RG flow. The
dashed line represents a x propagator with |p| = A, while the solid lines represent external
¢ fields. All vertices are quadratic in x.

We only want to keep track of 1-loop diagrams, so we see that only the vertices with i = 2 y
lines (and arbitrary numbers of ¢ lines) are important. We can thus truncate the difference
S5 + x] — S§E[¢] in (5.46) to

Sy = / i Bax2+ %V”(QZ)) X?} (5.50)

so that x appears only quadratically.

The diagrams that can be constructed from this action are shown in figure 7. If we
make the temporary assumption that the low—energy field ¢ is actually constant, then in
momentum space the quadratic action S becomes

d
SO = [ e [ 5V K
d—1
~ St (2 V0) [ a0 %) 5(-9)

(5.51)

using the fact that these modes have energies in a narrow shell of width JA.

Performing the path integral over y is now straightforward. If the narrow shell contains
N momentum modes, then from standard Gaussian integration

N/2
~5AS*Tg] _ / ~Sal.d) _ m

e = | Dxe =C . 5.52

X AZ V() (5:52)

On a non—compact manifold, N is actually infinite. To regularize it, we place our theory

in a box of linear size L and impose periodic boundary conditions. The momentum is

then quantized as p, = 27n, /L for n, € Z so that there is one mode per (27)? volume in
Euclidean space-time. The volume of space-time itself is L%. Thus

~ Vol(S4)

N = 2n) ATI5A LA (5.53)

which diverges as the volume L% of space-time becomes infinite. However, we can obtain a
(correct) finite answer once we recognize that the cause of this divergence was ou simplifying
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assumption that ¢ was constant. For spatially varying ¢, we would instead obtain
505 [¢] = a A4TLSA / A%z In [A? + V" (¢)] (5.54)

where the factor of L% x In[A% + V" (¢)] in (5.52) has been replaced by an integral over M.

The constant
L VOI(Sdil) . 1 (5 55)
o202md (4m)d/2T(d/2) '

is proportional to the surface area of a (d — 1)-dimensional unit sphere. Expanding the rhs

of (5.54) in powers of ¢ leads to a further infinite series of ¢ vertices which combine with
those present at the classical level in V(¢). Once again, integrating out the high—energy
field x has lead to a modification of the couplings in this potential.

We’re now in position to write down the S-functions. Including the contribution from
both the classical action and the quantum correction (5.54), the S-function for the ¢
coupling is

A% = [k(d = 2) — d]goy — aA*=?) 8‘9;; In [A* + V" (¢)] . (5.56)
For instance, the first few terms in this expansion give
d
A% =202 1?492
A% = (d—4)gs — 1‘:@22 + (1??52)2 (5.57)
Ay = (20— 6)gs - o (1151935;2 B (133agg§)3

as f—functions for the mass term, ¢* and ¢% vertices.

There are several things worth noticing about the expressions in (5.57). Firstly, each
term on the right comes from a particular class of Feynman graph; the first term is the
scaling behaviour of the classical ¢?* vertex, the second term involves a single x propagator
with both ends joined to the same valence 2k + 2 vertex, the third (when present) involves
a pair of y propagators joining two vertices of total valence 2k + 4, etc.. Secondly, we
note that these Feynman diagrams are different to the ones that appeared in (5.41). By
taking the local potential approximation, we have neglected any possible derivative terms
that may have contributed to the running of the couplings in V' (¢). The effect of this is
seen in the higher—order terms that appear on the rhs of (5.57). From the point of view of
the Wilson—Polchinski renormalization group equation, the local potential approximation
effectively amounts to solving the S-function equations that follow from (5.41), writing the
derivative couplings in terms of the non—derivative ones, and then substituting these back
into the remaining g-functions for non—derivative couplings to obtain (5.57). The message
is that the price to be paid for ignoring possible couplings in the effective action is more
complicated S-functions. We will see this again in chapter 77, where S-functions will no
longer be determined purely at one loop.
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Finally, recall that go = m?/A? is the mass of the ¢ field in units of the cut—off. If this
mass is very large, so go > 1, then the quantum corrections to the S-functions in (5.57)
are strongly suppressed. As for correlation functions near to, but not at, a critical point,
this is as we would expect. A particle of mass m leads to a potential V(r) ~ e=™" /r9=3 in
position space, so should not affect physics on scales > m™".

5.3.3 The Gaussian critical point

From our discussion in section 5.2, we expect that the limiting values of the couplings in
the deep IR will be a critical point of the RG evolution (5.56). The simplest type of critical
point is the Gaussian fixed—point where go, = 0 V k > 1, corresponding to a free theory.
Every one of the Feynman diagrams shown on the right of the Wilson renormalization
group equation in figure 6 involves a vertex containing at least three fields (either x or ¢),
so if we start from a theory where the couplings to each of these vertices are precisely set to
zero, then no interactions can ever be generated. Indeed, (5.57) shows that the Gaussian
point is indeed a fixed—point of the RG flow, with the mass term S-function G2 = —2go
simply compensating for the scaling of the explicit power of A introduced to make the
coupling dimensionless.

Last term you used perturbation theory to study ¢* theory in four dimensions. Using
perturbation theory means that you considered this theory in the neighbourhood of the
Gaussian critical point so that the couplings could be treated as ‘small’. Let’s examine this
again using our improved understanding of RG flow. Firstly, to find the behaviour of any
coupling near to the free theory, as in equation (5.30) we should linearize the S-functions
around the critical point. We’ll use our results (5.57) for a theory with an arbitrary
polynomial potential V(¢). To linear order in the couplings, only the first two terms on
the rhs of (5.57) contribute, giving

0921

ﬁgk = AaT = (k(d — 2) — d) gor — agai+2 (558)

where 6gar = gor — g5, = g2k since g3 = 0 for the Gaussian critical point. Writing the
linearized -functions in the form 38; = B;;g; we see that the matrix B;; is upper triangular,
so its eigenvalues are simply its diagonal entries k(d — 2) — d. In four dimensions, these
eigenvalues are 2k — 4, which is positive for £ > 3. Thus, in four dimensions, deforming
the free action by an operator of the form ¢2* with k& > 3 is an irrelevant perturbation:
turning on any such operator takes us away from the free theory in a direction along the
critical surface, and we are pushed back to the free theory as the cut—off is lowered.

On the other hand, the mass term g¢o is a relevant deformation of the free action.
Turning on even arbitrarily small masses will lead us away from the massless theory as
the cut—off is lowered. Of course, once g2 is large we cannot trust our linearized approxi-
mation (5.58), and the correct result (5.57) shows that the quantum corrections to g are
eventually suppressed as the mass becomes large in units of the cut—off.

The remaining coupling g4 is particularly interesting. We’ve seen that for k > 3, the
¢?* interactions are irrelevant in d = 4 near the Gaussian fixed point, so at low energies
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we may neglect them. (4 then vanishes to linear order, so that the ¢* coupling is marginal
at this order. To study its behaviour, we need to go to higher order. From (5.57) we have

_ 7991 _ 3
AN 1672

Ba gi + O(gig2) (5.59)

to quadratic order, where we’ve again dropped the gg term. Equation (5.59) is solved by

1 3
) C Tk (5.60a)

where C is an integration constant. Equivalently, we may write

1677
~ 3In(p/A)

in terms of some arbitrary scale p. Since g4 is the coefficient of the highest power of ¢ that

ga(A) (5.60b)

appears in our potential, we must have g4 > 0 if the action is to be bounded as |¢| — oo,
so we must choose p > A.

There are several important things to learn from this result. Firstly, we see that g4(A)
decreases as A — 0, ultimately being driven to zero. However, the scale dependence of
g4 is rather mild; instead of power—law behaviour we have only logarithmic dependence
on the cut-off. Thus the ¢? coupling, which was marginal at the classical level, because
marginally irrelevant once quantum effects are taken into account. In the deep IR, we see
only a free theory.

Secondly, away from the IR we notice that the integration constant u determines a
scale at which the coupling diverges. If we try to follow the RG trajectories back into the
UV, perturbation theory will certainly break down before we reach A ~ u. The fact that
the couplings in the action can be traded for energy scales p at which perturbation theory
breaks down is a ubiquitous phenomenon in QFT known as dimensional transmutation.
We’ll meet it many times in later chapters. The question of whether the ¢* coupling really
diverges as we head into the UV or just appears to in perturbation theory is rather subtle.
More sophisticated treatments back up the belief that it does indeed diverge: in the UV
we lose all control of the theory and in fact we do not believe that ¢* theory really exists as
a well-defined continuum QFT in four dimensions. This has important phenomenological
implications for the Standard Model, through the quartic coupling of the scalar Higgs
boson; take the Part ITII Standard Model course if you want to find out more.

The fact that the ¢* coupling is not a free constant, but is determined by the scale
and can even diverge at a finite scale A = p should be worrying. How can we ever trust
perturbation theory? The final lesson of (5.60b) is that if we want to use perturbation
theory, we should always try to choose our cut—off scale so as to make the couplings as
small as possible. In the case of ¢* theory this means we should choose A as low as possible.
In particular, if we want to study physics at a particular length scale £, then our best chance
for a weakly coupled description is to integrate out all degrees of freedom on length scales
shorter than ¢, so that A ~ ¢~
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5.3.4 The Wilson—Fisher critical point

The conclusion at the end of the previous section was that ¢* theory does not have a
continuum limit in d = 4. Since the only critical point is the Gaussian free theory we reach
at low energies, four dimensional scalar theory is known as a trivial theory.

It’s interesting to ask whether there are other, non—trivial critical points away from four
dimensions. In general, finding non—trivial critical points is a difficult problem. Wilson and
Fisher had the idea of introducing a parameter € := 4 —d which is treated as ‘small’ so that
one is ‘near’ four dimensions. One then hopes that results obtained via the e—expansion
may remain valid in the physically interesting cases of d = 3 or even d = 2. From the local
potential approximation (5.56) Wilson & Fisher showed that there is a critical point ngF

where

1 1
g%NF = —65 + 0(62) , gXVF = @6 + 0(62) (5.61)

and gyt ~ ek for all k > 2. We require € > 0 to ensure that V(¢) — 0 as |¢| — oo so that
the theory can be stable.

To find the behaviour of operators near to this critical point, once again we linearize
the S-functions of (5.57) around QXXF. Truncating to the subspace spanned by (g2, g4) we

0 (dg2\  (e/3—2 —a(l+¢/6)) [dg2
() ) e

The matrix has eigenvalues £/3 — 2 and e, with corresponding eigenvectors

(1 ~ [—a(3+¢/2)
o9 = <0> , o4 = < 23+ 2) ) (5.63)

respectively. In d = 4 — & dimensions we have

have

1 1

T (4m)2T(d/2)

1 €
N 1-7+Ind 2 64
d—t—c 167 + 552 (17 +ndm) + O (5.64)

where we have used the recurrence relation I'(z + 1) = 2 I'(z) and asymptotic formula
2
['(—¢/2) = -7 + O(¢) (5.65)

for the Gamma function as € — 0, where v is the Euler—-Mascheroni constant v = 0.5772.
Since ¢ is small the first eigenvalue is negative, so the mass term ¢? is a relevant perturbation
of the Wilson—Fisher fixed point. On the other hand, the operator —a(3+¢/2)¢?+2(3+¢)p*
corresponding to o4 corresponds to an irrelevant perturbation. The projection of RG flows
to the (g2, g4) subspace is shown in figure 8.

Although we’ve seen the existence of the Wilson—Fisher fixed point only for 0 < ¢ <« 1,
more sophisticated techniques can be used to prove its existence in both d = 3 and d = 2
where it in fact corresponds to the Ising Model CFT. As shown in figure 8, both the
Gaussian and Wilson—Fisher fixed—points lie on the critical surface, and a particular RG
trajectory emanating from the Gaussian model corresponding to turning on the operator o4
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Figure 8: The RG flow for a scalar theory in three dimensions, projected to the (g2, ga)
subspace. The Wilson—Fisher and Gaussian fixed points are shown. The blue line is the

projection of the critical surface. The arrows point in the direction of RG flow towards the
IR.

ends at the Wilson—Fisher fixed point in the IR. Theories on the line heading vertically out
of the Gaussian fixed—point correspond to massive free theories, while theories in region
I are massless and free in the deep UV, but become interacting and massive in the IR.
These theories are parametrized by the scalar mass and by the strength of the interaction
at any given energy scale. Theories in region II are likewise free and massless in the UV
but interacting in the IR. However, these theories have go < 0 so that the mass term is
negative. This implies that the minimum of the potential V(¢) lies away from ¢ = 0, so
for theories in region II, ¢ will develop a vacuum expectation value, (¢) # 0. The RG
trajectory obtained by deforming the Wilson—Fisher fixed point by a mass term is shown
in red. All couplings in any theory to the right of this line diverge as we try to follow the
RG back to the UV; these theories do not have well-defined continuum limits.

5.3.5 Zamolodchikov’s C—theorem

Polchinski’s equation showed that renormalization group flow could be understood as a
form of heat flow. It’s natural to ask whether, as for usual heat flow, this can be thought
of as a gradient flow so that there is some real positive function C(g;, A) that decreases
monotonically along the flow. Notice that this implies C' = const. at a fixed point g}, and
that C(g},A) > C(g*,A’) whenever a fixed point g;* may be reached by perturbing the
theory a fixed point g/ by a relevant operator and flowing to the IR. In 1986, Alexander
Zamolodchikov found such a function C' for any unitary, Lorentz invariant QFT in two
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dimensions.

Consider a two dimensional QFT whose (improved) energy momemtum tensor is given
by T, (x). This is a symmetric 2x2 matrix, so has three independent components. Intro-
ducing complex coodinates z = x1 + ixo and Z = 1 — ix2, we can group these components

as
ozt 0x¥ 1 )
T, := 27 05 Ty = B (T — Toa — iT12)
ozt 0x¥ 1
Tss = ———T,, == (111 — T 1T} 5.66
zz 9z 05 M 2( 11 ho +1T12) ( )
ozt 0x¥ 1
T:=——T, ==(T T
2z 82 85 1% 2 ( 11 + 22)

where T3, = T,z. This stress tensor is conserved, with the conservation equation being
0 - 8MT#V - (%TZZ + 8ZT55 (567)

in terms of the complex coordinates. Note that the stress tensor is a smooth function of z
and Z.
The two—point correlation functions of these stress tensor components are given by

(To.(2, %) Toa (0, 0)) = %F(m?)
(T2e(2,2) Tox(0,0)) = —5-G(1=P) (5.69)
(Tx(2, %) Tox(0,0)) = |if|34H(\z‘2)

where the explicit factors of z and Z on the rhs follow from Lorentz invariance, which also
requires that the remaining functions F, G and H depend on position only through |z|.
Like any correlation function, these functions will also depend on the couplings and scale
A used to define the path integral.

The two—point function (Tz(z,z) T,z(0)) appearing here satisfies an important posi-
tivity condition. Using canonical quantization, we insert a complete set of QFT states to
find

(To2(2,2) Toz(0)) = > _(0T22(2, 2) e 7 |n) (n|T.2(0,0)[0)

n

. (5.69)
= e T|(n|T.2(0,0)[0)
n
so that this two—point function is positive definite, and it follows that H (|z|?) is also positive
definite.

Zamolodchikov now used a combination of this positivity condition and the current
conservation equation to construct a certain quantity C'(g;, A) that decreases monotonically
along the RG flow. In terms of the two—point functions, current conservation (5.67) for the
energy momentum tensor becomes

AF'+G' —3G=0 and 4G —4G+H —2H =0 (5.70)
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where F' = dF(|z|?)/d|z|* etc. We define the C-function to be

C(|z|*) :==2F -G — SH (5.71)

which obeys dC/d|z|*> = —3H/4 by the current conservation equations. But by the posi-
tivity of the two—point function (T33(z, Z) T>z(0)) this means that

— <0 5.72
" (5.72)
so C' decreases monotonically under two dimensional scaling transformations, or equiva-
lently under two dimensional RG flow. The value of C' at an RG fixed point can be shown
to be the central charge of the CFT.

Ever since it was first proposed, physicists have searched for a generalization of Zamolod-
chikov’s theorem to RG flows in higher dimensions. The two—dimensional quantity 7z is
just the trace T%, of the energy momentum tensor and in 1988 John Cardy proposed that a
certain term — known as “a” — in the expansion of the two—point correlator of T, plays the
role of Zamolodchikov’s C' in any even number of dimensions. Cardy’s conjecture was veri-
fied to all orders in perturbation theory the following year by DAMTP’s own Hugh Osborn,
while a complete, non—perturbative proof was finally given in 2011 by Zohar Komargodski

& Adam Schwimmer.
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