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Nearly a decade ago it was discovered that the spherical cell body of the alga Chlamydomonas rein-
hardtii can act as a lens to concentrate incoming light onto the cell’s membrane-bound photoreceptor
and thereby affect phototaxis. Since many nearly transparent cells in marine environments have
complex, often non-axisymmetric shapes, this observation raises fundamental, yet little-explored
questions in biological optics about light refraction by the bodies of microorganisms. There are two
distinct contexts for such questions: the absorption problem for incoming light, typified by pho-
tosynthetic activity taking place in the chloroplasts of green algae, and the emission problem for
outgoing light, where the paradigm is bioluminescence emitted from scintillons within dinoflagellates.
Here we examine both of these aspects of “algal optics” in the special case where the absorption or
emission is localized in structures that are small relative to the overall organism size, taking into
account both refraction and reflections at the cell-water boundary. Analytical and numerical results
are developed for the distribution of light intensities inside and outside the body, and we establish
certain duality relationships that connect the incoming and outgoing problems. For strongly non-
spherical shapes we find lensing effects that may have implications for photosynthetic activity and
for the angular distribution of light emitted during bioluminescent flashes.

I. INTRODUCTION

In a remarkably prescient paper [1], Kessler, Nedelcu,
Solari and Shelton found in 2015 that the spheroidal cell
bodies of various green algae can act as lenses, bringing
light from a distant source to a focus outside the cell.
They suggested there might be functional significance to
such a lensing effect, and indeed in the following year
Ueki, et al. [2] found the first example, using the green
alga Chlamydomonas reinhardtii. Phototaxis in Chlamy-
domonas is achieved by the coupling between signals re-
ceived by a photosensor and the beating dynamics of the
two flagella that are anchored below the cell wall near the
anterior pole of the cell. The photosensor (Fig. 1) sits
within a membrane at the periphery of the cell, and in
wild type cells has behind it an “eye spot”, a pigmented
protein layer visible in bright field microscopy. Acting
as a quarter-wave plate [3], the eye spot reflects incident
light and thus blocks light from behind from the photo-
sensor, such that only light coming from outside the cell
is detected. It is precisely this directionality that under-
lies the ability of cells to steer toward or away from light
[4, 5]. For example, in negatively phototactic mutants
lacking the eye spot, light from behind the cell falls on
the photosensor, and one might naively expect the cell to
be unable to perform phototaxis because of the isotropic
detection of light. Yet, because of the lensing effect of
the cell the intensity of light falling on the photoreceptor
from behind is greater than that from the forward direc-
tion, giving rise to a distinguishable signal and thus to
net phototactic motion (erroneously) toward the light. It
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is thus plausible that the eyespot was selected by evolu-
tion precisely because, in providing directionality to the
sensing of light, it improves the phototaxis of cells [6].
Lenses and lens-like properties of cells are known in

other systems. For example, there is evidence for a lens
within the eyespot of the dinoflagellate Nematodinium [7]
that helps to gather light onto its photoreceptor. At the
same time as the study of Ueki, et al., separate work
on cyanobacteria [8] showed that its cell body can act
as a lens, creating an uneven distribution of light inten-
sity in the inner cell wall. Further work showed that a
type of supermolecular machine for cell mobility is acti-
vated by that directional light [10]. These kinds of ef-
fects are now broadly understood for prokaryotes [11].
Finally, we note the case of diatoms, algae whose sur-
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FIG. 1. Algal optics. (a) Photoreceptor shading in wild type
and eyeless mutants of Chlamydomonas reinhardtii, after [2].
Dinoflagellates: (b) crescent-shaped Pyrocystis lunula and (c)
spindle-shaped Pyrocystis fusiformis [9].
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face has a complex silica microstructure patterned on the
scale of the wavelength of visible light. These structures
induce wavelength-dependent optical properties [12, 13]
and diffraction [14].

Taking a broader view, there are important historical
examples where lensing effects are thought to impact on
life’s processes, particularly with regard to plants [15].
For example, phototropism, the movement of plants to-
ward light, is dependent on the fact that the cytoplasm of
plant cells has a higher index of refraction than the sur-
rounding medium (air or water). This was demonstrated
by an experiment [16] that showed that this movement
reverses direction when a plant is immersed in a medium
with higher index of refraction than the cytoplasm. Many
investigations have focused on the effect of cell shape on
photosynthesis in plants and fungi. For example, a study
[17] of the filamentous fungus Phycomyces blakesleeanus
showed that the light intensity at the cell surface is en-
hanced by a factor of ∼ 2, while theoretical work suggests
an even larger boost [18]. The epidermal cells of certain
tropical plant species are thought to act as lenses, pro-
viding an advantage in light-gathering ability for shade
plants [19], although later work found that the structure
does not help to gather diffuse light [20].

The results summarized above indicate that lensing
effects by the cell bodies of microorganisms can have
a functional significance, even in the simplest possi-
ble geometry of a sphere. Yet, there are many fresh-
water and marine microorganisms with strikingly non-
spheroidal shapes, as exemplified by dinoflagellates such
as Pyrocystis lunula and Pyrocystis fusiformis shown in
Fig. 1(b,c). The properties of such complex, often non-
axisymmetric bodies appear to be completely unknown
in the biological optics literature, although there is now
a growing field of “freeform optics” [21–24] that consid-
ers nonaxisymmetric shapes. Motivated by these strange
and wondrous forms, in this paper we commence an in-
depth study of the field of “algal optics”.

Beyond their phototaxis, organisms such as green algae
and dinoflagellates are photosynthetic and their chloro-
plasts, the organelles containing the photosynthetic ap-
paratus, are in characteristic positions within the cell. In
the case of dinoflagellates, the chloroplasts move around
the cell in diurnal patterns [25–27], changing the absorp-
tion profile of the cytoplasm [28]. A natural question is
whether lensing can enhance the intensity of light falling
on chloroplasts. This is the “incoming” problem.

Dinoflagellates are among the many marine and fresh-
water organisms that exhibit bioluminescence [29]. Un-
like the steady glow of bioluminescent bacteria, these
eukaryotes emit bright flashes of light in response to
fluid or mechanical shear [30, 31]. This light emanates
from membrane-enclosed organelles termed “scintillons”,
within which occur chemical reactions involving the pro-
tein luciferin. A second natural question is thus whether
lensing can alter the spatial distribution of light emitted
from such sources. This is the “outgoing” problem.

Figure 2 presents ray-tracings using a ray optics sim-
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FIG. 2. Ray tracings for various dinoflagellate geometries [32].
Single and multiple sources for the shape of P. fusiformis (a,b)
and of P. lunula (c,d).

ulator [32] that illustrate how light is emitted from in-
ternal sources in different dinoflagellate cell shapes. The
geometries represent the spindle-shaped cell body of P.
fusiformis (a,b) and the crescent-shape of P. lunula (c,d).
The green dots indicate the positions of biolumines-
cent sources within the cell body. In (a,b) the emitted
rays are symmetrically distributed about the long axis,
with intensity primarily directed laterally—toward the
left and right—and little light escaping along the axial
(top–bottom) directions. This symmetry and directional
focus suggest that the fusiform shape acts as a cylindrical
lens, favoring horizontal emission.

In the single-source case for the crescent shape (c),
the emission exhibits a markedly different pattern; light
is preferentially emitted along the axial directions (top
and bottom), forming focused streaks of high intensity.
Moreover, there is an enhanced concentration of rays on
the concave side of the cell, particularly close to the cell
body, due to the curvature-induced refraction. In the
multiple-source case (d), the overall emission appears
more spatially diffuse, but the asymmetry persists, with
noticeably more rays directed toward the concave side.
The convex side emits less light overall, likely due to the
outward bend redirecting rays away from those regions.
These results highlight the critical role of geometry in
shaping the angular emission profile. Even in the absence
of specialized optics, the cell’s shape can redistribute in-
ternally generated light in a highly non-uniform manner.

In this paper we study the incoming and outgoing
problems with analytical and numerical methods. For
the motivational cases of green algae and dinoflagellates
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FIG. 3. The two optical problems discussed here. Red lines
are principal light rays. (a) The incoming problem of how
cell shape influences intensity of photosynthetic light falling
on a chloroplast. (b) The outgoing problem explores how the
bioluminescence emission is influenced by the cell geometry.

there is a reasonable separation between the size of the
absorber or emitter (the algal photoreceptor is ∼ 1−2µm
across, scintillons are ∼ 0.5−1.5µm in diameter) and the
size of the entire cell (Chlamydomonas is ∼ 10µm cross,
dinoflagellates can be ∼ 150µm long). Given this, in the
simplest model we consider absorbers/emitters to have
a radius a ≪ R, where R is a characteristic size of the
cell. Section II sets up the incoming and outgoing prob-
lems in mathematical terms, laying out the additional
modeling assumptions and definitions. As an example
of the problem of interest, the observations of Ueki, et
al. are analyzed quantitatively to gain insight into the
lensing effects that can occur. Analytical results for two-
dimensional bodies are presented in § III, including the
results of averaging over orientations. Three-dimensional
problems are considered analytically in § IV and numer-
ically in §V, where we illustrate strong, complex lensing
effects associated with shapes like those of the genus Py-
rocystis. In §VI we discuss possible experiments to ex-
amine this problem in greater detail.

II. PRELIMINARIES

We consider two complementary problems, each moti-
vated by considerations of the natural environment.

The incoming problem: How cell geometry affects light
absorption in photosynthesis. As shown in Figure 3(a),
this problem explores how a curved cell wall modifies the
light intensity at a specific location inside the cell. In the
turbulent ocean, microorganisms receive sunlight that is
scattered and refracted from nearly all directions, while
their random orientations within the flow further homog-
enize the light distribution. We consider the case in which
the cell geometry and random flows are such that there is
a uniform angular distribution of cell orientations, so the
incoming light appears isotropic from the cell’s perspec-
tive. The mathematical problem of interest is then the
light intensity received by a small target within the cell
relative to that in the absence of the surrounding cell.

The outgoing problem: How cell geometry shapes bi-
oluminescence emission. In marine environments, sus-

Definition Variable
Incident/outgoing light rays k1, k2

Incident angle θi
Transmitted angle θt
Reflected angle θr = θi

Energy transmission, Eq. (2) f
Intensity boost η

Local surface normal n
Local radius of curvature R

Relative refractive index , Eq. (1) n

TABLE I. List of variables and their definitions.

pended dinoflagellates respond to the fluid flows asso-
ciated with ambient turbulence and disturbances from
large predators by giving off bioluminescent flashes. Fig-
ure 3(b) illustrates the mathematical problem of inter-
est: how a cell’s shape alters the angular distribution
of bioluminescent light emitted isotropically from small
sources within the cell, undergoing both refraction and
internal reflection. Since the cell is much smaller than
the distance to predators, the focus is on the direction of
emitted light rather than its origin.
Our analysis assumes that the interior of a photosyn-

thetic cell is a homogeneous optical medium with re-
fractive index ncell, while the surrounding aqueous en-
vironment has refractive index nwater ≃ 1.33. For exam-
ple, Chlamydomonas cells have been reported to exhibit
ncell ≃ 1.47 in the visible spectrum [2], which implies
a relative refractive index n = ncell/nwater ≃ 1.1. We
adopt this value in our calculations as representative of
green algal exposed to light in aqueous environments.
To model how sunlight enters a cell and contributes

to photosynthesis, we apply Snell’s law to incident light
rays arriving from the surrounding water

sin θi = n sin θt, (1)

where θi is the angle of incidence in water, and θt is the
angle of transmission inside the cell, both measured with
respect to the local normal.

The fraction of energy transmitted into the cell quan-
tifies how much unpolarized light passes through the in-
terface. For incident angles θi < θc = sin−1(1/n), where
total internal reflection does not occur, the Fresnel trans-
mission coefficient f(θi) for unpolarized light is [33]

f(θi) = 1− 1

2

(
sin2(θi − θt)

sin2(θi + θt)
+

tan2(θi − θt)

tan2(θi + θt)

)
, (2)

where θt = arcsin (sin θi/n) is the transmitted angle de-
termined by Snell’s law. Normal incidence (θi = 0) gives
the maximum transmittance rate f(0) = 4n/(n + 1)2.
The quantify 1−f(θi) is the proportion of light reflected
back into the environment; it determines how much light
penetrates the cell for internal processes.
We define the boost factor η as a measure of light am-

plification induced by the cell’s geometry. For the in-
coming problem, η = dΩ2/dΩ1 is the ratio of differential
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FIG. 4. Analysis of the eyespot mutant in Chlamydomonas.
The photosensor (blue) is located at the inner boundary of
the cell. Although incoming light rays focus outside the cell,
a gathering effect is experienced by the photosensor.

solid angles dΩi subtended at the entry and focus points,
capturing how ray convergence enhances local light inten-
sity. For the outgoing problem, η = dA1/dA2 expresses
the relative change in projected beam area as light exits
the cell, reflecting how geometry reshapes outgoing flux.

To simplify the analysis of light-ray interactions, we
adopt the chief-ray approximation, in which all rays are
assumed to deviate only slightly from a central principal
ray. This reduces geometric complexity while preserving
essential directional and focusing behavior.

Example: Optical Boost at the Algal Eyespot

We begin with a quantitative analysis of the results of
Ueki, et al. [2] on the eyeless mutant of C. reinhardtii.
Fig. 4 shows the geometry; a cell of radius R has a photo-
sensor of radius a at its periphery, modeled as a circular
patch. Light enters the cell from the opposite side, re-
fracts at the surface, and the rays converge past the cell.
A cone of these rays hits the photoreceptor. The maxi-
mum angular deviation of rays that reaches the photore-
ceptor defines a limiting incident angle θi with “impact
parameter” d = R sin θi as in classical scattering theory.

Figure 4 shows the geometry of interest. The vertex
angle of the large isosceles triangle is π−2θt, so if we add
all the vertex angles of triangles touching the center we
find a/R+π−2θt+θi = π, and obtain a relation between
the ratio ϵ ≡ a/R and the incident and refracted angles,

ϵ = 2θt − θi ≃
2− n

n
θi. (3)

where the second relation follows from Snell’s law and is
valid for ϵ ≪ 1, where a small-angle approximation holds.

The optical boost η is the ratio of areas of the incident
light cone to that of the photoreceptor patch. In two
dimensions, and in the small-angle approximation, this

corresponds to the length ratio

η2D =
2d

2a
≃ θi

ϵ
=

n

2− n
. (4)

In three dimensions, the incoming rays span a circular
disk of radius d, and the receiving region is a disk of
radius a, so the boost becomes the area ratio

η3D =
πd2

πa2
= η22D =

(
n

2− n

)2

≈ 1.49, (5)

where we have used the value n = 1.1 for Chlamy-
domonas. This remarkably simple result shows that the
index of refraction alone determines the boost for this
simple spherical geometry. The quantity η− 1, the addi-
tional flux of light onto the photoreceptor, is

η3D − 1 ≃ 4(n− 1)

(2− n)2
, (6)

which is positive only when the relative index n > 1.
The large boost in Eq. (5) implies that an eyeless

Chlamydomonas cell experiences two very distinct signals
during each rotation about its body-fixed axis, the one
from behind being 50% stronger than the other. Not sur-
prisingly, that significantly larger signal dominates and
the cell moves opposite to the wild type. The phototactic
dynamics of eyeless mutants are discussed elsewhere [34].

III. ANALYTICAL RESULTS FOR 2D BODIES

In this section we study the incoming problem for 2D
bodies, progressing from simple to complex. We scale
lengths by the size R of the body, so that the small target
has radius ϵ = a/R and the bundle of light rays that
intersects the target has half width δ = d/R.
A. The Circle. We begin with the simplest case, a

homogeneous circular body, which serves as a baseline for
understanding how light refracts and concentrates within
2D bodies. Figure 5(a) shows the setup: a small, fully
absorbing test ball of radius ϵ is at position (r, φ) where
r ∈ [0, 1] is the (scaled) radial distance from the center
and φ is the angle relative to the incoming light direction.
We first consider the case where the test ball is at the

center of the circle to evaluate the maximal focusing ef-
fect. Because of the circular symmetry, we may take the
incoming rays to be parallel and incident from the +x
direction without loss of generality. The boundary en-
try points of rays that ultimately graze the edges of the
test ball define the incident angular window. If a graz-
ing ray enters at a point on the circle at angle θi then,
since the normal to the circle at that point is radial, we
have δ = sin θi. And as the interior angle between the
refracted ray grazing the target and the radial line from
the origin that intersects the points of entry is θt we have
the second relation ϵ = sin θt, and thus δ = ϵn. Thus,
the effective “window” of rays that can reach the test
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FIG. 5. Incoming problem for a circle. (a) Boost versus ball
size for r = 0.3 and relative index n = 1.1. As ϵ increases,
η decreases, indicating weaker lensing and greater losses (2)
when incident angle is large. (b) Disks of radius ϵ densely
populate a circular shell. When multiple internal reflections
are included, a ray (red) reaching the second disk is counted
via the shell’s absorption. The boost is constant when all
reflections (orange line) are included, until the ball reaches
the total internal reflection zone where increasing r can no
longer gain more energy. If reflections are excluded, η drops
more near the upper boundary due to increased losses.

ball spans a lateral width δ that increases with the rela-
tive refractive index n. Note that the distance δ ≤ 1, so
the corresponding boost η, the ratio of this width to the
width of the test ball, is

η =
δ

ϵ
= min{n, 1/ϵ}. (7)

The boost equals the relative refractive index until it
reduces because the ball can at most receive light with
half-width δ = 1. The transition is also when total in-
ternal reflection occurs. This clean result captures the
idealized case with perfect transmission and no optical
loss, showing that the absorption at the center scales lin-
early with the refractive index n. In reality, partial reflec-
tion occurs at the boundary, especially for rays striking
at oblique angles, due to refractive mismatch with the
surrounding medium.

To incorporate such losses, we incorporate the angle-

dependent transmission coefficient f(θi) approximated
using Eq. (2) for unpolarized light. The net boost factor,
corrected for reflection losses, is then

η =
1

2ϵ

∫ θmax

−θmax

dδ(θi) f(θi) =
1

ϵ

∫ θmax

0

dθi f(θi) cos θi, (8)

where θmax = max{sin−1(nϵ), π/2} is the angular win-
dow of rays that refract to the center and cos θi is the
Jacobian ∂δ(θi)/∂θi. Eq. (8) reduces to (7) when f = 1.
B. Effect of Absorber Size. We now consider test

ball locations with φ = 0, so the geometry remains sym-
metric about the x-axis, but with r > 0. The boundary
entry points of rays that graze the ball define a narrow
angular range of incident rays. Using the geometry in
Fig. 5(a), the condition for a ray to reach the disk is

r sin(θi − θt) + sin θt = ϵ, (9)

which implicitly defines θi as a function of ϵ and r. Once
θi(ϵ) is known, the boost factor η is calculated from
Eq. (8). The resulting boost profile is plotted in Fig. 5(a)
for r = 0.3. The boost is always smaller than the 10%
boost when the ball is placed at the center, as in Eq. (7),
because lensing is weaker closer to the light source. In
the small-angle limit, (9) yields the boost

η ≃ n

1 + r(n− 1)
, (10)

which interpolates between the limit n/(2− n) in (4) for
r = −1, n for r = 0 and 1 as r → 1. The boost pro-
file is continuous and converges to a constant value as
ϵ → 0. This validates the use of small but finite test
balls in simulations to estimate local light intensity. In
biological terms, this corresponds to evaluating the light
absorption by a small chloroplast placed at a given loca-
tion within the cell. Because diffraction and coherence
effects are negligible at this scale, the ray-based results
are expected to agree with those from wave-optics models
in the geometric optics limit.
C. Angular Averaging. In natural biological con-

texts, light rays are likely to come from all direction rela-
tive to a cell. The results above should then be averaged
of the distribution of incoming light rays, and the sim-
plest assumption is a uniform distribution of the angle
φ ∈ [0, 2π]. We can compute the boost at each angle,
and perform this average, or equivalently, we can densely
distribute N replicas of the test ball within a circular
shell at radius r, with each ball interacting with light
rays from different directions as illustrated in Fig. 5(b).
The circumference of the shell is the sum of the diam-

eters of all the balls, so we have 2ϵN = 2πr. The total
energy Etot absorbed by the shell and the average energy
Eavg absorbed by an individual test ball are related by

Etot = αNEavg, (11)

where α is inverse of the averaged number of times a
light ray intersects a ball before reaching the cell wall.
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We will show that the factor α = 1/π in two ways. First,
note that the average energy absorbed is proportional
to the circumference, as proved below in Eq. (34), so
Etot/NEavg = 2πr/2πϵN , indicating the result. Second,
if we take the limit r → 0 while maintaining ϵ/r fixed
to be a small number we are implementing a similarity
transformation in which all ratios remain the same, and
Eq. (11) still holds, with the same α. In this limit, all
small balls approach the center, at which the total energy
is the linear function E(r) = 2rnf(0), so

Eavg

Etot
=

ϵ

r
, (12)

which then yields α = 1/π.
The light intensity profile as a function of the distance

from the center of the circle is shown in Fig. 5(b), using
the energy-averaging framework above. At each radial
position r, the shell can be treated as a disk of radius r
centered within the cell, and the local boost η(r) is com-
puted using Eq. (8), with θmax = max{sin−1(nr), π/2}.
As r → 1, the shell approaches the boundary of the circle,
and the transmitted light at large θi experiences greater
loss when crossing the cell wall, as described by Eq. (2).
This results in a decrease in η(r), illustrated by the black
curve in Fig. 5(b), which drops sharply beyond r ≈ 0.75.
We extend this energy absorption analysis to include

an arbitrary number of internal reflections for the test
ball. As before, the shell around the central disk is
densely populated with smaller disks. These do not ab-
sorb light rays directly, as the presence of one does not
interfere with another disk intercepting the same ray.
Thus, we simply track the number of times a light ray
passes through the shell. The total absorbed energy
consists of the initial contribution from the ray passing
through the cell wall, along with all subsequent inter-
nal reflections (see illustration in Fig. 5(b), where the
thin red ray represents the first reflection). By symme-
try, each reflected ray follows the same path as the initial
one, preserving its angle of incidence.

Denoting the incoming light ray energy at angle θi as
E(θi), the total energy absorbed by the shell is

Etot(θi) = E(θi)f(θi) + E(θi)f(θi)(1− f(θi))+

E(θi)f(θi)(1− f(θi))
2 + . . .

=
E(θi)f(θi)

1− (1− f(θi))
= E(θi). (13)

Thus, the contributions from all internal reflections ex-
actly cancel the transmission losses, resulting in a con-
stant boost given by Eq. (7), with η = max{n, 1/r}. This
is illustrated by the red curve remaining flat until it drops
significantly beyond r = 1/1.1 in Fig. 5(b).
D. Duality for a Circle. In 2D, it can be shown

explicitly that the incoming and outgoing problems are
equivalent. We first prove this result for a circle without
losses (2), and then proceed to the general case.

Consider first the outgoing problem. We adopt the
notation ∠(u,v) for the angle between vectors u and v.

FIG. 6. Geometry to demonstrate duality. (a) Biolumines-
cence case. Principal light rays are shown in red. We omit
the angles between the light rays shown in black, denoted by
θ′, α′ and β′, (b) Photosynthesis case. Incoming rays span a
length d1, and the absorber has a projected length d3.

With reference to Fig. 6(a), the geometric boost for bio-
luminescence ηB is defined as the limiting ratio of angles

ηB(θ) = lim
∠(k1,k′

1)→0

∠(k1,k
′
1)

∠(k2,k′
2)
. (14)

With α = ∠(k1,−n), β = ∠(k2,n), and θ = ∠(k1,SO),
trigonometry and Snell’s Law (1) yield

sinα

sin θ
= r and

sinα

sinβ
=

1

n
. (15)

For the primed vectors and angles we have the analogous
relations,

sin θ′

sinβ′ =
1

rn
and

sin θ′

sinα′ =
1

r
, (16)
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leading to relations for small changes in the angles,

β′ − β ≃ nr
cos θ

cosβ
(θ′ − θ) (17)

α′ − α ≃ r
cos θ

cosα
(θ′ − θ). (18)

Let γ = ∠(k2,OS) = θ − α + β and similarly define γ′.
Then from geometry we find

∠(k2,k
′
2) = γ′ − γ = θ′ − θ + α− α′ + β′ − β, (19)

and hence, using Eq. (17) we obtain the boost (14)

ηB(θ) =
θ′ − θ

θ′ − θ + α′ − α+ β′ − β

=
1

n

(
sinα sin(θ − α)

sinβ sin θ cosα
+

cos θ sinα

cosβ sin θ

)−1

, (20)

where in the last line we have used Eq. (15) and a
product-to-sum trigonometric identity.

For the incoming (photosynthetic) case shown in
Fig. 6(b), let point A denote the intersection of the re-
fracted ray k2 with the cell wall, and similarly for A’.
The boost is the ratio of projected areas

ηP (θ) = lim
d1→0

d1
d3

. (21)

where d1 is the distance between the light rays k2 and
k′
2, d2 is the distance between point A and k′

1. S′ is a
point in the light ray k′

1 with SS′ ⊥ SA, and d3 = |SS′|.
Also let d′3 be the distance between S and k′

1.
Since ξ = ∠(OA,OA′) ≪ 1, we have ∠(n,AA′) ≃

π/2 and |AA′| ≃ ξ. Geometry then imposes the relations

d1 = ξ cosβ, d2 = ξ cosα, (22)

and

d3 ≃ d′3 = ξ cosα− |SA|∠(k1,k
′
1). (23)

To work out the angle ∠(k1,k
′
1) = ξ− (α−α′), we apply

Snell’s Law (1)

sinβ = n sinα, sinβ′ = n sinα′. (24)

Similar to Eq. (17), we obtain

α− α′ ≃ cosβ

n cosα
(β − β′). (25)

Combining with ξ = β − β′, we find

∠(k1,k
′
1) = ξ

(
1− cosβ

n cosα

)
, (26)

from which we obtain, using Eq. (22) and (23) in (21),

ηP (θ) =

(
cosα

cosβ
− sin(θ − α) sin(β − α)

sin θ sinβ cosα cosβ

)−1

. (27)

Trigonometry identities then lead to the duality result

ηP (θ) = nηB(θ), (28)

namely, the intensity profiles of the two cases are identical
up to a factor of n. This is the two-dimensional analogue
of “étendue” discussed below in § IV.
The outgoing light ray traces the full 2π angle:∫ 2π

0

1

ηB(θ)
dθ = 2π. (29)

Then our definition (14) is dθ/dγ = ηB(θ), leading to
conservation of averaged photosynthesis boost,

ηavgP =
1

2π

∫ 2π

0

ηP (θ(γ))dγ

=
1

2π

∫ 2π

0

ηP (θ(γ))
dθ

ηB(θ)
= n. (30)

Here the light rays come at an angle γ with OS, uni-
formly distributed in [0, 2π].
E. Duality for an Arbitrary 2D Body. For gen-

eral shapes, any local region can be approximated as an
arc segment with a specific radius of curvature. The ar-
gument applies universally for r > 1 (when the point lies
outside the circle) or r < 0 (when the shape is concave).
Consequently, the incoming and outgoing problems are
locally and globally consistent, and (28) holds.
Note that for concave shapes, some radii of curvature

may be negative, which implies that the local circle corre-
sponding to that curvature lies outside the cell. In these
cases, light rays tend to scatter rather than converge. De-
spite this, a similar analysis can be applied. If the test
ball is placed at a distance r from the origin and has a
small radius ϵ, the near-axis approximation holds, and
the generalization of Eq. (27) is

η =
d

ϵ
≈

[
1 + r

(
1− 1

n

)]−1

< 1. (31)

This result indicates that the test ball experiences a re-
duced boost, even before considering light losses.
In the presence of transmission loss, Eq. (29) represents

energy conservation and applies generally, provided total
internal reflection does not trap energy within the cell
indefinitely. By the duality relation (28), Eq. (30) also
holds universally: if no light path is confined solely by to-
tal reflection, the boost for the incoming problem remains
unchanged. However, for structures like a circle, regions
near the boundary experience total reflection, leading to
a reduced average boost there. Likewise for the incoming
problem, if the test ball is too close to the boundary, (7)
leading to the reduced boost seen in Fig. 5(b). This issue
is discussed further at the end of Sc. IV C.
F. Averaging for 2D Shapes: A Surface Length

Law. The baseline analysis of a circular test ball can be
extended to arbitrary convex shapes, assuming isotropy
in orientation—that is, the shape samples all orientations



8

with equal likelihood. This condition is physically plau-
sible for organisms such as algal cells undergoing slow
tumbling or Brownian motion. Many unicellular organ-
isms such as Chlamydomonas and Volvox [35] exhibit
such dynamics due to flagellar motion or ambient fluid
fluctuations. These lead to statistical averaging over ori-
entations on timescales relevant for light exposure.

We parameterize such a shape as r(θ), with unit out-
ward normal n(θ), and consider illumination from a fixed
direction k2. The projected area is given by:

P =
1

2

∫ 2π

0

dθ
√
g |n̂(θ) · k2|, (32)

where g = r2(θ) + (dr/dθ)2 is the metric factor, and the
prefactor of 1/2 reflects the fact that only the illuminated
half contributes to the projection.

To compute the average projected area over all ori-
entations, we rotate the shape by θ0 and average over
θ0 ∈ [0, 2π]. Under such a rotation, the shape becomes

rθ0(θ) = r(θ + θ0), gθ0(θ) = g(θ + θ0), (33)

and the normal nθ0(θ) is n(θ) rotated by θ0. Letting
n′ = n(θ′), the averaged projection becomes

P̄ =
1

4π

∫ 2π

0

dθ′
√
g(θ′)

∫ 2π

0

dθ0| cos(θ0 + cos−1 |n′ · k2|)|

=
1

π

∫ 2π

0

dθ
√

g(θ) =
1

π
L, (34)

where L is the perimeter. Notably, the averaged pro-
jected area scales linearly with perimeter and is indepen-
dent of shape geometry. This reinforces that projection-
based absorption for fluctuating 2D convex bodies re-
spects a perimeter-based law.

IV. ANALYTICAL RESULTS FOR 3D BODIES

The simplest shape 3D shape to analyze is the sphere.
For the reference ball at the center, any incident light ray
can be analyzed the same way as in 2D. The boost with-
out loss of light due to reflection is analogous to Eq. (7),

η =
π(Rn)2

πR2
= n2. (35)

Considering loss, Eq. (8) becomes

η =
1

π

∫ sin−1 δ

0

dθ

∫ 2π

0

dϕ sin θ cos θf(θ). (36)

B. Averaging in 3D: A Surface Area Law. The
same principle discussed in § III.E extends to three-
dimensional convex bodies with fluctuating orientations.
Let the body have a fixed surface area and be param-
eterized by its radial function r(Ω), where Ω denotes a
direction on the unit sphere, and n(Ω) is the outward

unit normal. For a fixed direction k2 of incoming light,
the projected area is

P =
1

2

∫
dθdϕ

√
g(θ, ϕ) |n(θ, ϕ) · k2|, (37)

where the factor 1/2 counts the illuminated half
of the body, and the metric factor is

√
g(θ, ϕ) =

r
√
[r2 + (dr/dθ)2] sin2 θ + (dr/dϕ)2.

To compute the orientational average of P , we integral
over all rotations Ω0. Without loss of generality, take
k2 to align with the polar axis, and replicate the steps
leading to (34), with dΩ0 = dϕ0dθ0 sin θ0, yielding

P̄ =
1

2

∫
dΩ0

4π

∫
dΩ

4π

√
gΩ0

(Ω) |nΩ0
(Ω) · k2|

=
1

2

∫
dΩ′ √g(Ω′)

∫ 2π

0

dϕ0

2π

∫ π

0

dθ0 sin θ0
2

× | cos(θ0 + cos−1(n(Ω) · k2)|

=
1

4
A, (38)

where A is the object’s surface area. As in the 2D case,
this result depends only on total surface area. The aver-
age projected area of a convex 3D object under uniform
orientation fluctuations thus follows a surface area law.
Also as in 2D, the above analysis breaks down for con-

cave shapes. In those cases, parts of the surface can
shade each other, leading to a reduction in the effec-
tive projected area. The impact of self-shadowing must
be accounted for separately, as it can significantly alter
the absorption characteristics and invalidate the simple
surface-area scaling seen in convex geometries. We ana-
lyze such effects numerically in § V.
C. Étendue and Flux Conservation. Étendue (of-

ten denoted E) can be viewed as the “phase space vol-
ume” of a light beam [36]. It quantifies the spread of
light in both position and direction. For a beam passing
through a cross-sectional area A and contained within a
solid angle Ω, the étendue is E = AΩ. In media where
the refractive index varies spatially, this generalizes to

E = n2AΩ, (39)

incorporating refractive effects on the direction of light
rays. E is conserved in passive optical systems, as we now
show follows from flux considerations.
Assume a beam of light crosses the interface without

loss and consider a corresponding set of rays defined in
medium 1 by an area element dA1, with chief ray direc-
tion Ω1 and solid angle element dΩ1. After refraction into
medium 2, these same rays will pass through some (gen-
erally different) area element dA2 and subtend a solid
angle dΩ2 with direction Ω2. To connect dΩ1 and dΩ2,
we must understand how a cone of rays in medium 1
maps into medium 2. From the differential of solid angle
in spherical coordinates,

dΩ = sin θ dθ dϕ, (40)
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we differentiate Snell’s law and obtain

n cos θtdθt = cos θidθi. (41)

Since reflection does not change the azimuthal angle, we
can multiply by dϕ on both sides and use Snell’s law
again to obtain

cos θtdΩ2 =
1

n2
cos θidΩ1. (42)

The light rays intersect the boundary in an area ele-
ment dA, and if we define dA⊥

1 = dA cos θi and dA⊥
2 =

dA cos θt, we find

dA⊥
1

dA⊥
2

= n2 dΩ2

dΩ1
. (43)

Under the chief ray approximation, each point in the area
element has the same solid angle. The LHS of (43) is
recognized as the boost factor for the incoming problem
and the RHS as that of the outgoing problem. We thus
establish that for each solid angle direction Ω1 for the
outgoing problem,

n2ηB(Ω1) = ηP (Ω2). (44)

where ηB and ηP are boosts in the bioluminescence (out-
going) and photosynthesis (incoming) cases defined in
(14) and (21). The duality in(44) is numerically verified
in the next section, where the outgoing and incoming
configurations yield equivalent intensity distributions.

In the same spirit as Eq. (30), we may calculate the
average boost for the photosynthesis problem by inte-
grating over incoming angles,

ηavgP =
1

4π

∫
dΩ2ηP (Ω2) =

1

4π

∫
dΩ1

ηP (Ω2(Ω1))

ηB(Ω1)

=
1

4π

∫
dΩ1n

2 = n2, (45)

where in the second line we have used ηB(Ω1) = ∂Ω2/∂Ω1

as the Jacobian. The average boost is only a function of
the relative reflective index n, and is irrespective of the
concave shell shape and the location of the test ball.

In fact, the argument above works for the case of mul-
tiple refractions, and when accounting for transmission
losses as in Eq. (2). For the incoming problem, a princi-
pal light ray hits the test ball after the initial refraction
and further reflections; we can trace back the ray from the
test ball outside, which becomes the outgoing problem.
The conservation of étendue ensures that the duality of
the boost hold at any point. The loss at the interface is
also the same.

In considering all reflections and loss, let us label
the boost by the number of reflections i that have oc-
curred thus far. The outgoing boost is ηiB(Ω1) =
f i(Ω1)dΩ2/dΩ1, where fi(Ω1) = Πi

m=1(1 − f(θmr ))f(θt)
accounts for the loss according to Eq. (2). We similarly
modify the definition of the incoming boost to account

for multiple reflections, including losses. For the outgoing
problem, all light will exit the body after a sufficiently
large number of reflections, unless the situation is highly
symmetric and some light rays are trapped by total in-
ternal reflection (See Fig. 9(b) where, near the edge, the
average boost reduces to below 1). Then, energy conser-
vation gives

∑
i f

i(Ω) = 1, and thus

ηavgB =

∫
dΩ1

4π

∑
i

ηiB(Ω1)=

∫
dΩ2

4π

∑
i

f i(Ω1) = 1. (46)

Since losses for incoming and outgoing light rays are the
same in each direction, the (44) now reads n2ηiB(Ω1) =
ηiP (Ω

i
2(Ω1)). Denote the direction of the outgoing light

ray after i reflections as Ωi
2(Ω1). Eq. (45) becomes

ηavgP =
∑
i

∫
dΩi

2

4π
ηiP (Ω

i
2) =

1

4π

∑
i

∫
dΩi

2n
2ηiB(Ω1)

=
∑
i

1

4π

∫
dΩ1n

2f i(Ω1) = n2. (47)

V. NUMERICAL RESULTS FOR 3D BODIES

In this section, we present numerical results that sup-
port the conclusions drawn in the analytical sections
above. We consider a two-parameter family of shapes
for numerical computations. Built around the parame-
terization of ellipsoids, these shapes interpolate between
the sphere (a suitable model for Chlamydomonas), and
those with eccentricity approaching unity (appropriate to
P. fusiformis) and then proceed to ellipsoids bent around
their major axis (a shape like P. lunula). In a system of
units made dimensionless by the semi-major axis a of the
ellipsoidal limit, this family can be written as

x2 +
1

1− ε2

[
y2 +

(
z − κx2

)2]
= 1, (48)

where ε =
√
1− (b/a)2 is the eccentricity and b is the

semi-minor axis of the limiting ellipsoids obtained when
κ = 0. These have major axes lying in the xz-plane with
a radius r(θ, ϕ) measured from the ellipsoid center of

r(θ, ϕ) =

√
1− ε2√

1− ε2 cos2 θ
, (49)

while for κ ̸= 0 the shapes are bent in the xz-plane
around the curve x = κx2 for x ∈ [−1, 1],

z = κx2 ±
√

1− ε2
√
1− x2. (50)

Figure 7 shows such shapes for various values of ε and κ.
A. Photosynthesis at the Center. To examine how

cell shape influences light concentration near the center,
we model the chloroplast as a small, perfectly absorbing
sphere at the center of the cell, shown as the green circle
in Fig. 3(a). Incoming parallel light rays are assumed to
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FIG. 7. Variation with cell shape of maximum intensity boost at the center of the body. (a) Light intensity observed at the
center of ellipses increases as a function of eccentricity ε, while the average intensity remains constant. (b) As a function of the
curvature parameter κ the maximum boost for bent ellipsoids is nonmonotonic. (c-f) Intensity boost as a function of angles
(θ, ϕ). For an ellipsoid, axisymmetry results in a boost that is independent of ϕ. Parameter values are κ = 0, 0.5, 1, 3 and

eccentricity is ε =
√

7/8. For bent shapes (d-f), the maximum stays near the direction of the tips. The green circles in (c-e)
indicates the entry region giving strong boost. Note the focusing of the first reflections circled in green in (f).

arrive uniformly from all directions. We discretize angu-
lar directions and emit rays from a plane perpendicular to
each specified propagation direction k1. Here and in fol-
lowing sections geometric symmetries allow us to restrict
the angular sampling to half of the spherical polar angle
domains in ϕ and θ. When the cell is bent, only two pla-
nar symmetries remain, resulting in boost-angle profiles
with mirror symmetry across ϕ = π/2 (and 3π/2) and
θ = π/2. Both ϕ and θ are discretized into 40 sampling

points. For each direction, 360, 000 rays are generated
so that the spacing between rays is smaller than the ra-
dius of the test ball, while ensuring that the ball remains
small relative to the cell geometry.

Computational constraints restrict the region of ray
entry to a zone centered on the test ball with a width 15
times its radius—an approximation that remains accu-
rate, as confirmed by the close match between computed
intensities in Fig. 7(a,b) and the analytical prediction
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(47). Each ray carries equal energy, undergoes refrac-
tion at the cell boundary according to Snell’s law (1),
and is attenuated by its Fresnel transmission coefficient
(2). Each ray undergoes up to 11 reflections and those
whose energy drops below 10% of their initial value are
discarded to reduce computation time. This setup leads
to billions of ray computations for each test ball position.
The total absorbed energy is computed and compared to
a case without a surrounding cell boundary.

We focus on two metrics: the maximum intensity boost
(along the optimal direction) and the average boost (over
all directions). In the spherical case, symmetry ensures
that η is direction-independent, so the average and max-
imum coincide. As the eccentricity ε increases, Fig. 7(a)
shows that a preferred direction emerges, with the max-
imum intensity increasing dramatically, from ∼ 1.2 to
∼ 12. Introducing bending with a finite κ (Fig. 7(b))
further increases the peak, which exceeds 25 before de-
clining to 4 . This non-monotonic trend arises from the
interplay between the increasing distance between the tip
and the center, and decreasing radius of curvature radius
at the tip. While the initial bending aligns focal zones
with the center (by slightly increasing the axis length as
initially the center lies between the focus and the tip),
enhancing light concentration, further bending misaligns
them, decreasing the central boost.

The average intensity is less sensitive to shape. For the
sphere and ellipsoids, it remains near n2 ≃ 1.2 as pre-
dicted by (47). Bending decreases the average slightly,
especially near the concave parts of the shell, due to redi-
rection of light rays away from the center as κ increases.

B. Angular Profile of the Boost. To understand
better the entry point of the maximum boost and the
distribution of light intensity, the boost observed at the
center of the body is analyzed as a function of the in-
coming angles (θ, ϕ). For ellipsoids, the boost profile in
Fig. 7(c) exhibits the expected axisymmetry in ϕ.

For mild bending, Fig. 7(d) shows that the peak region
is centered at the tip of the bent shape and is the bright-
est spot in the profile. As bending increases in panels (e)
and (f), light from the tip no longer focuses directly on
the center, but rays entering from nearby directions do.
This shift in the angular location of intensity peaks is
accompanied by a migration of the θ-center of the bright
regions, as the tip curvature becomes sharper.

As the shape becomes more extreme (panel f), addi-
tional bright spots and faint striping patterns emerge due
to internal reflections of rays within the curved shell. The
bright spots correspond to rays that enter the cell, reflect
internally at the tip, and are redirected toward the center.
The faint stripes are remnants of these multiply reflected
paths. These reflection-induced features become espe-
cially prominent when the tip region is sharply curved
and capable of directing incident rays back inward.

Dark regions in the angular map correspond to incident
directions that either miss the central test ball or undergo
reflection away from it. These regions typically have a
boost near 1, indicating that the light reaching the test

FIG. 8. Spatial distribution of intensity boost. (a,b) The
sphere exhibits a spherically symmetric profile. (c,d) Ellipsoid

with ε =
√

7/8. (e,f) P. lunula shape with κ = 1.

ball is neither enhanced nor significantly diminished.

C. Spatial Distribution of the Boost. To
gain further insight into the light intensity profile—and
to explore the potential biological advantages of non-
axisymmetric shapes and organelle distributions—we ex-
amine the spatial variation of light intensity within the
cell. Specifically, we analyze both the average and the
maximum intensity boost at various locations. The re-
sults are presented in Fig. 8. All plots consider only a
smaller region inside the cell, as edge effects near the
boundary make calculations unreliable.

For the sphere, 40 sample points are taken along the
radial direction, with the intensity distribution being in-
variant in the azimuthal angle ϕ. Therefore, discretizing
the polar angle θ into 40 intervals is sufficient. For the
ellipsoid, 208 sampling points are distributed inside the
cell, leveraging symmetry along the X-axis. However,
due to the reduced symmetry of this geometry, angular
profiles are only symmetric about ϕ = π/2. The high
curvature of the ellipsoid surface demands a significantly
finer angular grid; coarse sampling results in stripe-like
artifacts—an issue commonly encountered in ray tracing
simulations [41]. To eliminate these artifacts in the com-
puted maximum intensity distribution, we discretize the
angular space using 160 points in θ and 80 in ϕ. We use
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FIG. 9. Angular distribution of light emission from the center
of a cell. For a source fixed at the center and with eccentricity
ε =

√
7/8. The bending parameter κ = 0, 0.5, 1 and 2 in (a-

d). The boost region enlarges with κ while the maximum
intensity first increases then decreases, a trend also seen in
Fig. 7(b). The patterns resemble those of Figs. 7(c-f).

8, 100 rays per direction, which has been found to yield
accurate results in practice. For the lunula example, 387
sample points are used inside the shape, employing the
same angular discretization and simulation parameters
as with the ellipsoid. However, due to the fourth-order
nature of the parametrizing equation (48), the simulation
requires substantially more computational time.

Within the sphere, the averaged intensity is highly uni-
form, with a boost of ∼ 1.2 as discussed at the end of
Sec. IV C. and as predicted by Eq. (47), until it drops
to < 0.8 near the boundary. Variations are likely due
to numerical errors and the fact that only finitely many
reflected rays are considered, supporting the conjecture
that all points within a convex shape experience the same
average intensity. The maximum intensity is lowest at
the center, increasing to ∼ 1.7 near the boundary. As
the test ball approaches the boundary, the density pro-
file becomes more uneven due to the proximity to the
focal region of light from the antipodal point, as well as
the increasing effectiveness of internal reflections. This
is larger than the value calculated in Eq. (5) due to con-
sideration of internal reflections.

A similar pattern is observed for the ellipsoidal case.
Points near the focal region experience a maximum inten-
sity boost exceeding 70, as light accumulates significantly
near the focal point. The averaged intensity remains con-

stant near the center, decreasing slightly from ∼ 1.18
(close to the expected value of n2) by ∼ 4%, then quickly
drops to below 1, again likely due to the limited number
of rays considered. For the lunula shape, the maximum
intensity also shows sensitivity to discretization. How-
ever, the maximum boost is generally weaker than in the
ellipsoidal case. The thin bright line in Fig. 9(e) results
from a focusing effect at the tip. The average intensity
remains nearly uniform near the center, decreasing from
∼ 1.14 to ∼ 1.1 near the tip due to the concavity of the
shape. We also observe a decrease to below 1 near the
boundary, similar to the ellipsoid case, likely due to lim-
ited light ray regions considered and the energy cutoff of
light rays.

Overall, while the average intensity is robust across
shapes, the spatial distribution of maxima reveals how
cell geometry can create strong local variation. These
focal hot spots highlight how even simple geometric dif-
ferences can significantly modulate internal light fields.

D. Bioluminescence. To model the outgoing prob-
lem, a point source emits light uniformly from a location
inside a given cell shape. Light rays are refracted out-
ward and reflected internally within the cell. Since the
cell is small compared to the inter-organism distance, the
location of outgoing rays can be ignored, and the light
intensity distribution is evaluated on an infinite sphere
centered at the cell, plotted with respect to the solid an-
gle. The calculation is normalized against the case of a
point light source at the center of the observation sphere.
The computational process is simplified by generating
light rays solely from the test sphere. The spherical grid
is discretized into 160 × 160 points in θ and ϕ, respec-
tively, and 409, 600 test light rays are generated from the
ball. For reflections, we disregard those carrying less than
1% of their initial energy. The light intensity distribu-
tion at each location only requires millions of light ray
realizations and achieves better angular resolution. Fu-
ture studies on the spatial distribution of photosynthetic
boost may benefit from employing bioluminescence-based
simulation techniques. The light profile where the test
body is placed at the center of various cell shapes is pro-
duced in Fig. 9, which shares the same pattern as Figs.
7(c-f). This further confirms the duality in Eq. (44).

We similarly examine the spatial distribution of the
maximum intensity, as shown in Fig. 10. The maximum
intensity values at each point are higher since, at the
same angular resolution, the outgoing simulation con-
verges more rapidly to the maximum. Notably, the bright
regions remain consistent, in agreement with Eq. (44).

It is worth noting that our simulations of the incom-
ing and outgoing problems handle concave shapes slightly
differently. Specifically, light rays that re-enter the cell
after reflection/refraction are not included in the analy-
sis. These rays are expected to have negligible impact due
to significant energy loss, as described by Eq. (2). Nev-
ertheless, a more refined numerical treatment could be
applied for concave geometries such as that of P. lunula.
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FIG. 10. Spatial distribution of maximum focus boost. (a,b)
correspond to (c,e) in Fig. 8. The plot is in log scale, with
bright yellow regions showing strong focusing.

VI. DISCUSSION

We have presented a framework to understand how cell
shape influences the distribution of light in organisms.
Our work covers both incoming light, relevant for pho-
tosynthesis, and outgoing light, relevant for biolumines-
cence, and is based on geometrical optics. We introduced
the notion of a boost factor η to quantify the focusing or
defocusing of light within a cell. For simple geometries
like the circle and the sphere, we obtained exact ana-
lytical results. In more complex shapes such as ellipses
and bent geometries motivated by real dinoflagellates, we
computed the intensity distributions numerically. In all
cases, we find that geometric focusing alone can produce
significant spatial variation in the light field, even in the
absence of any specialized optical structures.

A key observation is that incoming and outgoing prob-
lems are related by a geometric duality, derived from con-
servation of étendue in a passive optical system [36]. Du-
ality allows us to deduce the intensity distribution in one
case from that in the other. The duality relation was
verified numerically across a range of geometries, and we
showed that both configurations yield equivalent angular
profiles after appropriate transformation.

Our results show that transparent, weakly refracting
cells can experience substantial spatial variation in inter-
nal light intensity due to geometry alone. In bent cells,
the light can be concentrated near the outer curvature
by more than an order of magnitude. For convex ge-
ometries, the average boost is close to that of the circle
or sphere, indicating that geometry tends to redistribute
light rather than produce an amplification or reduction.

These results suggest that cells can passively manip-
ulate light intensity using shape alone and may be rele-
vant to how cells sense or respond to light. For photo-
synthetic cells, strategic localization of chloroplasts near
focal zones (e.g., tips or curved regions) could maximize
light absorption [37, 38]. For bioluminescent organisms,
shaping the cell to direct emission could enhance signal
directionality. For instance, our ray tracing simulations

show that P. fusiformis emits light more strongly in the
lateral directions than axially (Fig.2), perhaps confining
in-plane signaling among neighboring organisms while re-
ducing visibility from predators above or below, while
P. lunula exhibits a concave-side bias and axial focusing,
particularly when the source is centrally located. These
anisotropies could influence signal projection, enhancing
visibility in preferred directions while reducing the de-
tection risk in others. Combining these directionalities
with the inherent tumbling dynamics of elongated ob-
jects in shear flows, we may view cells as “stochastic bea-
cons” of light, leading to nontrivial fluctuation statistics
of light production in large groups of organisms. Recent
studies of dinoflagellate light production and its cellular
mechanisms suggest that geometric effects may also influ-
ence the triggering process leading to flashes [31]. Tools
such as high-speed imaging or optogenetic reporters may
provide ways to probe the internal light distribution in
vivo [39]. Our findings may help explain why certain
phytoplankton have evolved strongly eccentric or bent
geometries, and they offer a testable hypothesis for sub-
cellular organization driven by optical advantages.
Our model assumes geometrical optics and a homoge-

neous refractive index inside the cell. These assumptions
are valid for cells much larger than the wavelength of
light, but effects such as diffraction or interference may
become relevant for smaller cells or near high-curvature
regions. The presence of strongly absorbing components
like pigments or organelles could also modify the results;
the inclusion of absorption is an important future exten-
sion. Likewise, we have not modeled time-dependent ef-
fects such as cell rotation or deformation, which may alter
the effective sampling of the light field. We also restricted
attention to passive optical structures, neglecting any ac-
tive light-guiding mechanisms or structural features. In
some species, there is evidence of microlenses, reflective
layers, or cellular-scale waveguides [40], which could be
treated by extending the present framework to include
multiple layers or graded refractive index profiles.
Finally, it is possible to couple the boost factor to light-

activated processes, such as chloroplast migration or flash
triggering. And the duality between incoming and outgo-
ing problems may have implications for how phototactic
and bioluminescent behaviors are coordinated in organ-
isms that rely on both.
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