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Preface

How to use these lecture notes:

Where derivations are written out extensively here, they will
probably not be reproduced in class, and vice versa. You will be
expected to have understood all of these, and to be able to re-
produce these results and variations that use the same methods.
Derivations obtained in the exercises on the examples sheets are
also part of the course, and worked-out solutions will be made
available towards the end of the term.

Dos:

• Use the handout to follow progress through the course ma-
terial. The structure of the handout is almost the same as
the lectures.

• Integrate the lecture overheads and the handout material
yourself. There is examinable material that only appears in
one place.

• Follow suggestions and think about the questions in the
notes. These are distributed through the text to help you
spot if you are understanding the material.

Don’ts:

• Expect to study only from these notes. You will need the
other primary references. Most of all you will need to un-
derstand how to use the material and methods presented,
rather than memorising information.

• Expect these notes to be error free. They will contain a
higher density of errors than a typical book! (They derive
originally from one student’s very generous but incomplete
work). e-mail us if you think something is wrong or unclear,
and the notes will improve.

• Expect these notes to be even in the level of presentation.
Some paragraphs are minimal, and some section labels are
only place holders for material that will be covered in class.
Instead, use these notes to guide you through the books,
articles, etc.
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Introduction 1
Soft matter and biological physics are topics very much unlike the
more standard subjects such as quantum mechanics or thermal
and statistical physics. The latter are in many respects complete,
certainly at the level of interest to advanced undergraduate or be-
ginning graduate students. It is safe to say that the core material
in these subjects will not change fundamentally in the next dec-
ades, if ever. In contrast, soft matter and biological physics are
topics which only in the last two decades have become a strong
focus in physics departments around the globe. This makes them
exciting fields in which to work, but also poses the problem for stu-
dents and professors in that there is no single standard textbook
that covers the field. Thus we have decided to provide some notes
in this form, not to replace a textbook, but to help in accessing
the material of the course.

These are notes for the Part III ’soft and biological physics’
course jointly convened between the Cavendish Laboratory and
the Department of Applied Mathematics and Theoretical Physics.
They are and will likely remain ‘preliminary’. They are neither
fully complete, nor fully correct and will be constantly updated. It
is very important that you look at other material as well to under-
stand fully the topics covered in the course. It is also important
to realize that notes like these can almost never replace a proper
textbook. Even more so in an advanced courses replace covering
‘hot’ topics discussed at the moment in the scientific community
it is often necessary to read (very often recent) journal articles.
We know that this can be a challenge but you are expected to be
able to do this when you start to work on your Part III projects
and essays.





Microscopic Physics 2
2.1 Review of molecular physics

The ideal gas law,

pV = NkBT = nRT or
p

kBT
= ρ ,

where p is the pressure, V is the volume, N is the number of
molecules, kB is the Boltzmann constant, T is the absolute tem-
perature, n is the number of moles, R = NAkB is the ideal gas
constant (where NA is Avogadro’s number), and ρ = N/V is the
density, is only an approximation. At low densities real gases are
described by a “virial expansion”, a power series in ρ,

p

kBT
' ρ+B2(T )ρ2 +B3(T )ρ3 + · · · .

Intuitively, the quadratic term involves 2-body interactions, the
cubic term captures 3-body effects, and so on. Experimental
measurements (see figure below) of the second virial coefficient
B2 show that it is negative at low temperatures (indicating at-
traction between pairs) and becomes positive (repulsive) at high
temperatures. The temperature TB at which B2 = 0 is known as
the Boyle point.

One of the great early triumphs of statistical physics was to show
how B2(T ) arises from the underlying intermolecular potential,
which typically has a repulsive hard core and an attractive tail
due to van der Waals interactions (figure).



4 Microscopic

It was van der Waals who had the crucial idea that the potential
could be thought of as the sum of a purely repulsive part, which led
to excluded volume around each molecule, and a purely attractive
part whose effects on the thermodynamics could be estimated by
a kind of perturbation theory. In this “mean field” calculation
of the latter, we imagine that the density of the gas is uniform
throughout space, rather than trying to address the complex form
of the radial distribution function (RDF) seen in the figure:

Under this assumption the energy Uattr associated with the at-
tractive part of the potential uattr is

Uattr =
1

2
Nρ

∫
d3ruattr(r) ,

where the factor of 1/2 avoids double-counting. It is convenient
to define the quantity a,

a = −1

2

∫
d3ruattr(r) ,

which is a characteristic constant for a given species. The energy
is then Uattr = −aNρ = −aN2/V and the contribution to the
pressure is

pattr = −∂Uattr

∂V
= −aρ2 .

Thus, our first guess at a corrected equation of state is

p ' ρkBT − aρ2 .
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Further, van der Waals realized that effect of the hard-core in-
teractions could be accounted for by subtracting from the total
volume V an amount proportional to the number of particles N ,
with an effective excluded volume per particle b. Putting these
two effects together one has the revised equation of state

(p+ aρ2)(V −Nb) = NkBT

Expanding for small ρ we find

p

kBT
∼ ρ+

(
b− a

kBT

)
ρ2 + . . . .

This shows that B2(T ) = b− a/kBT , a form that is qualitatively
like that seen in experiment. At high temperatures it saturates to
a positive constant, reflecting entropic effects, whereas at low tem-
peratures it is dominated by the attractive part of the potential.
This shows the important point seen in many other contexts (such
as polymer physics), that interaction terms quadratic in a density
often must be interpreted as free energies (involving energy and
entropy) rather than purely energetic.

2.2 Van der Waals interactions

Van der Waals’ name is of course also associated with the long-
range fluctuating-dipole interactions between neutral objects. Let
us first get some insight into the physics responsible for the long-
range attraction between neutral atoms or molecules. We repro-
duce essentially verbatim the very nice derivation in the literature
(Holstein, 2001) which is based on the picture of two charged har-
monic oscillators whose positive charges are fixed in place and
whose negative charges can oscillate back and forth under the ac-
tion of a spring of constant k:

With ω2
0 = k/m, where m is the electron mass, the Hamiltonian

is a sum of the electron kinetic energy, spring energy, and electro-
static interactions,

H = H0 +H1

H0 =
p21
2m

+
1

2
mω2

0x
2
1 +

p22
2m

+
1

2
mω2

0x
2
2

H1 = e2
[

1

R
+

1

R− x1 + x2
− 1

R− x1
− 1

R+ x2

]
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This is exact but rather cumbersome. If we consider the physically-
interesting limit in which the atoms are separated a distance large
compared to their size, |x1|, |x2| � R, then

H1 ∼ −
2e2x1x2
R3

,

which we recognize as a dipole term from the R−3 fall-off with
distance. To simplify the situation, a coordinate change is made:

x± =
x1 ± x2√

2
x1 =

x+ + x−√
2

x2 =
x+ − x−√

2
,

and the Hamiltonian becomes

H =
p21
2m

+
1

2

(
mω2

0 −
2e2

R3

)
x2+ +

p22
2m

+
1

2

(
mω2

0 +
2e2

R3

)
x2− .

The two terms in parenthesis are modified frequencies,

ω2
+ = ω2

0 −
2e2

mR3
ω2
− = ω2

0 +
2e2

mR3
,

and so

H =
p21
2m

+
1

2
mω2

+x
2
+ +

p22
2m

+
1

2
mω2
−x

2
− .

Having diagonalized the Hamiltonian, we can easily calculate the
change to the ground state energy of the system due to the Cou-
lomb interactions. This interaction potential u(r) is just the shift
in zero-point energies,

u(r) =
1

2
~ω+ +

1

2
~ω− − 2 · 1

2
~ω0 ' −

1

2
~ω0

(e2/mω2
0)2

R6
+ · · · ,

where we have expanded the frequencies ω± to the lowest non-
vanishing order. In grouping the terms as shown in the final form
above we have isolated a characteristic energy (~ω0) that sets the
overall scale for the interaction (it would be typical of an internal
excitation energy from an s state to a p state, since fundament-
ally the interaction is due to virtual transitions to states with
dipole moments). Recognizing the R−6 dependence, we observe
that e2/mω2

0 must be a characteristic volume (remember we are
working in cgs units!). To check this we note that the simplest
relationship between an induced electric dipole moment d and an
applied electric field E is

d = αE ,

where α is known as the polarizability. As the dimensions of d
are charge×length (Q ·L), and the units of E are Q/L2 (cgs), the
dimensions of α are L3, that is a volume. That it is proper to
interpret e2/mω2

0 as the polarizability can be seen by generalizing
the original Hamiltonian to include an applied electric field of
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magnitude E0 in the x-direction, acting to displace the electrons
only (recall that the positive charges are fixed in place),

H = H0 + eE0x1 + eE0x2

=
1

2
mω2

0

(
x21 +

2eE0x1
mω2

0

±
(
eE0

mω2
0

)2
)

+ (1↔ 2)

=
1

2
mω2

0z
2
1 + · · ·

z1,2 = x1,2 +
eE0

mω2
0

,

where the ± term in the second line indicates that we can add
the indicated term to complete a square and then subtract it off
separately. We thus see that we have a new pair of oscillators
whose equilibrium positions are linearly shifted by the field. The
induced dipole moment is thus the electron charge times that shift,
e2E0/mω

2
0, so the polarizability is indeed

α =
e2

mω2
0

.

Finally, in this model the interaction between the two fluctuating
dipoles can be written in the simple form

u(r) = −1

2

~ω0α
2

r6
.

2.2.1 Interaction of extended objects

Now can can use the basic result of the previous section to calcu-
late the interaction energy between atoms and extended objects
through a progression of geometries:

Let us denote the interaction between two point molecules as

V11(r) = −C
r6

.

To calculate the attraction V1S between one such neutral particle
(at the origin) and a semi-infinite medium (a “slab”) lateral in
the x − y plane, and filling the region z > h), we use cylindrical
coordinates to obtain

V1S(h) =

∫ ∞
h

dz

∫ 2π

0
dφ

∫ ∞
0

rdrρV11(
√
z2 + r2)

= −2πCρ

∫ ∞
h

dz

∫ ∞
0

rdr
1

(z2 + r2)3

= −πCρ
6h3

,
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where ρ is the number density of particles in the slab. Note that
the power law r−6 of the particle-particle potential has become
r−3 by three spatial integrals (x, y, z).

With this we can calculate the interaction between two semi-
infinite slabs by adding up all the contributions of the particles at
varying distances from one slab within the other. Since there are
Aρdz atoms each per thickness dz, the interaction energy is

VSS(h) = A

∫ ∞
h

ρV1S(z)dz ⇒ VSS
A

= −AH
12π

1

h2
,

where AH is known as the Hameker constant. In the more general
case of atoms of type 1 and 2 in the two slabs, with densities ρ1,2
and a cross-interaction constant C12 we have

AH = π2ρ1ρ2C12 .

From a scaling point of view, AH ∼ π2~ω(αρ)2, so with π2 ∼ 10,
~ω0 ∼ 3eV and αρ ∼ 0.1 (typical of dense liquids), we estim-
ate Ah ∼ 0.3 eV ∼ 5 × 10−20 J ∼ 5 × 10−13 erg, which is an
order of magnitude larger than thermal energy at 300K. Just as
importantly, this interaction scales with the inverse square of the
distance, which produces a very long-range force.

A simple generalization of the previous calculation yields the
interaction between two laterally-infinite slabs of finite thickness
δ1 and δ2, relevant to the interaction of pairs of nearby lipid mem-
branes. The interaction of a single atom a distance d from the
slab of thickness δ1 is

V1S(d) = −πCρ
6

{
1

d3
− 1

(d+ δ1)3

}
,

which, by integration over slab 2 yields the energy per unit area

VSS(d)

A
= −πCρ

2

12

{
1

d2
− 1

(d+ δ1)2
− 1

(d+ δ2)2
+

1

(d+ δ1 + δ2)2

}
At long distances this interaction scales as d−4. On the examples
sheet we will examine the sphere-sphere interaction, which is dis-
cussed extensively in the book by Verwey and Overbeek.

2.3 Screened electrostatic interactions

Many of the interesting objects in biology interact both through
van der Waals forces and (screened) electrostatic interactions. As
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the former typically decay as an inverse power of distance, and
the latter (as we shall see) decays exponentially, the combined
potential is attractive at long distances. Depending on the length
scales and amplitudes in a given system, at shorter distances there
can be a secondary minimum separated by a potential barrier
from the minimum at the very close separations (see figure). This
complex interplay between the two contributions can give rise to
many interesting phenomena. Our first goal is to understand the
electrostatic contribution.

Two charges in vacuum separated by a distance r have an elec-
trostatic energy (in cgs units) of

E = eφ(r) =
e2

r
,

where φ is the electrostatic potential. If we measure r in the
molecule scale of Å the ratio of electrostatic to thermal energy is

E
kBT

=
(4.8× 10−10)2

4× 10−14 · 10−8
=

580

r[Å]

However, the dielectric constant ε ∼ 80, so even apart from screen-
ing the energy is reduced to e2/εr. Turning this around, we define
the Bjerrum length λB as the point of balance:

λB =
e2

εkBT
∼ 7Å

Even pure water has small amounts of ionic species (H+/OH−)
at equilibrium. These and other ions present will tend to screen
the bare electrostatic interactions considered above. Effectively,
mobile charges opposite in sign to a given charge will cluster
around it in a diffuse cloud, screening it from other distant charges.
The standard formalism to compute the ionic distribution and res-
ulting interactions is known as Poisson-Boltzmann theory, or, in
its linearized form, as Debye-Hückel theory. PB theory is based
on two assumptions.
1. The Poisson equation relating the electrostatic potential φ to
the charge density ρ:

∇2φ = −4πρ

ε
E = −∇φ
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2. The Boltzmann distribution, relating the ionic concentrations
cs of the species s of valence zs to the electrostatic potential

cs = c0e
−zseφ/kBT ,

where c0 is a background concentration.
Combining these into a single self-consistent equation (with β =

1/kBT ), we obtain the Poisson-Boltzmann equation

∇2φ = −4π

ε

∑
species s

zsec0e
−βzseφ .

If we consider the specific case of a z : z electrolyte (1:1, NaCl,
2:2, CuSO4 etc.), we can write this in a more compact form

∇2φ =
8πzec0
ε

sinh(βzeφ) .

This is a very nonlinear equation for which analytical solutions
can be found only in very simplified geometries. Much of the
important physics of screened electrostatics can be seen in the
weak field limit, when βeφ� 1. We then linearize the PB equation
(using sinh(x) ' x+ · · · ) to obtain

∇2φ =
8πz2e2c0
εkBT

φ+ . . .

Comparing the two sides of this equation we infer on dimensional
grounds that there is a characteristic length scale, the Debye-
Huckel length λDH :

λDH =

[
εkBT

8πz2e2c0

]1/2
∼ 10 nm√

c0[mM]
,

where in the final expression we have expressed the concentration
in the biologically relevant units of millimolar (mM). Our first
important conclusion is that this length scale is nanometric for
typical biophysical contexts.

In this Debye-Hückel limit the electostatics is governed by the
modified Helmholtz equation,(

∇2 − λ−2DH
)
φ = 0 .

Solving this problem first for a surface occupying the y − z plane
(x = 0), we observe that the general solution of(

∂2

∂x2
− λ−2DH

)
φ = 0

is

φ = Aex/λDH +Be−x/λDH .
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In this case, A = 0 by the requirement of a bounded solution as
x→∞, and if the surface potential is held at φ0, then

φ = φ0e
−x/λDH

There is an induced charge density σ on the surface which can
be computed in the usual way (Gaussian pillbox),

−n̂ ·∇φ|surf =
4πσ

ε
⇒ σ0 =

ε

4πλDH
φ0 ,

where n̂ is the outward normal to the surface.
It is important to note here that the charge density depends on

the screening length in solution. This is a characteristic feature of
this problem. In Debye-Hückel theory there is a linear relationship
between the induced charge and φ0, while in the more general
case the relationship is non-linear, which leads to more interesting
problems like Manning condensation (Manning, 1969).

Once we have the potential everywhere and the charge on the
surface we should be able to find the (free) energy of the system.
Observe that ∇2φ−λ−2DHφ = 0 is the Euler-Lagrange equation for
the functional

F̃ =
ε

4π

∫
d3r

[
1

2
(∇φ)2 +

1

2
λ−2DHφ

2

]
where we employ the general Euler-Lagrange formula

δF̃
δφ

= − ∂

∂x

∂(· · · )
∂φx

+
∂(· · · )
∂φ

,

where (· · · ) is the integrand of the functional. We recognize the
first term as the electrostatic energy density εE2/8π. The second
is the weak-field approximation of an entropic contribution.

Now, here’s the crucial point. If we take the original free energy
and integrate by parts the term involving (∇φ)2, we obtain a
surface term and a new bulk contributiion (that is, using Green’s
first identity),

F̃ =
ε

8π

∫
S
dSφn̂′ ·∇φ− ε

8π

∫
d3rφ

(
∇2φ− λ−2DHφ

)
,

where σ is the surface charge and here n̂′ is the surface normal
pointing out of the volume containing the ionic medium, and hence
into the surface. Noting that the the bulk term vanishes by the
DH equation, we are left only with the surface term. Re-expressed
in terms of the outward normal of the surface we can rewrite the
energy in terms of the surface charge density σ as

F̃ =
1

2

∫
S
dSσφ .

This is the appropriate energy for a system in which the surface
charge is specified.
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For situations with fixed surface potential rather than fixed
charge, the surface free energy must be Legendre transformed,
which is equivalent to accounting for the work done against the
battery that held the potential fixed. This new free energy F is

F = F̃ −
∫
S
dSσφ = −1

2

∫
S
dSσφ or −

∫
S
dS

∫ φ0

σ(φ
′
)dφ

′
,

the latter relation holding in the more general case of a nonlinear
relationship between charge and potential.

2.3.1 Interaction between surfaces

Now we move on to calculate the interaction of two surfaces, not-
ing some distinctions between the cases of fixed potential and fixed
charge. For two surfaces held at the same potential φ0, located at
x = ±d/2 (see figure),

the potential is the symmetric combination of the fundamental
exponential solutions found previously,

φ = φ0
cosh(x/λ)

cosh(d/2λ)
,

where the denominator is chosen to enforce the boundary condi-
tions, and we write λ for the DH screening length. Using this we
find the charge density at the plate at z = d/2. Here, −n̂ ·∇ =
d/dz, so

σ(d/2) =
εφ0
4πλ

tanh(d/2λ) .

At the left-hand surface we have −n̂ · ∇ = −d/dz, but with
sinh(−d/2λ) = − sinh(d/2λ) the charge density is the same. As
the charge and potential do not vary with position over these flat
surfaces the surface integration will just give a factor of the sur-
face area A. Normalizing by the area of the two surfaces the free
energy is

F(d)

2A
= −1

4
σφ0 = − εφ

2
0

8πλ
tanh(d/2λ)
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The interesting quantity is the difference between this and the
energy at infinite separation,

F(d)−F(∞)

2A
=
εφ20
8πλ

[
1− tanh

(
d

2λ

)]
At large arguments tanh approaches unity from below, so this is
clearly a repulsion, as expected. In detail, if d/λ� 1 we note that
tanh(z) ' 1− 2e−2z + · · · , so

∆F(d)

2A
' εφ20

4πλ
e−d/λ ,

so the repulsive free energy has the same exponential decay as
the electrostatic potential. The second point of interest is that
the potential is bounded as d→ 0, as the induced charge density
decreases monotonically.

Now we consider the case of two surfaces with fixed charge dens-
ity σ0. Since we require that the derivative of the potential be a
given value on the surface it is easy to see that the required po-
tential has a normalizing denominator that is the derivative of the
numerator,

φ(x) =
4πλσ0
ε

cosh(x/λ)

sinh(d/2λ)
.

The potential at the surface is

φ(d/2) =
4πλσ0
ε

coth(d/2λ) ,

and finally the interaction energy per unit area is

F̃(d)− F̃(∞)

2A
=

2πσ20λ

ε

[
coth

(
d

2λ

)
− 1

]
.

The function coth approaches its asymptote from above, so we
again have a repulsive interaction, but this time there is a di-
vergence at short distances due to the condition that the charge
density is fixed.

To put the scale of energies involved in perspective, we examine
typical values of the charge density. A typical lipid has a cross
sectional area of about 50 − 100 Å2. If each head group holds a
single charge, and the Debye-Hückel length λDH is about 1 nm,
then the typical energy is:

F̃
A
∼ 50

erg

cm2

Remembering that the surface tension of water is about 80 erg/cm2

we see that these electrostatic effects can be large.
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2.3.2 An aside on quadratic energy functionals

We will see a number of situations in which quadratic energy func-
tionals show up in soft and biological systems, so it is worthwhile
to remind ourselves of other places they occur. A good example
is found in the computation of the shape of a liquid meniscus
that meets a solid wall at some contact angle θ (figure below).
The shape of the meniscus is a compromise between the effects of
surface tension and gravity.

We assume that this three-dimensional system has translational
invariance in the direction normal to the page, and formulate the
energy per unit length in that orthogonal direction,

E

L
=

∫
dx

γ
√

1 +

(
∂h

∂x

)2

+
1

2
∆ρgh2


where σ is the surface tension and δρ is the density difference
between the fluid below the meniscus and above. The first term
represents the arclength of the curve h(x), while the second is the
gravitational potential energy of the meniscus relative to h = 0.
It is quadratic because it accounts for the potential energy in the
infinitesimal columns of fluid of height h, rather than the linear-
in-h form for a point mass in a gravitational field.

As usual, the pedagogically interesting limiting case is the one
in which the local slope of the interface is small, so we expand the
square root assuming |hx(x)| � 1, with

√
1 + h2x ' 1 + (1/2)h2x +

. . . and consider the difference in energy ∆E = E(h) − E(0)
between that for a given function h(x) and the flat state,

∆E

L
≈ 1

2

∫ ∞
0

dx

[
1

2
σh2x + ∆ρgh2

]
.

Again we will find that there is a characteristic length scale in the
system, which is the capillary length lc,

1

l2c
∼ ∆ρg

σ
⇒ lc ∼

√
σ

∆ρg

which, for water/air, is about 3mm (
√

100/1/1000).

2.3.3 Long, linear, charged objects (e.g. DNA)

We will present a very brief discussion of the unusual statistical
physics associated with charged linear objects, such as DNA. now
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try to merge the two concepts, surface tension and wetting on the
one hand, and electrostatics on the other. We will investigate this
by considering a flexible, charged object like DNA or a biological
membrane. In equilibrium this object is flat, however, here we
will try to see what happens when we are bending it.

Let us imagine there is a linear object of uniform charge density
γ (Manning, 1969):

γ =
zpe

b

where zp is the valence, e is the charge of an electron, and b the
typical charge spacing. In cylindrical coordinates, the energy of a
test charge of valence zi is

Uip = −zie
2γ

ε
ln(r) .

If we assume a probability density that is based on this electro-
static energy we find the power-law form

e−βUip(r) = exp(2zizpe
2/εbkBT ) = r2zizpλB/b

where λB is the Bjerrum length we previously introduced. If we
try to normalize this charge density we are confronted with an
integral of the form∫

2πdre−βUip(r) ∼
∫
drr1+2zizpλB/b

If the test charge is a counterion (zizp < 0) and λB/b ≥ |zizp|−1
then the normalization will fail at the origin. This is the origin
of what is known as Manning condensation, where counter-ions
collapse to the linear polymer (Manning, 1969), canceling the bare
charge and reducing γ to the point of convergence.

2.4 Geometrical aspects of screened
electrostatics

The problem now is to quantify the contribution of charges to the
stiffness of an object. Here, we will use various methods to solve
this problem within an approximation that takes advantage of a
small parameter. We have already identified the screening length λ
which characterizes the width of the electric double layer. This can
be compared to the radius of curvature R of a bent object, whether
a filament or a membrane. In most situations the bending radius
is much larger than λ, so that λ/R� 1 serves as a dimensionless
small parameter.
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Our calculations will be based on the membrane problem, and
we recall that at every point of a surface there are two principal
radii R1 and R2 and from these we can construct two geometric
quantities. One is the mean curvature H = (1/2)(1/R1 + 1/R2)
and the second is the Gaussian curvature K = 1/(R1R2). With
the help of these curvatures we can now write down the energy
function of a membrane, which is a quadratic form

ε =

∫
dS

[
1

2
kc(H −H0)

2 +
1

2
kcK

]
.

This was introduced by Helfrich and others for a non-stretching,
bending membrane. There are two elastic constants that describe
the energy cost to produce bends. The quantity H0 is known
as the spontaneous curvature and represents the possibility of a
preferred curvature in the ground state. It is often a constant,
but can vary from place to place if the membrane composition is
spatially variable, for instance.

Our goal is to find the electrostatic contributions to the elastic
constants and the spontaneous curvature. This can be done three
ways.

1. Dating back to work by Winterhalter and Helfrich (?) and
others, we can compare the energy of different simple geo-
metries where the various curvatures are constant. For the
plane we have R1 = R2 = ∞. For a cylinder we have one
vanishing curvature, and for the sphere R1 = R2. Com-
paring the results with the terms in the Helfrich energy in
an expansion in powers of λDH/R we can find the elastic
constants and the spontaneous curvature.

2. Construct a perturbation theory around a flat surface. This
provides a good context to understand “boundary perturb-
ation theory”.

3. Use a variant of multiple scattering theory. This is very com-
plicated and not covered in this course, but it is described
in the references.

We will now start with the geometric comparison method and
consider the geometries described above.
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To simplify notation we use κ = 1/λDH . Since we already solved
the electrostatic problem for a plane, we next consider the cylin-
der. We wish to solve the modified Helmholtz equation,

(∇2 − λ−2DH)φ = 0 ,

with the radial part of the Laplacian

∇2φ =
1

r

∂

∂r

(
r
∂φ

∂r

)
= φ′′ +

1

r
φ′ .

Rearranging, we obtain(
r2∂rr + r∂r − (κr)2

)
φ = 0.

As this is homogeneous in powers of r the solution is only a func-
tion of κr. The two solutions to this are K0(κr) for the outer
problem (decaying at infinity) and I0(κr) for the inner problem
(well-behaved at the origin). These are modified Bessel functions

In the case of a fixed charge, the inner problem has a solution
of the form

φ =
4πσ

εκ

I0(κr)

I1(κR)

and the free energy will involve a ratio of the form

F̃ ∼ I0(κr)

I1(κR)
.

This is very naturally set up for an expansion in inverse powers of
κR, using the asymptotic results

Iν(z) =
ez√
2πz

{
1− µ− 1

8z
+

(µ− 1)(µ− 9)

2!(8z)2
+ · · ·

}
where µ = 4ν2. We see that the prefactors in front of the large
brackets cancel in the ratio I0/I1, leaving the desired expansion.

We leave it to the student to complete the calculation given in
the examples sheet.

Next, we sketch the basic features of a perturbative approach
to finding the energetics of electric double layers near a non-flat
boundary. In the simplest case we imagine a surface that has
some non-trivial height function h(x) in one direction only, and
the surface is held at a fixed potential φ0. That is

φ(x, h(x)) = φ0.

The mathematical problem is centered around the fact that in gen-
eral we do not know the Green’s function of the modified Helm-
holtz operator for the domain bounded by some arbitrary height
function h(x). But, we can perturbatively connect the solutions
at finite h(x) to those at h = 0, where we know the solution.
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Hence, we introduce a dimensionless small parameter ε as a count-
ing device. The boundary condition can then be expanded as

φ(x, εh(x)) ' φ(x, 0) + εφy(x, 0) +
1

2
ε2φyy(x, 0) + ...

where the subscript denotes a partial derivative with respect to y,
φy = ∂φ/∂y.

Now, we expect that the solution itself (in the bulk) also has an
expansion in powers of ε,

φ(x, y)) ' φ(0)(x, y) + εφ(1)(x, y) + ε2φ(2)(x, y) + · · · .

The governing equation does not depend on ε, so at every order
we will have

(∂xx + ∂yy − κ2)φ(n)(x, y) = 0 .

Merging the expansion of the boundary condition with the expan-
sion of the solution we arrive at a sequence of boundary conditions
for each order of solution. Up to second order in ε we have

φ0 = φ(0)(x, 0)) + εφ(1)(x, 0) + ε2φ(2)(x, 0) + · · ·

+εh(x)
[
φ(0)y (x, 0)) + εφ(1)y (x, 0) + · · ·

]
+

1

2
ε2h2(x)

[
φ(0)yy (x, 0)) + · · ·

]
+ · · ·

At order ε0 we simply recover the boundary condition at a flat
surface:

O(ε0) : φ(0)(x, 0) = φ0 ,

and we can immediately write down the solution for all (x, y) as

φ(0)(x, y) = φ0e
−κy .

At the next order we find the boundary condition

O(ε1) : φ(1)(x, 0) = −h(x)φ(0)y (x, 0) = κh(x)φ0 .

Thus, the problem with a boundary condition on a curved sur-
face has become one with a flat boundary but an inhomogeneous
potential. At quadratic order we have a similar kind of result,

O(ε2) : φ(2)(x, 0) = −1

2
h2(x)φ(0)yy (x, 0)− h(x)φ(1)y (x, 0) .

A convenient way to solve these boundary-value problems is to
work in Fourier space. Let us define

φ̂(m)(k, y) =

∫
dxeikxφ(m)(x, y) and ĥ(q) =

∫
dxeiqxh(x) .
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The modified Helmholtz equation (∂xx + ∂yy − κ2)φ = 0 then
becomes(

∂yy − κ2q
)
φ̂(n)(q, y) = 0 , where κ2q = κ2 + q2 .

This is easily solved, as

φ̂(n)(q, y) = φ̂(n)(q, 0)e−κqy .

Thus, we need to know the Fourier transform of the functions at
y = 0, but this can be determined directly from the order-by-order
boundary conditions. For example, at order ε1 we have

φ(1)(x, 0) = κφ0h(x) ,

so

φ̂(1)(q, 0) = κφ0ĥ(q)

This we must do order by order. In addition, depending on the
boundary conditions, we may need to expand the surface normal
vector,

n̂ = −−hxêx + êy√
1 + h2x

,

in order to compute the surface charge as

σ(x) = − ε

4π
n̂ ·∇φ(x, εh(x)) .

We leave the details for the problem in the example sheet.
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