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Numerical Analysis — Lecture 7'

4.2 Multistep methods

It is often useful to use past solution values in computing a new value to the ODE (4.1). Assuming that

YnsYnils- -+ Ynis_1 are available, where s > 1, we say that
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Zplyn_H :hZalf(th,ynH), n=20,1,..., (4.4)
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where ps = 1, is an s-step method. If o, = 0, the method is explicit, otherwise it is implicit. If s > 2, we
need to obtain extra starting values yq,...,y,_, by different time-stepping method.

Ezxamples: The following are some common multistep methods:

Euler: y, 1 — vy, =hf(tn,y,)
Implicit Euler: y, .1 — ¥, = Af(tns1, Ypi1)
(tn, Yn) + Ftns1: Yny)]
(tn, yn) + (1 =) F(tns1,Ynia)]
gf( n+1s yn+1) Qf(tn?yn)]

Qf( n+27yn+2) %f(tn‘ﬂ’yn-‘rl) - T12f<tn7yn)]

(t
(t
Trapezoidal rule: y, ;, — ¥y, = $h[f
Theta rule: y, ., —y, = h[0f

2-step Adams-Bashforth: y, .o —y, 1 = A
2-step Adams-Moulton: y,, .o — Y, 11 = A

For example Adams-Bashforth is a 2-step method (s = 2) with ps = 1,p; = —1,p0 = 0 and o9 = 0,01 = %

and o9 = —5. The implicit Euler method, trapezoidal rule, theta rule for 0 < # < 1, and Adams-Moulton
are tmplicit methods The reason these are called implicit is that y,4s appears in the right-hand side of
(4.4) and so one has to solve a (generally nonlinear) algebraic equation to compute the new value y,,, , from
the recursion rule.

Our goal is to develop some general tools to study the convergence of multistep methods. We first introduce
the definition or order.

Order: The order of the multistep method (4.4) is the largest integer p > 0 such that

D py(tnrt) —h Yoy (tn) = O(hPH) (4.5)
=0 =0

for all sufficiently smooth functions y. The order is a local measure of accuracy for the method: it measures
the error incurred by applying the rule (4.4), assuming that the correct value of y at the previous points is
known. Let us evaluate the order of some of the methods given above:

The order of Euler’s method: For Euler’s method, the left-hand side of (4.5) is

Y(tus) = [y(tn) + 0y (b, y(t)]) = [y(tn) + by (t) + 5h%Y" (ta) + -] = [y(ta) + hy'(ta)] = O(h?)
and we deduce that Euler’s method is of order 1.
The order of the theta method: From Taylor’s theorem we have:
Y(tns1) = ylt) = A0 (tn) + (1 = 0)y (tns1)]
= [y(tn) + hy'(ta) + 307Y" (tn) + 5h%Y" (tn)] = y(tn) — Ohy'(t)
— (L= 0)hly'(tn) + hy" () + 3h%y" ()] + O(h?)
= (0= )WY (ta) + (30 — )Py (t.) + O(h*) .
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Therefore the theta method is of order 1, except that the trapezoidal rule (6 = 1/2) is of order 2.
Let p(w) = Y1 p', o(w) = >, oyw'.
Theorem The multistep method (4.4) is of order p > 1 iff

p(e*) — zo(e*) = O(2P1), z — 0.

Proof. Substituting the exact solution and expanding into Taylor series about ¢,,,

iply(ter) - hzs:Uly/(th Zﬂz Z y ¥ (t,)1FRF — hzs: i yF () 1Rk
1=0 1=0 M =0 k=0

1=0 k=0
S o0 1 S B
= (Z pz) y(ta) + D5 (Zl’“pz - kZl’“ 101) Wy (t,,).
1=0 k=1" \I1=0 1=0
Thus, to obtain O(hp“) regardless of the choice of vy, it is necessary and sufficient that

iplzo, ilkpleilk_lo’l, k=1,2,...,p.
=0 =0 =0

On the other hand, expanding again into Taylor series,
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The theorem follows from (4.7).

Example For the 2-step Adams—Bashforth method we have p(w) = w? — w, o(w) = 3w — 1 and so

p(e®) —zo(e®) = [1+2z—|—2z —|—423] [l—l—z—l— 124 z] %z[l—&—z—&—%zQ}—l-%z—&-O(z‘l):1—5’223+(9(z4).

Hence the method is of order 2.



