Topics in Convex Optimisation (Michaelmas 2018) Lecturer: Hamza Fawzi

Example class 2
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10.

Consider the optimization problem:

minimise (c,x) + (d,y) st. Frx+Gy=0>b, x>0 (1)
zeR"™ yeR™
where F, G, b, c,d are of appropriate sizes, i.e., F € RF*" G e RF*™ b e RF and c € R, d €

R™. Show how to put (1) into linear programming standard form (Equation (2) in Lecture
3).

. Let A € S and u € R". Show that ul Au =0 <= u € ker(A).

. Let A € S” and R an invertible n x n matrix. Show that A = 0 <= RTAR > 0 and

A0 < RTAR > 0.

(Schur complement) Show that

A B
[BT C]>0<:>A>OandC—BTA1B>O (2)
(Operator monotonicity of inverse function) Recall that we use the notation A > B for
A — B = 0. Show that if A = B = 0 then A~! < B~! (Hint: start with the case B = I
(identity matriz) then use the fact that A = B if and only B-/2AB~1Y/2 = I).

(Schur product theorem) Let A, B € S™ and assume that A = 0 and B > 0. Show that
A® B = 0 where A® B is the entrywise product of A and B, i.e., (A® B);; = A;; B;j (Hint:
start with the case where A has rank one).

Compute the duals of the following problems:

e 1—
(a) minimise 2c 4y s.t. { , 134 =0

(b) mi)r(liglise Tr(CX) st. X;=1Vi=1,...,n, X »=0(C is a fixed matrix in S")
e n

(c) m%ximige (b,y) st. c=z+A*(y),z € K* (A:R" — R™ linear, b € R™, ¢ € R" are
zeR™ yeR™

fixed).

. Give an example of a proper cone K and linear map M such that M (K) is not closed.

. Consider the optimization problem mingcgn ||z||2 s.t. Az = b,z > 0. Here A € R™*" h € R™

are fixed. Show that this problem can be expressed as a semidefinite program. [Hint: Ezpress
the constraint ||z||3 < t? as a semidefinite programming constraint].

Let My,..., My be fixed n x n symmetric matrices. Consider the optimization problem:
ming Amax (Zle leZ) s.t. Ax = b where A and b are fixed and A\p.x denotes the largest
eigenvalue. Show that it can be expressed as a semidefinite program.



11.

12.

Consider the following optimization problem which arises in experiment design (statistics):

k -1 k
minimize Trace (Z :cle> s.t. x>0, Za:z =1 (3)
i=1 i=1

where M, ..., M} are fixed positive definite matrices. Show that the problem above can
be expressed as a semidefinite program. [Hint: Use the Schur complement lemma to give a
semidefinite formulation of the constraint Tr(A™!) < ]

(Nesterov’s 2/m result) Let A be a real symmetric matrix of size n x n, and consider the
following binary quadratic optimisation problem:

maximise 2! Az : xe{-1,1}" (4)
Let v* be the optimal value of (4).
(a) Consider the semidefinite program:
maximise Tr(AX) : X >0and X;;=1,Vi=1,...,n. (5)

Let p5pp be the optimal value of (5). Show that v* < PSpp-

From now on we are going to assume that A is positive semidefinite. The
purpose of the rest of this problem is to show that %p’g pp < v*. To prove this inequality,
we will use a “randomised rounding” scheme similar to the one we saw in lecture for the
maximum cut problem.

(b) Let X be the optimal solution (5) and let vy,...,v, € R" with r = rank(X) such that
Xij = (vi,v;) for all 4,5 = 1,...,n. Define the random variable y € {—1,1}" as follows:

y; = sign((v;, Z))
where Z is a standard Gaussian variable on R". We saw in lecture that
Elyiy;] = %arcsin(Xi') V1 <i,j <nmn,
which you can use without proof. Show that:
v* > K[y Ay] = %Tr(A arcsin[X]).

where arcsin[X] is the matrix obtained by applying the arcsin function to each entry of
X, i.e., arcsin[X];; = arcsin(Xj;).
(c) Recall the Schur product theorem:

Schur product theorem: If P > 0 and Q > 0 then P ® Q = 0 where P ® Q is
the entrywise product of P and Q.

Use the Schur product theorem (without proof) to show that if X > 0 then arcsin[X] — X > 0.

2k
[Hint: Use the fact that arcsin(z) = > 72 416((2}1111)%%“ for xz e [—1,1]].

(d) Using the positive semidefinite assumption on A show then that Tr(Aarcsin[X]) >
Tr(AX). Conclude that v* > 2p% ..



