A Lagrangian–Eulerian approach for the numerical simulation of free-surface flow of a viscoelastic material
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Abstract

A new numerical method specially adapted to the free-surface flow of viscoelastic material is proposed. It is based on a Lagrangian discretisation of the material and objective derivatives, which accounts well for the hyperbolic nature of these terms and goes well with a Lagrangian tracking of a time-evolving domain. Through the Arbitrary Lagrangian–Eulerian (ALE) formulation, the method can also be applied efficiently to solid-boundary problems, and is tested on the benchmark problem of the drag on a cylinder in a channel. The collapse of a column of Oldroyd-B fluid is then considered under the action of surface tension, the column undergoes large deformation leading to the “beads-on-string” structure. Asymptotic results on the evolution of this structure are recovered in numerical simulations, and further features of this flow are exhibited.
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1. Introduction

Free-surfaces and the extra-stress tensor are both quantities whose local properties at one given time essentially depend, not on the history of the flow at the point considered, but on its history along the material trajectory passing through this point and time. In one word, they are naturally understood from a Lagrangian point of view, moving along the flow, rather than from the observer’s Eulerian point of view. This obvious remark has well-known, deep implications: the equations governing the evolution of such quantities are of hyperbolic nature, and thus the boundary conditions and numerical methods applied to them need to take into account this hyperbolic nature.

It is rather natural to try to take advantage of this common point between free-surface and viscoelastic flows, rather than having two separate difficulties, and thus to use a Lagrangian point of view for both of them. This is done in a very natural way for the free-surface, and several approaches have been proposed for treating viscoelastic flow from a Lagrangian point of view. Rasmussen and Hassager [1,2] simulate creeping flows of viscoelastic fluids described by an integral model and with zero solvent viscosity using a Lagrangian integration of the memory function. Alternatively, fully Lagrangian formulation of the objective derivative has been proposed by Fortin and Esselaoui [3], which allows the simulation of flows of fluids described by a differential constitutive equation. A similar idea is used by Harlen et al. [4], where the simulation cleverly employs a piece-wise constant rate of deformation to express the co-rotational derivative solely in terms of the deformation of a Lagrangian mesh. The idea of Fortin and Esselaoui can be seen as a generalisation of this procedure, were a local change-of-basis matrix tracks the deformation along material trajectories. Thus transformed, the governing equations of a moving-boundaries, viscoelastic flow (in the case of an Oldroyd-B fluid for the sake of simplicity) are presented in Section 2, and their discretisation in time in Section 3. A mixed finite elements space discretisation is introduced in Section 4, the particulars of the simulation of surface-tension driven free-surface are developed in Section 5.

It is well known that purely Lagrangian methods are not well suited when solid boundaries are involved, because the mesh is sheared by the flow and frequent remeshing is...
thus needed to preserve the accuracy of the solution. Also, inflow and outflow boundaries are not naturally dealt with by Lagrangian methods. Thus, we introduce in Section 6 an Arbitrary Lagrangian–Eulerian (ALE) extension of the method, in which case the mesh is advected with an arbitrary advection velocity, which can locally differ from the material velocity. In the case when this advection of the mesh is zero, the algorithm can deal with fixed boundary problems, and the method is validated in Section 7 by comparison of the calculated drag on a cylinder in a channel flow with the values obtained by other authors (with codes specifically adapted to this latter fixed-boundary case).

Finally, we turn in Section 8 to a free-surface flow of both theoretical and practical interest, the collapse of a column of Oldroyd-B fluid. After the initial destabilisation of the column, elastic stresses build up in necking regions and control the rate of thinning. Thus, long threads of stretched material form, which connect drops of nearly relaxed fluid, a structure known as beads-on-string, with the thread radius exponentially decaying at a rate predicted by asymptotic theory over a short time range for a Deborah number of 2. The simulations presented in this article are done on-string, with the thread radius exponentially decaying at a rate controlled by the Deborah number only [5–7]. Pioneer numerical work on this problem was done by Kenning [8], where the beads-on-string structure is obtained for a creeping flow of Oldroyd-B fluid by means of an axisymmetric simulation. The same technique is used by Bousifeld et al. [9] in order to validate a one-dimensional model, with which they obtain the decay predicted by asymptotic theory over a short time range for a Deborah number of 2. The simulations presented in this article are axisymmetric and for Deborah numbers reaching 300. A good agreement with the asymptotic law is exhibited over a time equal to the relaxation time of the polymers.

### 2. Lagrangian–Eulerian formulation of the governing equations

Let us consider a viscoelastic material, composed of a solvent, and polymers making a contribution to the solution viscosity, and polymers making a contribution to the solution viscosity, and polymers making a contribution to the solution viscosity, and polymers making a contribution to the solution viscosity, and polymers making a contribution to the solution viscosity, and polymers making a contribution to the solution viscosity. Thus, we have assumed that the fluid has a constant density \( \rho_0 \), and put \( \alpha = \rho_0/\rho_0 + \theta_0 \), the fraction of polymer contribution to the total viscosity. The Reynolds number is therefore, \( Re = \rho_0 U_0 R/\eta_0 + \eta_0 \), with \( R \) being characteristic length and viscosity. Boundary conditions are

\[
\mathbf{u}\big|_{\partial \Omega} = \mathbf{f}_D; \quad \sigma_{\alpha \alpha} \mathbf{H}\big|_{\partial \Omega} = \mathbf{f}_N
\]

where \( \sigma_{\alpha \alpha} = -p(I + 2(1 - \alpha)\mathbf{D}u + \sigma) \) and initial conditions are provided at time \( t = t_0, \mathbf{u}(t_0) = \mathbf{u}_0 \).

The extra-stress tensor obeys the Oldroyd-B constitutive law:

\[
\sigma + D \sigma = 2\alpha \mathbf{D}u
\]

where \( \sigma \) denotes the upper-convected objective derivative of \( \sigma \),

\[
\sigma = \left( \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \right) \sigma - (\nabla \mathbf{u})^T \sigma - \sigma \nabla \mathbf{u}
\]

with the convention that \( (\nabla \mathbf{u})^T = \nabla^T \mathbf{u} \) and \( \nabla^T = \nabla^T \mathbf{u} \). Thus, we introduce in Section 6 an arbitrary Lagrangian–Eulerian (ALE) extension of the method, in which case the mesh is advected with an arbitrary advection velocity, which can locally differ from the material velocity. In the case when this advection of the mesh is zero, the algorithm can deal with fixed boundary problems, and the method is validated in Section 7 by comparison of the calculated drag on a cylinder in a channel flow with the values obtained by other authors (with codes specifically adapted to this latter fixed-boundary case).

Finally, we turn in Section 8 to a free-surface flow of both theoretical and practical interest, the collapse of a column of Oldroyd-B fluid. After the initial destabilisation of the column, elastic stresses build up in necking regions and control the rate of thinning. Thus, long threads of stretched material form, which connect drops of nearly relaxed fluid, a structure known as beads-on-string, with the thread radius exponentially decaying at a rate predicted by asymptotic theory over a short time range for a Deborah number of 2. The simulations presented in this article are done on-string, with the thread radius exponentially decaying at a rate controlled by the Deborah number only [5–7]. Pioneer numerical work on this problem was done by Kenning [8], where the beads-on-string structure is obtained for a creeping flow of Oldroyd-B fluid by means of an axisymmetric simulation. The same technique is used by Bousifeld et al. [9] in order to validate a one-dimensional model, with which they obtain the decay predicted by asymptotic theory over a short time range for a Deborah number of 2. The simulations presented in this article are axisymmetric and for Deborah numbers reaching 300. A good agreement with the asymptotic law is exhibited over a time equal to the relaxation time of the polymers.
\[ \frac{\partial R \cdot x}{\partial t} = -(R \nabla u^T) \cdot x \quad \text{(7b)} \]
\[ R \frac{\partial u}{\partial t} = (\nabla p + (1 - \alpha) \nabla \cdot (2 \mathbf{D} u) + \nabla \cdot \sigma) \cdot x \quad \text{(7c)} \]
\[ (\nabla \cdot u) \cdot x = 0 \quad \text{(7d)} \]
\[ \sigma = x + D \frac{\partial R}{\partial t} \left( \frac{\partial R}{\partial t} \right)^T R^{-T} = 2 \alpha (\mathbf{D} u) \cdot x \quad \text{(7e)} \]
\[ X(x_i, t_0) = x_i, \quad R(t_0) = I \]
\[ u \circ X|_{t_0} = f_D \circ X, \sigma_{\text{init}} \circ X |_{t_0} = f_N \circ X \]

3. Discretisation in time

Let \( \{ t_n = n \Delta t \}, n = 0, \ldots, N = T/\Delta t \) be a partition of the time interval \([0, T]\). With the choice of \( t_0 \) for the reference time, for \( n = 1, \ldots, N \), we can discretise system (7) in terms of \( \mathbb{L}^n, u^n, p^n, \sigma^n \) the respective approximations of \( u, p, \sigma \) at time \( t_n \), taking \( u^0 = u_0, \sigma^0 = \sigma_0 \).

\[ \mathbb{L}^n = \mathbb{L}^{n-1} + \Delta t u^{n-1} (\mathbb{L}^{n-1})^{-1} \quad (8) \]
\[ X^{n-1}(x) = x - \Delta t u^{n-1}(x) \quad \forall x \in \mathbb{L}^n \]
\[ I - \mathbb{R}^{n-1} \circ X^{n-1} = -(R^{n-1} (\nabla u^{n-1})^T) \circ X^{n-1} \quad \text{in} \mathbb{L}^n \quad (10) \]
\[ u^n - u^{n-1} \circ X^{n-1} = -(1 - \alpha) \nabla \cdot 2 \mathbf{D} u^{n} - \nabla \cdot \sigma^{n} + \nabla^{n} p^{n} = 0 \quad (11) \]
\[ \nabla \cdot u^{n} = 0 \quad \text{in} \mathbb{L}^n \]
\[ \sigma^{n} + D \frac{\partial R^{n-1}}{\partial t} \left( \frac{\partial R^{n-1}}{\partial t} \right)^T \circ X^{n-1} = 2 \alpha \mathbf{D} u^{n} \quad \text{in} \mathbb{L}^n \quad (13) \]

This choice of discretisation allows us to define a semi-implicit algorithm as follows.

The first step (8) is the explicit calculation of a first order approximation of the domain \( \mathbb{L}(t_n) \) using the approximations \( \mathbb{L}^{n-1} \) of \( \mathbb{L}(t_0) \) and \( u^{n-1} \) of \( u(t_0) \). The second step (9) is the approximation of \( X(t_n) \) for the reference time \( t_n = t_0 \). It makes explicit the relation between the points of the new domain \( \mathbb{L}^n \) and those of \( \mathbb{L}^{n-1} \), but is purely a matter of notation here, since step (8) already allows us to keep track of the trajectories of material points (namely, for a space-discretised algorithm, the image \( X^{n-1}(x_i) \) of node \( i \) of the mesh of \( \mathbb{L}^{n-1} \) will be by construction \( x_i \), the \( i \)th of the mesh of \( \mathbb{L}^{n-1} \).

The third step (10) is the discretisation of Eq. (7b), where we have used that \( \mathbb{R}^{n} = I \) because \( t_n \) is the reference time. Up to the first order in \( \Delta t \), it can be inverted so as to provide an explicit formula for \( R^{n-1} \circ X^{n-1} \), in terms of the velocity at the previous time-step and \( X^{n-1} \):

\[ R^{n-1} \circ X^{n-1} = I + \Delta t (\nabla u^{n-1})^T \circ X^{n-1} \quad (14) \]

The fourth step is the resolution of system (11) and (12), which is a generalised Stokes type problem for unknowns \( u^n \) and \( p^n \). The choice of discretisation involves a term in \( \sigma^n \), which makes the scheme more implicit, but is an unknown at this stage. However, Eq. (13) gives an explicit formula for \( \sigma^n \) in terms of already calculated quantities and of \( u^n \):

\[ \sigma^n + D \frac{\partial R^{n-1}}{\partial t} \left( \frac{\partial R^{n-1}}{\partial t} \right)^T \circ X^{n-1} = 2 \alpha (1 - \beta) \mathbf{D} u^{n} \quad (15) \]

where

\[ \beta = \frac{D e}{D e + \Delta t} \]

Thus, the same technique as in ref. [12] can be used to rewrite (11) as

\[ u^n - u^{n-1} \circ X^{n-1} - (1 - \alpha) \nabla \cdot 2 \mathbf{D} u^n - \nabla \cdot \sigma^n + \nabla^{n} p^{n} = 0 \quad \text{in} \mathbb{L}^n \]

(17)

and the system composed of (17) and (12) can be solved for \( u^n \) and \( p^n \) in terms of known quantities.

Finally, the fifth step is the explicit calculation of \( \sigma^n \) through Eq. (15), using \( u^n \).

4. Discretisation in space and resolution method

We will now construct a finite element approximation of the sequence \( (\mathbb{L}^n, u^n, p^n, \sigma^n) \). This construction is given for \( \mathbb{L}(t) \in \mathbb{R}^2 \) for the sake of simplicity, but extension to three dimensions is straightforward. Let \( \mathbb{T}_h \) be a finite element triangular mesh of \( \mathbb{L}^0 \), an approximation of \( \mathbb{L}^0 \). Meshes \( \mathbb{T}_h \) and approximate domains \( \mathbb{L}^n \) will be obtained in the course of the algorithm, and we use finite element spaces based on these triangulations, which are continuous and quadratic for the velocity, continuous and linear for the pressure, and discontinuous and linear for the extra-stress tensor (see Fig. 1). Additionally, we require the velocity to satisfy the boundary condition on the solid boundary, the pressure to have zero mean and the stress tensor to be symmetric.

The sequence of approximated domains \( \mathbb{L}^n \) and corresponding meshes \( \mathbb{T}_h^n \) and finite element spaces can then be defined by induction: define mesh \( \mathbb{T}_h^0 \) as mesh \( \mathbb{T}_h^{n-1} \) advected by the (continuous) velocity field \( u_f^{n-1} \). Then \( \mathbb{T}_h^n \) is the domain described by \( \mathbb{T}_h^n \). A quadratic approximation of the velocity allows the possibility for the mesh to have curved boundaries (isoparametric mesh of degree 2). However, a simpler implementation has been used where only the vertices of the triangles are advected, keeping straight-sided triangles.

This of course results in a suboptimal convergence rate, as the boundary of the domain is only represented by a piecewise linear approximation while the interior approximation is of second order. The convergence rate for Stokes problem with this combination is known to be \( 3/2 \) in \( H^1 \) norm, see, e.g. ref. [13]
for this result and numerical tests. The present algorithm also achieves a 3/2 convergence rate (see Fig. 2) for the calculation of the drag force on a cylinder in a Newtonian confined flow, in the setup presented in Fig. 4.

Let us now give the final algorithm in terms of the variational formulation of the problem in the finite element spaces at time $t^r$:

Algorithm.

Step 1: Let $\mathcal{T}_h^r$ be a triangulation with the same connectivity of $\mathcal{T}_h^{r-1}$ and vertices $x_i^r = x_i^{r-1} + \Delta t u_i^{r-1} / (\Delta t h_i)$ for all $x_i^{r-1} \in \mathcal{T}_h^{r-1}$.

Step 2: Calculate explicitly:

$$R_h^{r-1}(x_i^{r-1}) = I + \Delta t (\nabla u_i^{r-1}) (x_i^{r-1}).$$

Step 3: Calculate explicitly:

$$\tilde{u}_h^{r-1}(x_i) = [R_h^{r-1}u_i^{r-1} (R_h^{r-1})^{-1}] (x_i^{r-1}),$$
$$\tilde{u}_h^{r-1}(x_i) = u_i^{r-1} (x_i^{r-1}).$$

Step 4: Solve the (linear) generalised Stokes problem: find $u_h$ and $p_h$ such that:

$$f \tilde{u}_h^{r-1} = -\frac{p_h}{\Delta t} + (1 - \alpha \beta h^2) \Delta u_h,$$
$$\int_{\Omega_h} \int_{\Omega_h} u_i \ n_j \ dv + \beta(\tilde{u}_h^{r-1}, D u_h) = 0,$$
$$\nabla \cdot u_h = 0,$$

for all $u_i$ and $q_j$ in the finite element spaces for velocity and pressure.

Step 5: Calculate explicitly $\sigma_h^{r-1} = \beta \tilde{u}_h^{r-1} + 2\alpha(1 - \beta) D u_h$.

Note that the operations in Eqs. (18a) and (18b) are merely scalar algebra on node-values of the fields, and do not involve any interpolation or cross-node communication. If the triangle vertices only are advected, interpolation is needed for midpoint nodal values in (18c). We use an augmented Lagrangian technique with a Uzawa iterative algorithm for the resolution of the Stokes-like problem in Step 4, as in ref. [14], which allows us to enforce exactly a zero-divergence of the velocity.

In the case of fixed, polygonal boundaries, the numerical analysis of this algorithm was made by Bensaada et al. in a recent article [15]. In particular, they show that optimal error bounds hold for the $L^2$ error on the extra-stress tensor and the $H^1$ error on the velocity, that is, the error tends to zero as $h \to 0^+$ sub-ject to the condition that as $h$ tends to zero, $\Delta t$ tends to zero as $\Delta t \leq C h^2$ for some arbitrary constant $C$ and $d$ the dimension of space containing the computational domain. Note that this condition is not a stability condition.

5. Case of free-surface flows

In the case of a flow with a free-surface $\Gamma(t)$, the boundary condition at $\Gamma(t)$ is set by the pressure jump across the surface, between the outer medium (supposedly of uniform pressure $p_0$) and the fluid. This pressure jump is due to surface tension, and can be expressed as

$$\sigma_{\text{surf}}(t) = \left( p_0 + \frac{\kappa}{C_d} \right) n,$$

where $\kappa$ is the local total curvature of the boundary $\Gamma(t)$ and $C_d = (\rho + \rho_f) h l / \gamma$ is the capillary number, based on the surface tension $\gamma$. In the discrete case, this raises the question of what the normal is at nodes of the boundary, where our approximation of the free-surface has corners. We choose to calculate a cube spline passing through all nodes on the free boundary, and then
use this spline function to define the normal at nodes and to calculate the curvature, see, e.g., ref. [16].

As the domain deforms, the mesh deteriorates because of element stretching, which in turn affects the quality of the solution. Two strategies are possible, namely local re-arrangement of the mesh at each time-step [4] or occasional complete remeshing [2]. Both present the inconvenience that the solutions need to be interpolated onto the new mesh, an operation in which accuracy is not controlled and that may be unstable. Indeed, even if only edge-swaps are performed, the extra-stresses are in some sense interpolated, as the shape functions on which they are defined change, even if the node location and nodal values are kept the same. Thus, this operation is not altogether neutral on the solution, an equilibrium solution with one mesh will no longer be in equilibrium if edges are swapped. In the present case, the material undergoes very large deformations (see, e.g., Fig. 11), which means that large changes of connectivity in the mesh are necessary. In addition, the local aspect ratio of the final shape is extreme, and only anisotropic meshing can allow us to describe these geometries with a reasonably sized mesh. Thus, we opt for completely remeshing the domain at large time intervals, so as to reduce the number of interpolations, allowing us to obtain a mesh well-adapted to the current domain shape.

An example of anisotropic mesh is shown in Fig. 3. Elements have an aspect ratio adapted to the local aspect ratio of the domain. This allows us to save a large number of nodes, and is more adapted to the solution we wish to calculate, as spanwise variations are much higher than variations along the stretched directions [17]. Thus, a metric depending on the local aspect ratio is calculated which preserves the mesh step at every point of the domain in all directions through a matrix representation, the mesh generation itself being delegated to the free software Rams [18].

6. Case of inflow and outflow boundaries

In the case when the fluid is flowing through part of the boundary, the mesh cannot be advected by the material velocity (at least in the neighborhood of these boundaries), and the scheme has to be modified accordingly. A natural extension of the scheme proposed above is to use the Arbitrary Lagrangian–Eulerian method for mesh advection and the method of Lagrange–Galerkin (also called weak form of the method of characteristics) to account for the difference of mesh and material point advection. Let us introduce a partition of the boundary as \(\partial Q = \partial I \cup \partial F \cup \partial \Omega_1\), where \(\partial I\) is the part of the boundary through which fluid is flowing, \(\partial F\) the fixed part of the boundary and \(\partial \Omega_1\) its moving part. For the sake of simplicity, \(\partial I\) and \(\partial \Omega_1\) are supposed to be non-adjacent.\(^2\)

Let us introduce an arbitrary advection field \(\mathbf{u}\), and the associated trajectories \(t \mapsto A(x, t)\) of points of reference coordinate \(x_i \in \Omega_1\):

\[
\begin{align*}
\frac{\partial A}{\partial t}(x, t) &= \mathbf{u}(A(x, t), t), \quad t \in [0, T], \\
A(x_i, t) &= x_i.
\end{align*}
\]

This advection field will be used instead of the physical velocity \(\mathbf{u}\) to advect the mesh vertices. For clarity, mesh vertices will be denoted \(x_i\) instead of \(x\), in the sequel, since their trajectories are now the curves \(t \mapsto A(x_i, t)\) instead of the curves \(t \mapsto X(x_i, t)\). In order to have \(\Gamma_A(t) = A(\Gamma(t), t)\), a necessary and sufficient condition is that \(\mathbf{u} \cdot \mathbf{n}_{|\partial I} = 0\). If in addition \(\mathbf{u}\) vanishes on \(\partial F\), and is tangent to \(\partial I\), we obtain that \(\Omega(t) = A(\partial I(t), t)\) for any arbitrary choice of \(\mathbf{u}\) in the interior of the domain. However, due to the difference between \(\mathbf{u}\) and \(\mathbf{u}\), the material derivative now becomes

\[
\frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \cdot \mathbf{A} = \frac{\partial \mathbf{u} \cdot \mathbf{A}}{\partial t} + (\mathbf{u} - \mathbf{u}) \cdot \nabla \mathbf{u} \cdot \mathbf{A}
\]

\[
= \frac{\partial \mathbf{u} \cdot \mathbf{A} \cdot \mathbf{X}}{\partial t} - \mathbf{X}^{-1}.
\]

with \(\mathbf{X}\) such that \(\mathbf{A} = \mathbf{X}\). The method of characteristics [19] can thus be used to discretise this term. Note that \(\mathbf{X}(Q, t)\) is in general not included in \(\Omega(t)\), e.g., if there is inflow at \(x_i\), then at earlier times the advected point \(\mathbf{X}(x_i, t)\) will not have arrived in the domain. This illustrates the hyperbolic nature of the transport

\(^1\) Another reason for the common choice of local re-arrangement of the mesh is that interpolation between unstructured meshes is a difficult operation from an algorithmic point of view. However, the localisation technique developed for the method of characteristics (detailed in the end of Section 6) allows us to do this with a high cost-efficiency.

\(^2\) Adjacent inflow and moving boundaries can be dealt with by considering separately the directions of advection.

---
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Step 1b: Let \( T \) be the inflow boundary, it is necessary to provide an analytic expression (or tabulated values) for the extra-stress of the incoming fluid for all points that reach or cross the inflow boundary in a time \( \Delta t \). However, in the case of a Poiseuille inflow, there is no streamwise variation of the extra-stress upstream of the inflow boundary, so if \( \tilde{\tau}(x, t) \) is before the boundary, the value of \( \tilde{\tau}_0(\tilde{\tau}(x, t)) \) can be taken to be \( \tilde{\tau}_0(\tilde{\tau}(x, t')) \) with \( t' \) such that \( r < t' < t \), and \( \tilde{\tau}(x, t) \in \Gamma_1 \) (and this point is easily determined, since trajectories are straight lines close to the inflow boundary).

Thus, the modifications in Algorithm (18) consist of replacing Step 1 by the three following steps:

Step 1a: Determine some mesh advection field \( u_i \) within the above conditions.

Step 1b: Let \( T^0 \) be an isoparametric triangulation of degree \( k \), with the connectivity of \( T^{n+1} \) and nodes \( a_i^n = a_i^{n-1} + \Delta t(x_i^n - x_i^{n-1}) \).

Step 1c: Calculate the characteristic feet [approximation of \( \chi(x_i^n, \tau^{-1}) \)] with: \( x_i^{n-1} = a_i^{n-1} + \Delta t(u_i^{n-1} - a_i^{n-1}) \).

Steps 2-3 are only changed in that velocity-advected nodes \( x_i^1 \) are replaced everywhere by the newly defined \( a_i^n \) nodes, and in that the points \( x_i^{n-1} \) are generally not nodes of the mesh \( T^{n-1} \); thus the operations in Eqs. (18b) and (18c) are now interpolations except when \( a_i^{n-1} = a_i^{n-1} \) vanishes. It is thus interesting, wherever possible, to have \( u_i = u_i \) and to localise areas where interpolations take place only in the vicinity of inflow or outflow boundaries, where the extra stress tensor is a smooth function.

In order to interpolate the finite element fields at points \( x_i^{n-1} \), it is necessary to identify the mesh element to which they belong. The algorithm (18) developed in this paper is tailored for free-surface flow problems, and is also well adapted for transient flows, especially when convection is dominant. There is no question that it is not very well-suited for dealing with fixed-boundary flows; nevertheless, we want to show briefly that algorithm (18) can cope with fixed boundaries up to reasonably realistic Deborah numbers, so that it is an interesting approach for problems involving both a free-surface and some fixed boundaries: thus we present here calculations of a well-studied, stationary problem for which a proper comparison with results from the literature is possible.

In this test, we consider the flow of an Oldroyd-B fluid in a plane channel of infinite spanwise dimension, blocked by an infinitely long cylinder disposed in the spanwise direction, at equal distance of the channel walls and of diameter half the channel width. The flow far from the cylinder is supposed to be undisturbed established flow, perpendicular to the cylinder axis and parallel to the walls. The fixed computational domain \( \Omega \) is as described in Fig. 4, the boundary conditions for the velocity being no-slip boundary conditions \( u = 0 \) at the wall boundary \( \Gamma_D \) and cylinder \( \Gamma_C \), symmetry conditions \( u_x = 0 \) and \( h_x/h_y = 0 \) at the axis \( \Gamma_h \). At the inflow and outflow boundary, an established Poiseuille flow is imposed \( u_x = 3U(R^2 - y^2)2R^2 \), \( u_y = 0 \), and for the inflow boundary only, the corresponding analytical solution of the Oldroyd-B constitutive law is used for providing inflow conditions on \( \sigma \). A time-marching approach is used, that is, we start from an artificial initial condition and let the system evolve a permanent flow. The initial condition for a given \( De \) number was taken as the steady solution obtained in a previous simulation for a lower \( De \) number, and for a Newtonian fluid for the first simulation.

In order to compare with published numerical simulations results, we take the flow parameters as \( Re = 0 \) and \( \alpha = 0.41 \). The comparison is based on the value of the non-dimensional drag force \( C_d \) exerted by the fluid on the cylinder,

\[
C_d = \epsilon_x \int_{\Gamma_C} t_{xu} n_x n_x \cdot d\Gamma
\]

Fig. 4. Domain and boundary conditions for the problem of the cylinder in a channel.
Table 1: Drag coefficient $C_d$ as a function of the Deborah number $De$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>132.36</td>
<td>131.81</td>
<td>132.33</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>132.34</td>
<td>132.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.025</td>
<td>132.21</td>
<td>132.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>131.79</td>
<td>131.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>130.34</td>
<td>129.72</td>
<td>130.22</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>126.62</td>
<td>126.41</td>
<td>126.53</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>123.20</td>
<td>123.52</td>
<td>123.41</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>120.60</td>
<td>121.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>118.83</td>
<td>120.58</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It was considered that convergence had been reached when all three conditions were met:

$$\frac{||u^{n+1} - u^n||_{L^2}}{||u^n||_{L^2}} < 10^{-6},$$

$$\frac{||\sigma^{n+1} - \sigma^n||_{L^2}}{||\sigma^n||_{L^2}} < 10^{-5},$$

$$\frac{C_{d,n}^{n+1} - C_{d,n}^n}{C_{d,n}^n} < 10^{-6}.$$ 

The only purpose of these simulations being to validate our numerical approach, a single mesh has been used. The mesh is fixed: the advection field of the mesh $u_a = 0$ everywhere. For $De \leq 0.3$ and on this mesh, the method reaches convergence; however, for higher $De$ convergence was not reached. As the method is primarily designed for moving boundary problems rather than flows past obstacles, this range of convergence is satisfactory. Other works in literature obtain results for up to $De = 1.8$ [22], however, even in recent papers, authors disagree on the quantitative results from $De = 0.5$, and there is no evidence that solutions exist for large Deborah number flows of Oldroyd-B fluids past obstacles [23]. It should also be noted that, due to high shear in the boundary layer close to the cylinder, the actual Deborah number characteristic of this boundary layer is actually approximately 10 times larger. Throughout the range of convergence, algorithm (18) gives results, which compare well with results from the literature, see Table 1 and Fig. 5. Fig. 6 shows the three components of the extra-stress tensor around the cylinder.

Although the simulation of this type of flow is not a strong point of algorithm (18), it is shown to be sufficiently robust to simulate viscoelastic flow in a classical test with fixed boundaries, and the results compare well with those given in the literature.

8. The beads-on-string problem

We consider the flow of a viscoelastic fluid, which initially forms an infinite cylindrical column of constant radius $R$ of fully relaxed fluid at rest. At time $t = 0$, a small-amplitude disturbance of period $L$ is applied to the free-surface, which will trigger the collapse of the column. These conditions are known to produce the well-known beads-on-string structure, where spherical drops form at intervals along the liquid column and remain connected by threads of uniform radius before the final break-up occurs when polymers in the threads are fully stretched.

This phenomenon may be described by the Oldroyd-B model, as the balance involved in the thread-thinning regime is between capillary forces and the build-up of elastic forces. This model only fails to predict the later stages of the flow, when polymers reach their maximal stretching. Analytical investigations of slender cylinders of Oldroyd-B fluids [5–7] have determined the rate of thinning of these cylinders, namely

$$r = r_0 \exp \left( -\frac{t}{3De} \right).$$

Fig. 6. Isocontours of the extra-stress tensor components in permanent flow around a cylinder in a closed plane channel, for $De = 0.2$. Solid lines are at 0.5 non-dimensional units interval, dotted lines (for $\sigma_{yy}$ only) at 0.25 interval.
Fig. 7. Domain and boundary conditions for the beads-on-string simulations.

a prediction which has been confirmed by experiments [24,25]. It has also been obtained in numerical simulations of this problem using one-dimensional models based on a slender cylinder approximation [9,26,27], but to the best of our knowledge was never simulated in its original variables.

The flow presents an axial symmetry, thus simulations can be reduced to two dimensions only. It is also periodic in the $z$ direction with symmetry planes at $L/2$ intervals. The computational domain is shown in Fig. 7. The flow is governed by Eqs. (1), (2), (4) with boundary conditions as follows:

\begin{align}
 u_z &= 0, \quad \sigma_{zz} = 0, \quad \text{on } \Gamma_S, \\
 u_r &= 0, \quad \sigma_{rr} = 0, \quad \text{on } \Gamma_A, \\
 \sigma_{nn} &= \frac{1}{Ca} \alpha, \quad \text{on } \Gamma_M(t),
\end{align}

Since there is no fixed boundary in this problem, the purely Lagrangian approach is well adapted to it. The mesh is thus directly advected with the velocity field.

The capillary time-scale of the problem is $T = \sqrt{R^3/\rho/\gamma}$ and yields a characteristic velocity $U = R/T$. With this choice of scaling, the inverse of the Reynolds number and capillary number take both the same value ($\eta_s + \eta_p) / \sqrt{\rho R \gamma}$, which is called the Ohnesorge number $Oh$. The Ohnesorge and Deborah numbers, along with the ratio of polymeric viscosity $\alpha$ are thus the only parameters of the study. In order to match the conditions of previous one-dimensional approaches, we choose the ratio of polymer viscosity to total viscosity $\alpha = 3/4$ and consider an initial disturbance of amplitude $\varepsilon R$, with $\varepsilon = 10^{-3}$, over a period $L = 20R$, so that the initial non-dimensional radius is $r(z,0) = 1 + \varepsilon \cos(2\pi z/20)$. Let us compare the flow obtained with a small surface tension, $Oh = 3.16$ and $De = 94.9$ and with a $10$ times larger surface tension, $Oh = 3.16, De = 94.9$. Fig. 8 presents the time evolution of the free-surface for $Oh = 3.16, De = 94.9$. At first the jet has an essentially Newtonian behaviour, since the polymers are initially fully relaxed, but as the column radius is reduced elastic stresses build up and lead to the clearly recognisable bead-on-string structure, with connecting threads of uniform radius. This radius is plotted against time in Fig. 9, and compared to the analytical law with good agreement, the coefficient being found as $r_0 = 0.29$. There is also a very good agreement between the present simulations and previous one-dimensional simulations by Li and Fontelos [28], as shown in Fig. 10. In addition to a cross-validation of our results, this indicates that the one-dimensional model does retain the essentials of the mechanism of formation of the beads-on-string structure. This is important, as 1D calculations are much faster than 2D ones and thus allow one to explore a wider range of parameters.

Now if we increase the role of surface tension by a factor $10$ (Fig. 11, $Oh = 1, De = 300$), the fluid has relatively more inertia during the initial stages of the flow, when the elastic forces are
Fig. 11. Collapse of the column for $Oh=1$, $De=300$. Solid lines, at non-dimensional time $t$ as indicated; dashed lines, at time $t-\Delta t$ with $\Delta t=0.5$, are included to exhibit the dynamics of the process.

Fig. 12. Axial tension force (non-dimensional) in the fluid column for $Oh=1$, $De=300$ at $t=45$ relative to $z=0$. The total axial force at point $z$ is $\int \nabla \cdot \sigma_{tot} \, dx$, the elastic force is $\int r \int_0 \sigma_{zz} \, dx$ and the capillary pressure force, $2\pi (r(z) - r(0)/Ca) - \int r \int_0 (p - p(z=0)) \, dx$.

eff is negligible; and the relatively lower viscosity is not sufficient to slow the capillary driven flow. In addition, the elastic reaction is slow, so that the effect of capillary pressure dominates and sharp necking regions form close to the drops, at each end of bulgy-shaped bridges, which is typical of the pinching of Newtonian jets. However, as the stretching increases in these necks, the elastic stress eventually builds up and slows down the necking, as shown in Fig. 12. It should be noted, however, that the capillary pressure remains dominant everywhere else. It is also seen on this figure that, due to capillary pressure, a net total force exists between the neck and the liquid bridge, which will quickly chase the fluid from the bridge into a central droplet, still connected to the main drops by a thread. This phenomenon, referred to as recoil, had been observed in 1D numerical simulations [26,28].

9. Conclusions

In this paper, we present an approach for free-surface flows of viscoelastic fluids in which the Lagrangian point of view is extensively used in order to describe the free-surface displacement and the material and objective derivatives. This method is thus highly specialised for this type of flow, but through the Arbitrary Lagrangian–Eulerian technique, it can also handle problems in an Eulerian setup, and it is shown that it manages reasonably well with the difficult problem of drag on a cylinder.

In the case of free-surface flows, the method allows us to investigate problems with extremely large deformations and elastic stresses, and is validated by comparison with an analytic result (which has itself been verified experimentally). Anisotropic meshing allows us to deal with geometries where local aspect ratios are highly inhomogeneous.

Finally, the Lagrangian discretisation is intrinsically well suited for transport terms: it is known to have good properties when the material derivative dominates (see, e.g. ref. [29] for an example of a high Reynolds Newtonian flow), and also it is appropriate for free-surface viscoelastic flow. This was demonstrated for instance by Rasmussen and Hassager [30], who carry out three-dimensional simulations of the creeping flow of an upper-convected Maxwell fluid described by an integral model in a setup similar to ours. The high Deborah number free-surface calculations presented here confirm that this is also true for inertial flow of materials described by a differential constitutive equation. The Lagrangian–Eulerian approach presented here is thus an interesting technique for problems, such as the break-up of high speed jets of viscoelastic material, in which solid boundaries have little effect but where very large deformations occur, with beads-on-string structures appearing, which is an important issue for industry, for instance in inkjet printing.
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