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Abstract

Representations of the conformal algebra are constructed in terms of functional
differential operators depending a scalar field. For first order differential operators the
representation corresponds to a theory of generalised free fields. This representation
is extended to second order operators for the scale and special conformal generators.
This form depends on a largely arbitrary cut off function and also a functional of the
scalar field which is determined by second order functional differential equation. For the
generator of scale transformations the result is equivalent to a version of Wilsonian exact
RG equations. The eigenvalues of the generator of scale transformations, subject to
some assumptions of locality, determine the spectrum and scale dimensions of operators
in the theory.
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1 Conformal Symmetry

At any fixed point which is scale invariant the symmetry can usually be enhanced to include
also special conformal transformations so that the fixed point theory is invariant under all
conformal transformations [1]. A sufficient condition is if the energy momentum tensor
at the fixed point can be improved by additional contributions, according to well defined
prescription, so as to have vanishing trace. In this case 7},,v, is conserved a vector for v,
a conformal Killing vector. Although for d > 2 the conformal group is finite dimensional
the additional symmetries, beyond rotations and translations, allow the dependence of two
and three point functions for local conformal primary operators O(x) on their positions z
to be determined in terms of the scale dimensions A and spins of of the operators. There
is also a one to one correspondence between the operator fields and states forming a basis
of the associated Hilbert space. In such conformal field theories there a prescription for
a natural norm in this basis is defined by the overall scale of the two point function for
the corresponding operator fields. This is necessarily positive in unitary theories. In two
dimensional conformal theories this norm played an essential role in the derivation of the
c-theorem by Zamolodchikov [2].

The generators of the conformal group {M,,P,,D,K,}, which generate rotations,
translations, scale transformations and special conformal translations, have the non zero
commutators

[ 0’ ] - 5V0’ Mup - 5up MVO’ + 5up Mua )
[ } = 61/0 Pu ) [Mum ICO’] = 6u0 ICV - 51/0 ICM )
[D7PH] - 77,“ [D, ICM] ==Ky, [’C#’PV] =20 D +2M, . (1.1)

The conformal algebra becomes more succinct by rewriting

M K, =P,
Muap = —Mpy = K. 0 2D |, (1.2)
P, 2D 0

with A, B (d + 2)-dimensional indices, so that (1.1) is equivalent to

[Map, Mcp| =nac Map — e Map — nap Mpe +nsp Mac, (1.3)
if
S 00
nap=1_10 0 2]. (1.4)
0 2 0

Assuming Mag' = —Mp then {M p} are generators of SO(d + 1,1) (for a Minkowski
metric when 6,,, — 7,, the conformal group is then SO(d,2)). The usual momentum,
angular momentum operators P, = —iP,, M,,,, = —iM,, are then hermitian.

A conformal primary operator scalar field O(z) with scale dimension A is required to
satisfy

[Py, 0] = 8,0, [Mu,0]=L,0, [D,0]=DW0O, [K,0]=K,0, (1.5)



where
Lx,w/:xuau_l'yau, Dz(A):x8+A,
KI(A)M = —xQGM +2r,2-0+2Ax,. (1.6)

These action of the generators is straightforwardly extended to fields with spin. For a
tensorial field O, . q,(z) then (1.5) is valid with the modifications

[M,u,l/a Oog...al ($)] =L, uv Oal‘..al (ZL‘) + (S,ulzo)al...oq (l') s
l
(S O)as.on (@) = 3521 (Oues Oas .o (%) = vy Oary oo () (1.7)
and
[Kuv Om...az(x)] = KI(A);L Oai..oy (7) + 2z, (Swo)m..-az (). (1.8)
The vacuum state |0) belongs to the trivial singlet representation so that M 4p(0) = 0.
The non trivial unitary representations of physical interest are lowest weight representations

where D has positive real eigenvalues, since for |O) = O(0)|0) then D|O) = A|O). With
this definition it is easy to see that M,,|0) = K,|O) = 0.

The two point function for a real conformal primary field O, with scale dimension A,
(O(z) O(y)) in conformal field theories satisfies

([Map, O(z)] O(y)) + (O(z) [Map,0(y)]) = 0. (1.9)
Letting {L,., Oy, D&, K(A)ﬂ} — M®), 5, and then requiring
[(Map, O(z)] = M\Nap O(a), [(Map,0(y)] = M* a5 0(y) (1.10)

ensures that (1.9) becomes a conformal Ward identity determining the functional form of
the two point function. For a scalar field O

(0@)Oy)) = — 2. (1.11)

1.1 Inversions and Scalar Product

To obtain a scalar product in which D is hermitian we consider the conformal transformation
obtained from an inversion through z = 0,

T IT=—zx. (1.12)

Conformality follows from

dz? — dz? = da? . (1.13)

(22)?
Corresponding to such a conformal transformation a scalar conformal primary field O trans-

forms as

O(z) = O(x) = (+*) "2 0(z), (1.14)



and it is easy to check

DAO0(x) = — (a*) 2 DY),  05u0(x) = —(a%) 7% K2, 0(

Ly uwO(z) = ()2 Lz wO(Z).
For complex fields © — O is antilinear.

Acting on O we may define
[Mag, O(2)] = M\¥ap O(z),
This gives, from (1.15),

D=-D, ﬁu:_lcua Ky =—=Pu, MHV:MHV'

In terms of the two point function given by (1.11) we may define

(0@).0)) = (O OW)) = o717 =57 75

so that
(0(0),0(0)) = coo -

It is straightforward to verify from (1.18)

D (0(x),0(y)) = D (0(x),0(y)) .
Gw(O(x), O(y)) = Ky(A)u(O($)7 (’)(y)) ’
Ly (O(2),0(y)) + Ly (O(x),O(y)) =0.

Defining a conjugate operator by

then
(O(x), [Map, O(y)]) = ([Mas", 0()],0(y)) -
Clearly with a scalar product defined by (1.18) Dt = D.

2 Free Field Representations

) 9y

(1.15)

(1.16)

(1.17)

(1.18)

(1.19)

(1.20)

(1.21)

(1.22)

For generalised free fields it is straightforward to construct corresponding representations
of the conformal generators in terms of functional derivatives and also local conformal
primary fields satisfying (1.6). For such functional representations it is convenient to adopt

the notation such that for 1, ¢ functions on R? then

¢-w:w-¢:/ddx¢(:c>w<x>, 1-¢:/ddx¢<x>-

(2.1)



For any functional F'[¢] functional derivatives are here defined so that JF[¢] = J¢ - %F [¢]
and for any bilocal function G(z,y) then ¢ - G - ¢ is defined as expected from (2.1). It is
convenient to define

Ia,y) ="z —y),  Xulz,y) = 2,0 —y), (2.2)

so that I - ¢ = ¢. Occasionally it is helpful to transform to momentum space by taking
@(p) = [ d4x ePTp(z) and for any f(z?), f(p?) = [ dlz e ® f(2?).

For functional representations of the conformal generators in terms of a scalar field ¢ (z)
on R? the construction of local conformal primary operators, as in (1.5), reduces to solving
functional differential equations for O[y; ],

P# O[‘P? .%'} = 890/10[905 iL‘] ) Muv O[SO; 1‘] = (Lzuu + SMV)O[QOQ x] ) (2'3)

and
DO[SO; l‘] = D:):(A)O[QO; SU] ) IC/L O[SO; l’] = (KI(A)M + 2z, S/W)O[Qp; :L‘} y (2'4)

for appropriate A and spin. Alternatively
DO[p; 0] = AO[p; 0], My Ol; 0] = S O[3 0], K, Ofip; 0] =0, (2.5)

which is equivalent to (2.4) where Op;z] = exp (x - P)OJp;0]. For an appropriately re-
stricted class of functionals {O[p;x]} (2.4) or (2.5) are assumed to be eigenvalue equations
determining A.

Using the notation in (2.1) the generalised free field representation is given by

0 o

PM = 81190 . % y Muy = LMVQD . @ ’ (26)
as well as 5 5
DF = DWWy . — F_gO) 5.0 9
Y50 Koy WP 5 (2.7)

with definitions in (1.6). It is easy to see that the generators given by (2.6) and (2.7) satisfy
the conformal algebra (1.1). By integration by parts in general

6/190 ¢:_W'8p¢7 Lywp-p=—p- L,
D@y . qp= — . DUy K(‘S),ﬁp p=—p- K(d%)uw. (2.8)

The action of inversions on free fields ¢ is defined, in accord with (1.14), by

J J
5(z) = (2270 p(x/x? = = (220 ———. 2.9
p(a) = (27)° pla/a?) =57~ @ (29)
and hence it is easy to show from (2.7)
4] 0
DW,. — = _pWsz. _ 2.1



and also using (2.6)
5 @ - 0 @) ) )

) )
—=—-K —, K — == - — Ly,p-—=L,p-—. (2.11
all(p 590 ,U«(p 5@ ) MSO (SQO 8/1180 (5@ ) 122 SO (SQO 122 80 6()0 ( )
Hence, with the definitions (2.6) and (2.7), (2.10) and (2.11) are in accord with (1.17).

The equations (2.4) are easy to solve in the free case with the representation given
by (2.6) and (2.7) if strict locality is imposed. For eigen-operators ®, ,[¢] = O(¢™,dP)
constructed from ¢ and its derivatives at the same x then

F F
DF &, p[¢] = D& ) &y, 4[] Kl @ plie] = K& mw), &[]
Af,,=nd+p, np=01,.... (2.12)

Explicitly, for just a single component scalar field, conformal primary scalar operators with
up to two derivatives are given by

1 6—do
P =", P =l - —— 9%, 2.13
nole] =@ n,2[¢] Pt s 5 0P (2.13)
for
So=13(d—2). (2.14)
When 6 = &y, 0% is a conformal primary and may be set to zero by imposing dynamical
equations on ¢, defining the free theory. With § = &y, ®22[p] = —0*p ¢ is a marginal

operator since then AFQQ =d.

The simplest primary tensorial fields with two derivatives, satisfying (1.8), are

e 1 n—1)60
D208 [90] = _6a8ﬁ§0 2 Ty m ((5 + 1) 8a36 — 2( )

_— 2) o™ 2.1
(TL(S—(S()) 504,6’8)90 ) ( 5)

where ®,, 5 v = P, 2. For there to be a conserved traceless energy momentum tensor with
A = d it is necessary to identify é = dy and then

@ag = @27270[5 = —8a85g0g0 —+ (d &ﬁg — (50,3 82)g02, (2.16)

b
4d—-1)
from which it follows that 0,0,8 = ©aa = 0 on the equations of motion 0%p = 0.

In general for the representation of the conformal generators given by the first order
functional operators (2.6) and (2.7) conformal primaries are easily constructed in terms
of products of conformal primaries and their descendants. For two conformal primaries
O, O" with scale dimensions A, A’ then other scalar conformal primaries with two and four

derivatives are given, using K(A%2), 02 — 92K&), = —4(A — 50) 9.,
Oy = (A = 80) PO O’ + (A = 69) 0 PO’ — (AA_ jOK,A_/ 5050) 0*(00),
Oy = D*0 0" + M P00 + 2(A’A+_15E50) 0 §20%0'
N A’1+ 2— % 0°02 - 2(A + A(é__afsszm 1—4o) 00007, (217)



which have scale dimensions A + A’ + 2, A + A’ + 4 respectively. This result implies that
®,, 4 has a threefold degeneracy for n > 4. For § = dp and 0% — 0 there is just one
conformal primary which can be obtained starting from 9%p?9%p" 2.

Simple constructions are also possible for operators constructed from O, ©®’ which have
maximal spin ¢ with ¢ derivatives. If ¢, is a null vector, t2 = 0, then

_ ()Y " by
o(g)(t)_Oal..wtm...tw_;<n>(AMA,)M(t-a) o(t-0) "0, (2.18)

defines a symmetric traceless tensor which is a conformal primary with spin ¢ and scale
dimension A+A'+£. Of course (t-9)"O (t-0)*""O' may be expressed as a linear combination
of Oy (t) and descendants (t - 0)"O_py(t) for r =1,...,£. For £ =2 and O,0" — ¢ Oug
is proportional to ®g 3 45 in (2.15). For O = O, A = A’, O(y) = 0 for £ odd.

The two point function of a scalar field with scale dimension ¢
(p(@)py)) =Gs(s),  s=(z—y), (2.19)

is determined up to a constant by the conformal identities

— —
LuwGs+Gs Ly =0, 8,G5+4Gs0,=0, DOG+GD® =0, K®, G+G5Kk®, =0.
(2.20)

g___ T 4’
)= s () 221

It is convenient here to take

which satisfies

Gs - Gs' = Govo'—1d, ~0%Gs =Gs11, Gia=1, Gs'=Gys, (2.22)

1
2

and Gs(p?) = (p2)5_%d. For any local field ®[¢;z] formed from ¢ and its derivatives at z
the corresponding two point function is given by

(D) D(y)) = i P8 Dlgya] Bl y)|
o=

19 1)
= 35 93 NG, @i a] Ng @lpinl | . (2:23)
Qp:

where Ng denotes normal ordering with respect to a symmetric kernel G(z, y) and is formally
defined by

No®lpsa] = =277 955 @lpia]. (2.24)

The result (2.23) can also be expressed as functional integral
—1,.g L.
(@) 2(0) = [ dle] e 9577 N, Dlpi o] N, Blioinl, (225)

assuming a normalisation such that [ d[y] ¢~39 95 "? = 1. The normal ordering in (2.25)
for G = G5 is formal since Gs(s) is singular as s — 0 but in a diagrammatic expansion it



removes contractions involving fields at the same point. Conformal invariance is reflected
by

Mypp-Git-p =0, (2.26)
and from (2.22)

©-Gs, L p=—p-d%p. (2.27)

Since % -Gs- % commutes with the conformal generators (2.6), (2.7) the action on conformal
primaries is unmodified by normal ordering

DF N, @y, pli03 7] = DD NG, @, ]3]

K Noy®nplios ] = K0P, Ng, @ plps ] (2.28)
Assuming )
Plp; x| = @[p, 2], (2.29)
then from ¢ - Gs 1 -p=¢-Gs -, % -Gy - % = % - Gs - %, then from (2.25) and (1.18)
1,51 _
(0(a).0(0)) = [ die) 37570 NG, o] NG, Blsy]. (2.30)

In (2.30) we suppose d[¢] = d[@] so as to ensure symmetry under ¢ <+ @, the measure d[y]
then invariant under conformal transformations on (.

3 Extensions to Non Free Theories

For framework of the exact non linear RG equations describing the flow of non polynomial
actions S under a change of scale provides a method of determining non trivial fixed points,
at least for for scalar theories. At the fixed points there is exact scale invariance and
the linearised RG equations in the neighbourhood of the fixed point define a functional
differential operator, depending on the fixed point action S, whose eigenvalues determine
the scale dimensions of the fields. It is natural to consider the extension to conformal
symmetry where there are additional functional differential operators satisfying the algebra
of the conformal group. Such a discussion was undertaken some time ago by Schafer [3] in
the context of the original Wilsonian exact RG equations.

With this motivation we therefore consider extensions of the free field representation
to accommodate such non trivial IR fixed points. The expressions for P,, M, remain the
same as in (2.6) so that rotations and translations are realised by linear action on the fields
in the standard fashion. The results for the generators of scale and special conformal trans-
formations in (2.7) are however extended to second order functional differential operators
of the form

5 0 5§ 16 5
_ . 1 .
D=DWy 555 S, [l % " 250 5 (3.1)
and 56 516 5
K© Lol Fue — 2
Ky P 5o + 5 [¢] - F 5o 200 TEI5p (3.2)



for G(x,y), F.(x,y) symmetric in z,y and Si[¢] an as yet undetermined functional of ¢
subject to
My S.li) = P50l = 0. (3.3)

This ensures that [M,,, D] = 0 and also [P,, D] given in (1.1) so long as
LiwG+GL,=0, 8,6+G8,=0. (3.4)
These conditions are trivially solved by taking
G(z,y) = G(s), s=(z—1y)%. (3.5)
By considering [M,,, ;] and [P,, K,] we also obtain
Ly Fo+ Fo Ly = 05 Fy 4+ 000 By, O Fy+ B, 0y = 20, G (3.6)
Here the solution is also straightforward
Fu(z,y) = (x+y)uG(s), (3.7)
or Fj, = X, -G+ G - X,. Locality requires
G(s) >0 as s— o0, (3.8)

where it is convenient to assume that the limit is approached faster than any inverse power
of s. To a large extent G, F}, are arbitrary but their presence is crucial in regularising the
functional Laplacians in (3.1).

The form for (3.1) is of course motivated by similar expressions that arise in exact RG
equations, (3.2) is then essentially determined by imposing [P,, )] = —20,, D — 2M,,,.

The remaining commutators [D,K,] = —K, and [K,,K,] = 0 are non trivial in this
representation. After some calculation
[DIC]: —K(‘S)go-i
IV 12 5()0
4] 4]
_ ﬁg*w (DWE, +F,D® - K©),G - GK©),). 5
16 0
-2 (DWW ©0) _ g o _ ¢ y.
355 (D F,+F,D® - K©,G - GK©),) s
4] ) 0 )
iy () Fo.o— _ T g© G — i
where we define
0 10 5 146 1)
E® — D@y, -2 _ .G — 1
5[] ° 5, [cp]+2&p5[<ﬁ] G 55 (] 255 C &DSM, (3.10a)
o 146 0 10 )
E® KO . - N A _ . - _ 1
sulel = KOup Sl +5 5816 Fr 35Sl = 5 5 Fue 55516l (3100



Using (3.5) and (3.7) it is easy to show that
DOE, +F,D® - K®, ¢ -6K®, = F,. (3.11)
Applying this in (3.9) then [D,K,] = —K, follows so long as we require S [p] to satisfy
EOg (g =C, B ¢l =Cp, (3.12)
for C, C,, independent of .

In a similar fashion

K, K] = — (;;S* o] (KO, F, + F,X®, - KO, F, - F,K0),). (;;
+ % 5(; (K9, F,+ F,KY, - KO, F, - ,X0),). 5‘;
+ (;;E((s)s*u[(p] -F, - (;; - (;;E((S)S*,,[go] - F,- 5‘;, (3.13)
so that the conformal algebra requires, as well as (3.12).
KO, F, +F,K®, = KO,F, + F,K®),. (3.14)

This follows directly from (3.7).

With the definitions (3.10) the equations (3.12) are assumed to determine S.[¢]| at a
fixed point with conformal symmetry subject to conditions on the functional form of S,[p].
If EWg_[¢] = C without E®g, ,[¢] = C,, at the same time the critical point determined by
S, is just scale invariant. Note that from (3.3) P,E®g, [p] = M, E®)g [¢] = 0 and also

PME(é)S*V[(P] = _25;W E(S)S* [¢], MWE(E)SN{SO] = 5/w E(é)Sw[SO] — duo Ew)&u[‘ﬁ] .
(3.15)
The integrability conditions necessary to consistently solve (3.12) follow from

K.E®g. [g] - DECs_,[¢] = EC®s_,[¢], K. EDg ] = KuE®g ulg] =0.  (3.16)

The crucial conditions which are presumed to ensure that (3.12) has relevant solutions
are that S.[¢] should be essentially local. This is equivalent to requiring that in a functional
Taylor expansion of S,[¢p| the coefficient functions should all fall off rapidly as any mutual
separations become large. The existence of solutions Si[y] subject to this condition are
only possible for particular choices of § and are then restricted to a discrete set although in
each case Si[¢] may depend on one or more continuously variable parameters.

At a scale invariant fixed point E(g, [¢] = 0. In this case (3.15), (3.16) imply
DE®s,ulpl = —EWs.ulel,  PuBYs.ulp] =0. (3.17)

If D does not have non trivial translation invariant eigenfunctionals with eigenvalue —1 then
E®)s_,[¢] = 0 in which case, as recognised by Delamotte et al [7], the theory is conformally
invariant.



3.1 Examples of Local Primary Operators

Although finding conformal primary operators and their associated scaling dimensions by
solving, for the representations (3.1) and (3.2), (2.4) becomes a non trivial functional eigen-
value problem assuming O[p; x| is quasi-local in the sense of depending on ¢ at points in
the neighbourhood of x. For a few special cases the operators are simply given in terms of
S,. From (3.10) it is easy to see that

) J J
) =D —8,[po] — D9 Z g
5o 0 s lel =D oSl 5oLl
O po) d (-8 9
(5g0E s, ule] = K, &pS* (o] — K ”&DS* (], (3.18)
as well as from (3.3)
) 0 ) )
My 52501 = L2 Sulels - PugoSilel = 0ug2Silel- (3.19)
Hence so long as (3.12) are satisfied
<I>H—is[] (3.20)

is a quasi-local scalar conformal primary operator which has scaling dimension A = d — .

Furthermore if 5
Dy g] = ¢+H‘@S*[s0], (3.21)

then, using (3.18), ®, is a conformal primary operator with A =4,
s 5
Do, =D%d,, K, 0,=K9a,, (3.22)

so long as H(x,y) satisfies

DOH+HDO® =¢, KO, H+HK®, =F,, (3.23)
and we assume also
LiwH+HLw=0, 8,H+H,=0. (3.24)

This ensures that (3.3) implies

Mu®y = Lu®y,  Pud,=0,P,. (3.25)

The rotational and translation invariance constraint (3.24) is trivially satisfied so long
as H(z,y) = H(s), s = (x — y)?, and then (3.23) reduces to just

sH'(s)+H(s) = 3 G(s). (3.26)

10



The requirement that @, is quasi-local then necessitates that the solution H(s), should fall
off rapidly for large s, or H(p?) is regular as p> — 0. This condition may be achieved by
taking

2

_ 1 > 6—1 /(2 1 P la_s-1 4
Writing
H(s) = =k Gs(s) +G(s), (3.28)
then from the integral representation in (3.27) if G(u) is analytic at u =0
1 G™(0) 1 [ 1y s A
~ 2N g == gd=0- 2
9(8)8%021;)”!(64_”)3 , k 2/0d:1:m2 G(z), (3.29)

for G the n’th derivative. Since we assume G(u) > 0 then k > 0. We also assume here
that § < d so that the integral in (3.21) is non singular.

In quantum field theories local operators are determined modulo the equations of motion,
operators which vanish subject to the equations of motion of the theory are redundant. In
the framework described here redundant quasi-local operators Oy (z) are defined in terms
bilocal functionals v(x, %) which fall off rapidly for large (z — y)? and are of the form

5 5
szw'@&«—ﬂ}‘@7 (3.30)
-
=S« — —S« é
or Ope % = —(pe ). 35+ For operators of the form (3.30)
(Pu =000y = Op,p-,6-05,, (M = Lin)Oyp = Oryv—Lpio—vT s (3:31)
and also, using the explicit forms in (3.1), (3.2),
(D — D(A))O¢ = Opy—pB)y—y D), (ICH — K(A)“) Oy = O’Cu w_K(A)uw_w%(é)u . (3.32)

By virtue of (3.31), (3.32) the space of redundant operators {Oy} forms an invariant sub-
space under the action of the conformal generators. If ¢ is assumed to satisfy

Pu¢($7y) = (axu+ayu)¢(xay)7 M,uuw(x7y) = (Lxuu"i_Lyuu)w(a:vy)a (333)
then any such Oy satisfies P, Oy = 9,04, M, Oy = L, Oy and if
(D — DW)y — DO = (K, - K@),)p — p K, =0, (3.34)

for some choice of A then Oy is a redundant conformal primary local operator with scale
dimension A. Redundant conformal primaries do not belong to the spectrum of mutually
local conformal primaries in a CFT.

Quasi-local solutions of (3.34), as well as (3.33) may be obtained for any scalar primary
operator O satisfying (2.4) as well as (2.3) by taking

vole.y) = 6%z —y) O(). (3.35)
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In this case
O'(2) = O (#) = Oa) 5 Sulel = 5500, (3.36)

is a redundant conformal primary with Ao = Ap + d — 6. To verify this we use

DAo+d=0y () + () DO = (DL O(2)) 6%z — 1) |
Kot d=0) () + (a, y) KO = (K20), 0(x)) 6%z — ). (3.37)

As particular examples taking O =1, Ay = 0 gives @ while
'lﬂz(ill, y) = 5d($ - y) q)tp(x) ) (338)
generates a redundant marginal operator Z = Oy, as in (3.36)

0 b
5@ > o (e () —9(@). (3.39)

where ¢ is subtracted from ®s in the second term to remove the singular §%(0) contribution
otherwise resulting from the functional derivative. Z satisfies

Z(x) = Py()

DzZ=D9z, K, Z=K9, 7. (3.40)

From (2.4), for any quasi-local primary functional O[gp;z] = O(x) the corresponding
functional 1- O = [d O(z) satisfies

D1-O=(A-d)1-0, (3.41)

and
Ky1-0=2(A-d)1-X,-0, 1-XM-(9:/ddx:cu(9(:c). (3.42)

Hence from (3.40) 1-Z is an exact zero mode. In general for marginal operators with A = d
we may let S, — S, 4+ €1 - O for infinitesimal €. This deformation may in some cases be
integrated so that S, depends on a continuous parameter corresponding to a line of fixed
points.

3.2 Energy Momentum Tensor

The energy momentum tensor ©,, is a local conformal primary with A = d and spin two, in
terms of which the conformal generators can be constructed. Nevertheless in a general CFT
there is no general reason for a local energy momentum tensor to be present, as illustrated
by the example of generalised free fields constructed in terms of an elementary free scalar
¢ with dimension § # %(d — 2). Such mean field theories arise if the elementary theory
has long range interactions which violate the assumptions of a quasi-local underlying S..
Recently constructions for the energy momentum tensor in exact RG frameworks have been
described by Rosten [8] and Sonoda [9]. We extend such discussions to the framework of
functional representations for the conformal generators presented here using the redundant
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operator Z as well as a corresponding vector operator V,,. These play a similar role to
equation of motion operators E, E, introduced in perturbative treatments [18].

The redundant quasi-local vector operator is defined by
Vi =0y, Yy (x,y) = 5d(:r —y) 0, Py (z) . (3.43)
With this definition of )y,
D v (a,y) = DDy (2, ) + by (a,y) D,
]Cu ¢V,1/(x7 y) = Kx(d+1)u ¢V,u(x7 y) + /l/]V,l/ (x7 y) ?y((s)u +20 5;u/ (o («757 y) ) (3‘44)

so that
DV, =Dy, K, V, =KW vV, +256,, 7. (3.45)

For ©,, a conformal primary of scale dimension d, so that D©,, = D(d)@,w, Ko Ouw =
K (d)c,@w,, it follows that

d d
D9yO0,, = D'V9,0,,,  K.0,0, =K, 8,0,,+26,0,,. (3.46)
Comparison with (3.45) suggests the identifications [8, 9]
0,0 =—V,, Ou=—-02, (3.47)

although any expression for ©,,, has an inherent arbitrariness up to redundant contributions
so that
G,u,u ~ @,uy + b(s;u/ Z, (348)

for any b. Assuming (3.47) requires various consistency conditions. First we have

/ddx V, = /ddac Opip(x) 05,

dp(z)
4 5S, 05, B o T L
+/d Ty <5<p(:c) OG5y ™ Sty PV 590(3/)5*)
Y (3.49)

which follows from translation invariance of Sy in (3.3) and also from the antisymmetry of
Oy H(z,y) following from (3.24). In a similar fashion

/d% (x,Vy —x,V,) =0, (3.50)

since in the corresponding equation to (3.49) 0, — L,,¢, 0,1 — L,,H which vanishes
as a consequence of rotational invariance of Sy, as given by (3.3), and also (3.24) implies
L, M is antisymmetric. This condition is necessary for [ d%x O = [ d%z O,,. We may
also obtain

/ddx x, Vi, + 5/ddg; Z(z) = E¥, -0, (3.51)
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using now in (3.49) d,0 — (D®) —8)p, O, H — (D — §)H and, from (3.23), in (3.49)
DU — LG. This is consistent with (3.47), since [ d% 2,0,0,, + [ d%z ©,, = 0. Finally
we have, from (3.10b) and (3.23),

/ddas (= 22V, + 2z, 2,V,) + 26/ddx z, Z(z) = B, =0, (3.52)

which corresponds to the identity [ d%x (—220,0,, + 22,1, 0,0,,) + 2 [ d%z z,©,, = 0.

As a consequence of the above

T = / e 2,V, =T, (3.53)
is a marginal operator,

PoTu =DT =0,  MopTiy =600 Tow — o0 Tor = 00 Tpo + 00 Tup . (3.54)

There is in general no guarantee of the existence of a quasi-local conformal primary ©,,,
satisfying (3.47) but if valid, since V,,, Z are redundant operators, this is consistent with the
conservation and tracelessness of the energy momentum tensor in conformal field theories.

3.3 Multi-local Functionals

To extend the discussion of conformal primary operators to a prescription for determining
their correlation functions it is necessary to consider functionals depending on two or more
points.This is non trivial since the exact RG equation is second order in functional deriva-
tives. A related discussion is given in [10]. For the two point case (2.4) is extended for two
spinless operators to

Puéralp; x,y) = (0np + Oyp)Er2les 2, 9],
M 512[80 ) = (Lo + Lyw)Er2le; 2,y
D &slp;x,y) = ( (A1) —l—D AQ))612[Q07.'L' yl,
Ku&2lpsz,y) = (K, Az) ) €2l 9], (3.55)

with obvious generalisations for three or more points. Since D, K, involve second order
functional derivatives with the representation (3.1), (3.2) E12[p; ,y] # O1]p, z] O2[¢, y| but
locality is imposed by requiring 12 factorises for large separations so that

Eialp;z,y] = O1[p; 2] Ozl y] +o(s™XB1A2)) as s = (z—y)? 500,  (3.56)

assuming O, Oy are here conformal primary operators with scale dimensions A1, Ao. This
boundary conditions excludes the freedom to add trivial homogeneous solutions of (3.55)
for A1 = Ay and zero left hand side. However, if A1 = A, at short distances £12 has a
leading y-independent contribution such that we may define the correlator of O1, Oy by

Ealpsm,y] ~ — 6a8, = (O1(2) Oa(y)), @ ~y. (3.57)
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where the explicit form is determined by conformal identities (3.55) and of course the
restriction to A; = Ag in (3.57) depends on the special conformal identity arising from
K,y E12. The normalisation of &1 is determined by the large distance form in (3.56) although
of course the normalisation of 01,02 may be chosen at will. The short distance form in
(3.57) is extended in appendix B to a form equivalent to the operator product expansion so
that £12 in principle determines the coefficients which determine the overall scale of three
point functions (07 Oz O). It is of course crucial that for physical operators two point
functions are positive although this does not apply if they are redundant.

Exact results are also possible for any bilocal functional containing ®, since the confor-
mal identities are satisfied, using (3.59), by

J
Eo,0(@:y) = By(z) Oly) = H(@) - 520(), (3.58)
defining H(x) - % = [d% H((z - u)Q)%(u) with H given by (3.27). To verify (3.58) we use
) ) J
D, —|=pd-dH " _g@.q.
[ ’ 5@] R 7
) J d
I Ry G .
[’C“’ 5@] P (359

to evaluate the action of the conformal generators on %O. Here the bilocal functional S*(2)

is defined by
52

S lpsa,y] = Sp(x) op(y)

CAT (3.60)
From (3.18) this satisfies the identities
DS, = D=9 g2 L g PE-0) _ g . .52
K, 82 = Kd=9), 5@ 4 g@F ) _g@ . p .5 (3.61)

and since S is quasi-local then for large or small separations, when the G, F), terms in
(3.61) can be neglected,

S,y ~0 as s—o00, SPpa,yl~cGsl(s) as s—0. (3.62)
Multi-local operators are redundant if they can be expressed in the form (3.30). In this

case for two points the bilocal functional £ is determined in terms of ¥12(x, y; 2) and has
the form, with £y, (s 2, y] = Ey,, (2, ),

%

Eyppa(T,y) = /ddz (¢12($,y;z)(5250ii) — P1o(x, y; Z)(Sj(z)> . (3.63)

For this to satisfy (3.55) there are corresponding equations for 112 analogous to (3.33),
(3.34),

(D - DAY — Dy(AQ))iﬁlQ(CU, y; 2) = Y12(z,y; 2)$z(5) ;
(IC}L - Kx(Al)u - Ky(A2),u)ﬂ)12($a y; 2) = P12(z, y; Z)%z(é),u . (3.64)
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For O1 — & with A1 - d— 6 and Oy — O, Ay — A it is sufficient to take just

bano(r,yiz) = 8z — 2 Ofy) = sw(x,y):%(x)ow)—(ngmow). (3.65)

Taking O1 — Z,A1 — d as well as Oy — O, As — A the equations (3.64) for ¥z are
solved using (3.59), extending (3.38), if

vao(e,y:2) = 8%z — 2) (B,(2) Oy) - H(w) - 3-0(). (3.66)
In a similar fashion to (3.66) for the redundant vector operator defined in (3.43)
ol i) = 8a = 2)(2,0,(x) 00) - AHa) - T-OW). (367
(3.66) and (3.67) determine
Ezo(z,y) = Z(z) O(y) — N(z) O(y) ,
Evou(a,y) = Vu(2) O(y) = Vu(z) Oy) , (3.68)

where N, V, are local functional differential operators defined by

0 05k 0 05« 9 ) o
N =550+ ot M 5 5 @ et )
o 05 ) 0S. 9 0 o
Vu(x) = Opp(x) 5@ T Fola) O H(z) - 5ot O H(z) - 5o 5o ol O H(z) - 5
(3.69)

With the same arguments as used to obtain (3.49), (3.50), (3.51), (3.52)
/dd:(} (xuvy(x) — l’qu(x)) = Muy7 /ddx (-Tuvu(x) =+ (5./\[(.@)) =D,
/ A%z V() = Py, / d%z (= 2®Vyu(2) + 22,2,V (2) + 20 2,N () = K. (3.70)

(3.68) has no direct interpretation for arbitrary = but from (3.70), for O conformal primary
with scale dimension A, then using (3.70) as well as (3.49), (3.50), (3.51), (3.52)

/ A Evo(t,y) = — 8,,0(y),

/ddx (xugVO,V(x7 y) - l‘ugvo,p,(x» y)) = - Ly qu(y) )

/ddm (zv€vou(z,y) +6Ez0(x,y))

/ddm (—2%Evou(z,y) + 22,28 vo (T, y) + 20 2,820 (2,y)) = — K%,0@). (3.71)
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The results in (3.71) are as expected from conformal Ward identities with the identifications
(3.47). Implicitly in (3.71) O is spinless but the result extends easily to non zero spin. Up
to terms which vanish on integration on (3.71)

Evou(a,y) ~ = Vu()O(y) ~ 8,6z —y) Oly),
§Ez0(x.y) ~ — IN(2)O(y) ~ —(A = d) 8z — y) O(y) - (3.72)
If an energy momentum tensor satisfying (3.47) exists then €0, (x,y) of course requires

non contact contributions but, with the prescription (3.57), correlation functions involving
V., Z are just given by

)

Using (3.58) as well as (3.63), (3.65) we may obtain

Eo 0, =P —H-SP - H-H,
Eopp, = Pr®) — S H —ck1,
Eppoy = Pr®i — 82 (3.74)

vhere we take ®,(z) Py(y) — @, P, . In the result for Epy conformal identities allow an
arbitrary additional term proportional to I since DW= 47 ﬁ(é) =0, K (d_é)u I+1 %(‘% =
0. The resulting freedom in the expression for &g a0, [¢;x,y] can be used to ensure that
any 6%(z — y) contributions are absent. The coefficient of I in (3.74) ensures this by virtue
of (3.29), (3.62). In the absence of such singular contributions there is a well defined limit
y — z giving

Zlp;x] = Eapa, o5 4, 7], (3.75)

which is identical with (3.39). Using (3.29) and (3.62) as s — 0

o, (2, y) ~ k(1 —ck) Gs(s) = (Pp(z) Pp(y)) .
&qusR(x,y) ~ = cg5_1(8) = <(I)R(x) (I)R(y)> 5 (3'76)

with the correlation functions defined according to (3.57).

3.4 Variations in G, ¢

The function G, which plays the role of a cut off, introduced in the expressions for the
conformal generators D, K, (3.1), (3.2) with (3.5), (3.7) is to a large extent arbitrary. It
is crucial that physical results should be independent of the detailed form of G (previous
discussions may be found in [11] and more recently in [6]). However ¢ which also appears
in the conformal generators D, K, plays the role of a physical scaling dimension and should
not be freely variable.
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To discuss the freedom in G we first determine an expression for the variation in S,
dgSs, due to an infinitesimal change dG with § fixed. By considering the change in
EC)s  E®g_, given by (3.10a), (3.10b) this is determined by

Dng*+1-O¢:0, /Cudgs*—i-l'Od,u:O, (3.77)

where Oy is given by (3.30) with here, since dF), is given by (3.7),

1 95 d 1 95

= 2500 9C06)s  Vuley) = 5 50 @+ )udGs). (3.78)

To solve (3.77) it is sufficient by virtue of (3.32) to find a quasi-local A(x,y) such that
(D= DA —AD® 4 ¢ =0 and (K, — K@)\ — AK©), + 4, = 0. Making use of
DA (0(x) £(5)) + (0(2) £(s)) DY = (DL2)0()) (s)
= _ 2(’)(3:)(sf’(s) + 5f(3)) ,
K010, (0(@) £(5)) + (O(x) () KO = (K22, 0(a)) £(5)
— 2@+ 1), O@)(sS(5) + 0 f(5)) . (3.79)
05«

and taking A(z,y) = 0 (s) the equations for A then reduce to just a single equation for

f(s) in terms of dG(s) so that, for O, the redundant operator given by A,

55, 58, 6 B 1 68,
dH - ——dH-—5, |, Mz, y) = =
S " dp  Op " 590S) (@9) 2 dp(m)

with dH determined in terms of dG by (3.27).

1
dgS, =1-05 = <

5 dH(s), (3.80)

To show that the spectrum of non redundant quasi-local operators is invariant under
smooth changes in G we consider the variation of the eigenvalue equations for a quasi-local
conformal primary scalar operator O of scale dimension A,!

(D-DB)OA=0, (K,—K"B),)0r=0. (3.81)

Under a variation dG then D — D +dgD, K, — K, + dgK,, which are determined in the
representations (3.1), (3.2) by using (3.80) and (3.7). To verify that A is invariant we first

show that taking -

1, 9 5
_ AH 25, . 82
d10a =5 05 5 - 58 (3.82)

then
(D~ DN d10OA +dDOA = Oy, (K — K®),)d10a +deK, Oa = Oy, . (3.83)

for Oy, Oy, redundant operators determined by x(z,y), Xu(z,y) linear in dG. The action
of D— D®) K, — K4, on d;Oa may be calculated using (3.81) and (3.59) with S.?) as
in (3.60). This is sufficient to show that (3.83) are satisfied for

= —
1, & 1,9
x=50a5 (dG+G-SP-dH), x.= 205, (dF, + F,-S® - dH). (3.84)

!This discussion is an adaptation of that given in appendix A of [12].
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Using (3.59) we may solve

(D-D@)e =D = —x, (K- K@)~ KD = —xu,  (385)
» L%
and hence

5S*d 0 15d 0

= - D D= . . ) L
dgOa = d10a + O¢ Oa, 50 5o 290 5o’

(3.87)
ensures that Oa + dgOa solves the eigenvalue equations (3.81) perturbed to first order in
dG for fixed A. This shows that A is invariant under small changes in G. However we need
to restrict the variations in G to satisfy

/ du w’1dG(u) = 0, (3.88)
0

so that, from (3.27), dH(s) is not singular as s — 0. This ensures in (3.28) dgk = 0.

For an infinitesimal change in ¢, dd, then Si[p] — Si[¢] + dsS«[p] is determined from
(3.12) by

J

)
d5<p-@5*[<,0] +DdsS[e] =0, décp-Xu-@

Silep] + K dsSile] = 0. (3.89)
Assuming {Oa[p;z]} form a basis of quasi-local functionals then D, K, have non trivial
cokernels spanned by 1- 7, 1- X, - Z as a consequence of (3.41), (3.42). Hence (3.89) are
not soluble in general.?

4 Transformation to First Order Generators

With the representation of the conformal generators provided by (3.1) and (3.2) the con-
struction of quasi-local conformal primary operators O[y; x| satisfying (2.4) becomes a non
trivial eigenvalue problem determining the spectrum of conformal primary operators and
their scale dimensions A. Here we describe how to obtain the conformally covariant con-
formal correlation functions for these operators.

The form of the conformal generators can be reduced to first order functional differential
operators by considering a non invertible transformation O[¢] — P]g]. For this purpose we
require a symmetric kernel G(z,y) such that

5 6 5 P P
@y,. 2 9 .0 __9% . 2
[D 7 50 b 5@] dep “ dp’
5 6 5 B 5
KO . ~ . ¢g. | =_ " .F . _ 4.1
[ WP 50 b g 5@] s M b’ (4.1)

2A similar argument is given in [13].
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as well as [ﬁmp : %, % G- %] = [LW,QD . %, % -G %] = 0. (4.1) requires
DWG+GDY =a, K¥,G+GK", =F,, (4.2)

which are identical to (3.23). For G(z,y) = G(s), s = (x — y)? then both equations (4.2)
are satisfied, for F}, given by (3.7), if G(s) is determined by an identical equation to (3.26).
However we now require that G has a form which is regularised at short distances, x — v,
so that the necessary solution becomes

1
- 2g0

/S duw’'G(u), G(p*) = L /Oodx w%d*‘sflé(:v). (4.3)
0 p2

G(s) 2(p2)%d_5

G(s),H(s) are related as in (3.28) which demonstrates that G(s) is regular as s — 0. For

applications below we make extensive use of exp (%% G- %) so that G is required to define

a positive definite kernel, or that G(p?) > 0.

It follows from (4.1) that exp (% G- %) satisfies

0 195.538 16 g6 1) 16 )
©),. 2 5 'g'a — 5 'g‘s ©,,. 2 -2 . R
D™ dp crir = VJ(D v do 2 dp ¢ (5@)’

K", 0235955 (e‘S*M 0[50]) Y (e_s*[w]( — EDg_,[¢] O[] +’Cu0[¢])> . (4.5)

T — o3 55 955 o—Sily] (4.6)

then we must have
DF Tlp] = KT, T[] = 0. (4.7)

For any primary operator O we then determine the transformation O — Py by
Poly] = T e3 393 (=5l O[] (48)
By construction 1 — 1. As a consequence of this definition, assuming (2.4),
DF Polp; 2] = DD Po|p; 2], KE, Polp; 2] = KB, Polp; 2] . (4.9)
The scale invariance equations can be integrated for Pp to give
Polpx, ha] = A2 Polpia],  pa(a) = X oA 1a), (4.10)
and inversions acting on Po can be defined by

Polp;z] = (¢%)2 Polp;x/a’] = Polp,2],  @lz) = («%)p(a/2?). (4.11)
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For any redundant operator O of the form (3.30)

5 5
P@¢:—P¢-@T—P¢-@. (4.12)

Unlike (2.4), subject to O[p;z| being constructed from ¢ an essentially local form,
equations (4.9) no longer determine A, since the locality constraint is hidden in Polp; x].

The functional operator 62 5955 acting on e~ >* has a perturbative expansion that is
expressible in terms of Feynman graphs with vertices determined by the expansion of S,
lines represented by G. For this to generate finite Feynman integrals G is required to be
such that no short distance singularities are generated This requires that G(s) should not
be singular as s — 0, or the Fourier transform G (p?) should vanish rapldly for large p?.

This is satisfied by the solution given in (4.3). It is also crucial that e? 5o 0 597 for positive
definite G, acting on general non polynomial functionals is not invertible. The definition
(4.8) shows that Po|p;x] is not a quasi-local functional depending on ¢ restricted to the
neighbourhood of x.

In the subsequent treatment T[¢]| given by (4.6) and also Polp; x| given by (4.8) are
assumed to be analytic functionals of ¢ in the vicinity of ¢ = 0 in the sense that they
are expressible in terms of an expansion in terms of multinomials in ¢. Hence with the

definition Gs(x) = [d% Gs((x — u)?) 5@% 7
(plar).opln)) =TT Goton)- 2 Tl (4.13)
r=1 5SO $=0
defines a conformally covariant correlation function.
Using in (4.8)
pe2is Tas = e235 935 (so G- 5) (4.14)
dep
and also (3.28) we may obtain from (3.20), (3.21)
5 5
Paple] = *@T[w] , o Palpl=0+kGs- @TM - (4.15)
Using now (4.12) for vz, ¢y, given by (3.38), (3.43)
0
PZ(‘T) = Pq’«p (13) 'P@R(JJ) - 5g0(56) P‘I)w (‘T) )
)
PVJ/(:U) = &,Pcpw (ZL‘) P(I)R(IE) — maypq:.v (Iﬂ) . (416)

If an energy momentum tensor exists then (3.47) extends to Pz, Py, and Pe .

The transformation defined by (4.8) may be extended to the bilocal functional £12[¢; x, Y]
by writing

190 .0 _
e Tl ez 3579735 (e Selel Slz[w;w,y]) = Pilp; x] Palo; y] + Frales z, ], (4.17)
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where P; = Pp,, i = 1,2. The conformal generators after the transformation O — Po are
now first order functional differential operators as in (2.6), (2.7). In consequence P; Py and
Fi2, which represent disconnected and connected two point functionals, separately satisfy
homogeneous conformal identities so in particular

DF Fual;z,y] = (D2 + D,42)) Fialgs 9],
KE, Fiolpyz,y] = (K20, 4+ K, 22,) Fiolp; o, 9] (4.18)
As a consequence, for general operators O1, Oy, we may therefore define for arbitrary z,y
(O1(2) Oa2(y)) = Fi2[05 2, 9], (4.19)

since (4.18) ensures that this is conformally covariant. Since G(s) is regular for small s this
matches (3.57). In a similar fashion the corresponding one point functions

(O(z)) =Pl0;2z] =0 if A>0, (4.20)
necessarily vanish except for the identity operator.

As particular examples from (3.58)

0
Fo,0(x,y) = kGs(z) - @7’0(3/) : (4.21)
and from (3.66), (3.67)
.FZO(357y) = _N(:C) PO(y)v ]:VO,I/(xvy) = _)}V(x) P@(y)’ (422)
where N, V, are the functional differential operators
- 4]
@) = e(o) 5
oT 0 oT 6 0 )
+ 5o() kGs(z) - 50 +kGs(z) - 5o dp(r) mkﬁgé(fﬁ') 55
. 1)
Vu(z) = 5#(@@
oT 1) I A} ) 0

Just as in (3.70) V,, A\ can be integrated using (2.20) to give the conformal generators in
the representation (2.6), (2.7) and (3.71) holds for & — F.

Applying the transformation (4.17) to (3.74), and using (4.14), we may also obtain
Fo,0, =k Gs T® -Gs+kGs, Fopo,=kT? -Gs—ckl, Fopo,=T", (4.24)

for
2
T [p;z,y] = &p(azf&p(y} T[] (4.25)
From (3.62)
TON0;2,y) = —cGs '(s), (4.26)

so that (4.19) with (4.24) give identical results to (3.76).
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5 Functional Integrals

Determining T'[¢] as in (4.6) is tantamount to a full solution of the theory. Equivalently it
may be written as a functional integral [5, 6]

(Tl _ /d[f] N R (5.1)
Correspondingly from (4.8)
Pole] = e~ /d[f] Olp+ flema /970 =Sl (5.2)

Although S, [p] and O[g] are required to be quasi-local ¢ - G~1 - ¢ is not for § # do.

The prescription (4.19) with (4.17) and (4.20) is therefore equivalent to the functional
integral representation

(O1(z) Oa(y)) :/dM e 29 9o Sl gylpim ) (5.3)

assuming the normalisation of d[¢] is chosen so that T'[0] = 0 and (1) = 1. The conformal
Ward identities for the two point function may also be obtained directly from the functional
integral expression (5.3).

To this end we note that, with the representation (3.1) and (3.2) for the generators of
scale and special conformal transformations D, K, by functional integration by parts, for
any functional Oly],

[ diglemie oS D0l = [[alglemie e e efgl ol
/ dlg]e 3 57 =S K, O[] = / digle e 9705, [0, (5.4)

where

elel = —Lp- (671G -G = DG _ g D). 4 EO) (o] + Ltr(G - @),
el = -3 (G- F, g7 — K479, g1 g—l?(d—&)ﬂ) .
+ E(a)s*l‘[@] + %tr(g_l F), (5.5)

with E@g  E@)g (] given in (3.10). Crucially

by virtue of

K=, g7 + Q_l?(d_é)u =-G¢ 1 F-g, (5.7)



which follow from (4.2), and assuming S, is constrained by (3.12) with C = —$tr(G~- G),
C,=—3tr(G71- F).

Using (5.4) with (5.6) for O — &2 ensures that applying (3.55) to (5.3) leads directly
to the conformal identities
(Dx(Al) + Dy(A2))<Ol($) OQ(y)> = 07
(KA1, + K(82),) (01(z) O2(y)) = 0. (5.8)

As x — y the ¢-independent boundary condition (3.57) ensures that the two point function
given by the functional integral (5.3) is identical with the result in (3.57).

6 Gaussian Solution

Although essentially trivial and corresponding to free fields considering a Gaussian S¢,
quadratic in ¢, provides an illustration of the general formalism. For this case

SClel=30-Z-p+aV, (6.1)

where « is independent of ¢ and, for a spatial cut off, V is the overall volume. For our
purposes the constant term can be neglected. Rotational and translation invariance, (3.3),
are satisfied if Z(z,y) — Z(s) for s = (z — y)?. Imposing (3.12) leads to the conditions on
Z

DN zyzpld_z.G. 2,
K@, z12zK0@9 —z.p, .z, (6.2)

These equations can be rewritten as
POzl 21O = g, K©,z11 21K, = _F, (6.3)

which are the same, up to a sign, as (3.23) or (4.2). In this case we have a general solution,
arbitrary up to solutions of the homogeneous equation (2.20),

Zl=2G—-H=%Gs—-G, t=z2+k. (6.4)

z # 0 is restricted so that S&[p)] is a positive definite quadratic form without singularities.
Otherwise z is arbitrary and parameterises a line of equivalent Gaussian fixed points. At
large distances (6.4) gives

1
Z ~ ; g5_1 ) (65)

so that it is necessary that z > 0. Requiring S¢ to be quasi-local restricts G5! to be
proportional to I up to derivatives. This determines § = Jp as in (2.14) (other choices
[14] are possible but these lead to non physical theories) and then, with the conventions in
(2.22),

Gsy L = —0%I. (6.6)
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The short distance form of S,?) = Z is compatible with (3.62) with ¢ = 1/2.
For the Gaussian action (6.1), (3.20) and (3.21) give

Prlpl =29,  Pylp] =205 Prly]. (6.7)
When § = dy this gives —0?®, = z Pg. From (3.39), (3.43)
Z=Yo,0,.00 - Lo 20, v,=lom, 0,070 — —Lo,8,0% (6.8)
—waéézéozw ®> v—szwé(s:%sz p- V-

For 6 = dp (3.47) can be ‘solved’ [8] giving
d—2

1 1
@#V — ; <8H®§0 61/(1)@ — 5 (5/“/ (9)}1%0 0A¢<P — m(@uay - (5“1/ 82) (I)QQO)
1 1 2\ @2 1
= (= 20002, + 155 (400 = 8, %) 82) + 5 2, (69)

which is equivalent to (2.16) by virtue of (3.48).

The bilocal functionals ¢4, £ xe,,, Eopey are also simply obtained from (3.74)

Ep,0, = PPy —22Gs- Z-Gs+2G;,
Eopo, =Pr®, — 22 -Gs+ 2571,
Eppay = PROR — Z, (6.10)

since in (3.62) S\?) = Z. In the short distance limit (3.28) and (6.4) give, as in (3.76),

Eo,0,(,y) ~ 2k Gs(s),  Ermr(z,y) ~—27" G5 '(s). (6.11)

With (6.10) the functional integral (5.3) for (®,(x) ®,(y)) and (Pr(x) Pr(y)) is easily
evaluated in the Gaussian case assuming (6.1). With (6.7), (6.10) and using G~! + Z =
2G71.Gs- Z then

(@, 0,") = /d[SO] e300 D) 0 gy g
zk
=22Gs 2 (G +2) 2 G =205 2 Gs+205 = Us,
_ 1
(Ppr@g") = /d[go] e 20 T e gy o =2 (G2 22 =——G5'. (6.12)
z
These results are identical to (3.76) although locality here requires § = dy.

Applying the definition (4.6) to (6.1), with (6.4) and using (3.28), or evaluating the
functional integral in (5.1) by completing the square, gives, up to an additive constant,

TG[@]:—%90’(9-1-371)71'90:—%%@-9{1‘@. (6.13)
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This is conformally invariant. The transformation O — P given by (4.8), or the functional
integral (5.2), becomes in the Gaussian case [12]

1.8 (g-1yz)-1. 8
Polp] = e2 77 @257 0[] @=Z-1.G51p/2
— o236 9% o[zt g5t p/2], (6.14)
for
G=-2Gs+2%Gs-2-Gs. (6.15)

At short distances Z ~ G5!/ so that G (s) is not singular as s — 0 and

~

G(s) ~ % Gs(s) as s— o0. (6.16)

Hence in (6.14) the action of exp(} %- G- %) does not generate short distance divergencies.
For O — ®p, ®,, as in (6.7), then (6.14) gives Po,[p] = G5 ' - ¢/z and P, [¢] = .

For the Gaussian S¢ in (6.1) a basis of quasi-local scaling operators (’)Gmp, with scale
dimension A,, , = AF,, , given by (2.12), is given in terms of ®,,, constructed from ¢ and
its derivatives at the same point and given in part in (2.13), (2.15), by inverting (6.14)

158,55
OG L] = Ng®upl2Gs - Z 9], Ng®plp] =€ 25 95 @y, (0] (6.17)
In general exp(—% % - G- %) does not have a well defined action on functionals of ¢

for positive G but in (6.17) there is no problem since ®,, (] are polynomial in ¢ and
the expansion of the exponential truncates. In this case determining quasi-local OGmp is
equivalent to determining local ®,, , so long as 0 = dp. In this case

2o S¢=-11.0%,. (6.18)

7 Perturbative Expansion

Perturbative calculations around the Gaussian or free theory is the time honoured method
of deriving results for quantum field theories for weak coupling. For perturbations of a
free CF'T it is necessary that there should be a small parameter such that the perturbed
theory remains conformal. For theories involving just scalar fields this is provided by the
e-expansion which depends on the presence of non trivial RG fixed points for dimensions d
below the critical dimension above which mean field theory is valid. For a single scalar field
and taking d = 4 — ¢ there is just the Wilson Fisher fixed point. Results for scaling dimen-
sions or critical exponents were derived in the 1970’s using Wilsonian exact RG equations.
To first order in € extensive results using conformal symmetry were obtained in [15] and
much more recently the e-expansion was discussed in a CFT framework in [16]. Here we
describe how the e-expansion can be rederived using the functional respresentation of the
conformal generators discussed here. The final results are not new but we emphasise the
role of conformal symmetry and restrict to the theory at a CFT fixed point.
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To obtain a perturbative expansion it is convenient to recast the equations for S, (3.12)
with (3.10) by expanding about the Gaussian solution (6.1) in the form

Sulp) = 850l + S[Y - o). (7.1)
Assuming Y satisfies
pOY 1y DU _y.q.z,
KO,y + vy K@, —y.F, 2z, (7.2)

then (3.12) becomes ) ) . .
EWs=C,  EWs[p]=Cy, (7.3)

with E©)g, E(‘S)gu as in (3.10) with G — G, F, — F#, S — S where
G=v.-¢-y',  E,=Y-F,-vT", (7.4)
and C, CO’M independent of ¢ and (7.2) ensures that G, ﬁu satisfy (3.11). (3.14). Also
%

%
requiring L, Y +Y L, = 0,0, Y +Y 0, = 0 ensures the corresponding equations to (3.4),
(3.6). To solve (7.2) as well as the other constraints we may take

Y=)\Gs 2, (7.5)
for arbitrary A which gives using (6.2)
G=XGs-2-G-2-Gs, F,=XGs-Z-F,-Z-Gs. (7.6)
Under variations in G, dgS[y] is given by (3.80) with d# — dH =Y -dH - V7.

Writing
Olp;a] = OY - p;a], (7.7)

tbe eigenvalue equations for conformal primary operators (2.4) have an identical form for
Olp: 2] - o . :
DOlp;z] = DMOfp;a], K, Olpsa] = K&, 0[p;a], (7.8)

where D, loCu which are identical in form to (3.1), (3.2) for S, — S and G — G, F,— 1‘%’“.

For any V[p] such that
DIV[g] = KLV [e] =0, (7.9)

with D KCE, the free field generators given in (2.7), (7.3) may be solved iteratively giving
a perturbation expansion for S of the form
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for

[ I

Vig] = NsVip] = e 2395 V). (7.11)

Here 7—2, Q are defined as solutions of
DOH+HDD =G, KO, 1KY, —F,,
DOG1¢DO =G, KO, 616K, = E,. (7.12)

Although the equations are identical the solutions are different since H(s) is required to fall
off for large s, to ensure S is quasi-local, while G(s) is regular as s — 0, which is necessary
for V[p] to be well defined. It is useful to note that

§ 168 - 6§\ _
DOy, — 2 .
< b 24p ¢ 5<P>V[¢] ‘

§ 16 - §6\¢ _
(P
<K 0 55 20p F, &p)V[QS] e

N

393 (DFV[g])

Qq‘o'

i o
dp

N

e (KEV[g)) . (7.13)

Expanding the exponentials in (7.10) the functional derivatives 53, 35 act to the left,
right just on the adjacent V[ | and of course the trace is invariant under cyclic permuta-
tion. This generates the usual perturbative expansion for —S in terms of connected graphs
with vertices determined by V[p]. The result given in (7.10) and (7.11) corresponds to
summing over all lines linking different vertices with propagator —7{ and the same vertex
with propagator -G.

Using (6.2) and (7.4) solutions of (7.12) with the relevant boundary conditions are given
by
H=X(Gs-Z-Gs—Gs/z), G=X(Gs5-2-Gs—Gs/2) . (7.14)

Defining, as in (4.6),
TIe = 2357955 ¢=Slel (7.15)

then 7" has an expansion

5 S5 5.8 5 5.5
- %tr< (¢35 %% — 1) Vig] (3 9% — 1) Vig] (7 %% —1) VM)
+0(VY, (7.16)
3Note that
S =1 V] 4§ Vigle % % g
— Lar( e Vigle e T Vg e i R V) + 0(VY),
and if d is a differential operator obeying the usual Leibnitz rules then e2V(fg) = f eﬁdg and also

e . " .
efd2(fgh) = tr(eddfeddgeddh) for f = e%dzf and similarly for g, h.
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for

N2

Gs=G-MH=kGs, k (7.17)

22
It is easy to verify that 7" satisfies the conformal identities (4.7) assuming (7.9). Of course,
since Gs(s) o< 57, T[] is a very non local functional.

A similar formal perturbative expansion gives solutions of (7.8) for A = Af), , starting
from solutions of (2.12),

St

. . . g8 .
On,p[@] = (I)n,p[‘P] -V i — 1) (I)n,p[‘:o]

ol (e~

5

+ V] (73 %5 —1) V] (e 5 5 — 1) Syl

LV (e 1) b plie] (7 1) Vg

+ 3 (et 1) V] (e 578 — 1) V] (e 7 ™8 — 1) Pnple] )
+0(V?3). (7.18)

However this discussion is of course over simplified. The Gaussian solution dictates
6 = 6. In the perturbative expansion we then take

§=0+3n=23d-2+n), (7.19)
so that n plays the role of an anomalous dimension. Assuming now Y satisfies (7.2) for

d = ¢ then (7.3) is modified to

o : 5 - 1 .
E®)y— C = —%ns@-ﬁs[w]—%npé’%-z L%,

o o o 5 o 1 — —
B [p] — C,\ = —nw-Xu-QS[w]—%npa%-(XH-Z Y+ 271 X,) 0%, (7.20)

X,=Y X, Yl (7.21)
From (7.4) and (3.7) Fj, = X,,- G + G - X,T. We also have from (7.8)

- o J o
(D — D)0, 2] = — Ine- 5o Onplp; 2],
£, — KB VO, o] = ¢ 00 o
( n ’ u) n,p[% 33] = —ne: Xu : @ On,p[% x] ) (7'22)

with § = &g in D, K,,.

It is also essential to adapt the discussion above to take account that the perturbation
is slightly relevant rather than exactly marginal as in (7.9) which was assumed in obtaining
the solution (7.10). In d = 4 — ¢ dimensions we take

Vipl = g1-®u0+ind%p- K- 0%p, Dy = ?, (7.23)
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so that, from (3.41), (3.42), with 6 = do,
DFVIpl = —egl-®yg—indp- (D(5°) K+ 53(50)) 0%,
KEVipl = —2eg1- X, - @y — n % - (K(JU)# K+ K%(do)u) 0%, (7.24)

The resulting additional terms in the equations for S are then cancelled against contributions
resulting from the need to regularise short distance singularities arising from the singular
behaviour of products of H(s) as s — 0, which would otherwise generate poles in € in
(7.10). The cancellation determines g,7n as an expansion in positive powers of ¢, and also
K, 50 as to solve (7.20) order by order in e where, to leading order, g = O(g), n = O(g?) =
O(e?). Similarly in (7.22) the corresponding contributions generate corrections to the scale
dimension so that A, , = A, , + O(e).

To lowest order the short distance singularities for d = 4 — ¢ are reflected by simple
poles in € and arise from

1 oo 1 2
!; n ~ —0p () n I 3 Op — 9 >— 2 . '2
%0 € (9%) (1672)n=1 (n —1)!2 " (7.25)

Although ’H(s) falls off rapidly for large s for small s it is proportional to Gs, (s) it may be
expressed in the same form as (3.28) for k — k, G — G with G(s) having a similar expansion
0 (3.29). Regularised products of #(s) may then be defined by

R(-H)" = (-H)" - E En: (:) Ko (=G)" ™ (0*) 72T, n=23,..., (7.26)
which cancels all poles in € due to short distance singularities. Using
D(rég)(aQ)T—2I n (62)r—215(r50) — —e(r— 1)(82)’"_21,
KTo) (9?21 + (82)7"_21?(”50)# = —c(r—1)(X, (0H)" 2+ (0H) %1 - X,), (7.27)
and (7.12)
DMOIR(—H)" + R(—H)" D) 4 nR(—H)"'C
n—2

n n ° °
— r—1 ]{iTO'T -G n—r 82 r—2I: P 62 T
> tr= () o9 @ = 3 s )
K (%) R(—72)"+R(—7%)n%(”50)u+n7€(—ﬁ)n_lﬁu

3 =

827" 2I+(82)r 2] X)

> (r—1) <:f> o, (—

Using the expansion (3.29) for G — g, G — G the coefficients pn,r are determined from
sP(0%)96% o (0%)17P5¢ for p < q, sP(0?)26% = 0 for p > q. Hence

Pnn—2 = ]%n (TZ - 1)Un > Pnn—3 = _l::niln(n - 2) On-1 gD(O) )
Pnn—4 = ]%an%n(n - 1)(” - 3) On—2 go(o)2
— k" 2n(n — 2)(n — 3)(2(n — 4) + d) 0,1 G'(0).  (7.29)

(X
i ()T + (0H)'T - X,). (7.28)
r=0
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To lowest order we extend (7.23) by following (7.10) to

Slg] = g1 dup+ 10 0% k- 020 — Lg?1 bugR(e 3 M5 1)1 dyg
+ O(V?3) 4 const. (7.30)
with
s 16(0)-25 5\ 2
Byg=c 270t = o' —6G(0) p® +3G(0). (7.31)

In (7.30) R is necessary, and is defined according to (7.26), after the action of the functional
derivatives on 1 - ®, ¢ since this is a purely local functional of . Only the first four terms
in the expansion of the exponential are now relevant. Using (7.28) for n = 2,3 with (7.30)

E®s = —ecg1. &D470 —1n - (D(‘SO) K+ /{5(60)) 0%
+%92(%020&>40 ‘1340 + £ 030 Pag” Pag” + &3y Pag” - 02 Pug”)
+eg’1- <I>40R(e WH&P—l)l <I>4o+O(V3)+const
E(‘So)guz —QSgl-Xu-<I>4’O—§n82cp'( (‘50”/&—1—&%(50 )'82
+92(%02,0‘i>4,0"'Xu'fi)4,o”+%p3,o Pug” - Xy Pyg”
+ L p31 0" X, - 070y d")

CHD 1)1 ) <i)47o + O(V?) + const. . (7.32)

+26¢%1- X, PsoR(e”
For cancellation of the non derivative terms to O(g?) we must take
eg®ao =13 (3 p20(Pad)? + L pso(Pagd”)?) +const. = 36prog=-c, (7.33)
where, since p3 g = —3G(0) pa.o, this also ensures cancellation of G(0)y? terms.

For the derivative terms

0 (D) i+ 5 D)) 496 p31 g% Gsy = 1~ )\2 z 1 (7.34)
ifpS 1 2 2 g?
— ; =24 ==, .
n =96 P20 (P2,09) (p209)" = ¢ (7.35)

To determine corrections to the scale dimensions A, o we extend (7.18) for the non
derivative local operators O, o[e; z] at this order to

5 S s 5 2
Ono = ‘I)no+7"1)n 22—9g1- ‘134073( 20 e — 1)@y 0+ O(g7), (7.36)
where, with definitions in (2.13),
0 _lg”(o)i o 194 5.6
(I)n,Oze 2 3¢2g0n, <I>n,2:e 29p 5*”‘13 :78 goq)n 10+2dg( ) n—2,0 - (737)

With these expressions and using (7.29)
(f) — D(AF"’O))(’Q)R 0— €T (i)n 2,2
= (3 P20 Pad Png’ + & P30 Pag” Pud” + 2 pa0 Pag” rg” + L p31 07 Pug” Pug”)
~1&0 0% 0 o o
— %m,oge 2900) 52 (@470// c1)717()//) + 431 9(82(,0(1)”70”/ 92 QI(O) (I)Z/,/O)
=6n(n—1)p20yg &)n,o —4dn(n—1)(n—2)p31 9 &)n_g,g ) (7.38)

31



Hence we must have to first order in e
Almo =6n(n—1)p09 = én(n —1)e, (7.39)

and also 7 is determined to cancel the <i>n_272 terms.

7.1 Higher Order Corrections

At the next order it is necessary to add the contributions to S corresponding to the second
and third lines in (7.10) where, after the action of the functional derivatives, it is crucial
as before to introduce regularised products of H’s to avoid poles in €. For contributions
proportional to ¢*, not involving derivatives, it is sufficient to use just

R(ﬁ(sxy)z H(SM) H(SyZ)) = R(ﬁ(sx'y)z) H(SzZ) 7'D[(SyZ) + 72(1 - %5) /)2,02 Oy Ouz »

2¢e
. . 1
R(%(Sxy)z) = H(Smy)2 - g £2,0 5a:y s (7.40)

along with R(?f[(sxy)pﬁ(syz)q) = R(?j[(sxy)p) R(?j[(syz)q). In (7.40) and subsequently we
use the notation sz = (z — y)?, 64y = 0%(x — y), etc. The necessary subtractions in (7.40)
may be derived from an analysis of the short distance € poles present in the products

gég (Szty)2 g60 (sz) g(SO (Syz) '4
With the regularised expressions in (7.40) we may straightforwardly obtain
(DI(B&)) + Dy(350) + Dz(260))7€(7:[(8$y)2 H(sz) ﬁ(syz))
— 2G(80y) H(Say) H(s2) Hisys) — R(H(52y)%) (G(502) H(sy2) + H(s22) G(sy2))
= P20 6%/ R(/H(S:L‘Z)Q) + % /02,02 5zy 6xz y (7.41)

which extends

o o

(D) 4 DyPONVR(H (52)%) — 2 C(52y) H(52y) = 2,0 Oy

used previously. Hence requiring the O(¢*) terms in E00)s to satisfy (7.20) now gives to
this order

—e+36p209—6(12p20g)* =21 = 36pog=c+ %—; e2. (7.42)

“The relevant result is derived in appendix C of [17].
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A Alternative Representations of Conformal Generators

The form for the generator of scale transformations (3.1) and the corresponding consistency
relation (3.10a) are essentially of the form at a fixed point of the exact RG equations due
to Wilson and later Polchinski. There are various related equations. These are equivalent
by allowing transformations of the form @(p) — ef (pz)gb(p) for some f(p?) analytic near
p? = 0. Such changes can be absorbed in a change of the cut off function G. There is also a
corresponding change in the D¢ term in (3.1), (3.10a). This can be removed by writing
S.[p] = Su[¢]+ 3 ¢-C-p and choosing C appropriately. In this case (3.10a) becomes a similar
equation for S, but in general has an extra term quadratic in ¢. Although the equations
given in the text have the virtue of simplicity we describe here some generalisations.

Such modifications may be obtained by adding an extra term to the functional differen-
tial expressions for the conformal generators D, K given by (3.1) and (3.2) of the form

R 5 . ]
D=D+y-g-—, ICM:/CM+QO-fu'%.

5 (A1)

where g, f,, are not required to be symmetric. Commutation relations with P,,, M, dictate

- =
L;LVfU+fULNV:_(5/.L0'fu+5l/0'f,u7 aufu+fyau:25uvg- <A2)

Closure of the conformal algebra for [75, I@u] now requires instead of just (3.11)

D(d_é)f,u + fuﬁ(é) - K(d_a)ug - g?(é),u —g- fu + fu g = fuv (A.Sa)
DOE, + F,D® - K® G- GK®, +g" F,+F,-g— fT-G—G-f,=F,. (A3b)

Imposing [/@u, IC,,] = 0 also gives more general equations

KO, fy 4 KO, — KOO, £, = £, KO, — - o+ fo fu=0, (A4a)
K(é)qu‘i‘Fy%(é)p_K(é)VFM_Fu?(é)y"i‘f/LT'Fy"‘rFu'fu_fVT'Fu_Fu'f/.L =0.
(A.4b)

There are also additional contributions arising from (A.1) so that in (3.12) it is necessary
to take Eg, [¢] = Eg,[¢] and Eg, u[¢] — Eg, u[p] where

. ) . 0
Eg.[¢] :ES*[@]‘F@'Q'@S*[(PL Es. ul#] :ES*M[SD]"‘SO'JCM'@S*[SOL (A.5)
A particular solution for g, f,, is obtained by taking
g:*g_l'Ga fu:*g_l'F,u,a (AG)

and using (5.7). With the choice (A.6) (A.2) follows from (3.4), (3.6) and the additional
g, fu terms in (A.3b) and (A.4b) vanish. It is also easy to verify (A.3a), (A.4a). The
solutions for G, F,, given by (3.5), (3.7) then remain valid while for G~ it is sufficient just
to solve (4.3). If we let

Sdel =Sdel +30-671 ¢, (A7)
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then D = D, l@u = K, if in the expressions (3.1) and (3.2) we let S, — S,. Furthermore
using (A.6)

Es ol = Es.[e] - 5t0(G-G7"),  Es.ulel = Es.ule] — g tr(Fu-G71), (A.8)

so that the conditions on S, are the same as those on S, without the additional terms in

(A.1).

As a variant we consider restricting 6 = dg as in (2 14) in which case the solution of

(4.3) is simple in terms of the Fourier transforms G (p?), G(p?) since

G(p?) = o G(p*) = —2K'(p?). (A.9)
We may also relax (A.6) by now taking
g=-G ' G+inl, fu=-G ' F,+nX,, (A.10)

for I, X, defined in (2.2), and 7 an arbitrary parameter. The additional terms in (A.10)
involving 7 satisfy (A.2) and also (A.3a),(A.3b) and (A.4a),(A.4b) still hold as a consequence
of X, G+G-X,=F, X, F,+F, X, =X, -F,+F,-X, and X, - X, = X, - X,,.
Assuming (A.10) and S,, S, related as in (A.7) then D = D, l@u = K, if now in (3.1) and
(3.2) we let S, — S, and assume (7.19). Instead of (A.8) there are now additional terms
quadratic in ¢,

Bs.lp) = Eslol+3ne-G ' o—3tr(G-G7),
Es,ulel = Es.ulel + 3ne- (X -G+ G671 X)) o — tr(Fu-G71). (A.11)
If » = 0 a solution is S, = 0.

Although the functional forms are somewhat different the functional representation of
the conformal group generators provided by (A.1) with (A.10) is equivalent to that given
in section 3. To demonstrate this it is sufficient in the above to rescale the fields where

) 0
p=Gs, -G L. =G5 -G — A12
©=0s5 -G - 5% Y 5o’ ( )
and correspondingly replace G, F), by G’, F u Where
G=0Gs5-G ' G-G ' Gs, Fu=Gs G Fi -GGy, (A.13)
satisfying (3.4) and (3.6), so that, with (A 9), é( %) = —2K'(p?)/K (p*)?. Applying (A.12)
and using DO & = (DO -GG ) £ KO- & = (KOp - F,-G71-9) - &
ensures
Es.[?] =Es.lpl+ 319G o —5tr(G-G7),
ES*M[Q] :ES*M[SO]‘f'%??QO' (Xu'gil*‘gil 'Xu) 'W_%tr(Fu'gil) ) (A.14)
for

S@l =Slpl+5¢-67" 0. (A.15)
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The associated eigenvalue equations determining exponents and local scaling operators are
also equivalent since D, KC,, are identical with the expressions (3.1) and (3.2) for S, given
by (A.15) and also for G — G.

With the representation (A.1), (A.10) we may also determine exact local scaling oper-
ators ®rlp], Pylp] with A = d — 6,6 for 0 given by (7.19). The results are identical to
those given in (3.20) and (3.21) for ¢ — ¢ and H — H, satisfying (3.23) for G — G and
F,—F,=Gs -G ' F,-G7'Gs, , where

i 1
dz K(x)

- p?
H(p?) = —(p2)5"‘1/ dz 272" . (A.16)
0

B Operator Product Expansion

The short distance expression (3.57) for the bilocal functional £12[p; x, y], defined by (3.55)
with the asympotic condition (3.56), can be extended in a form analogous to the operator
product expansion for the product O1(z) Os(y) for x ~ y. For O a local conformal primary
operator with scale dimension A, satisfying (2.3), (2.4),

12 €120
Erap;x,y] ~ SAL NV ﬁ C(x —y,0y) Olpsyl, (B.1)

solves (3.55) if the differential operator C(z — y, d,), which generates the contributions to
&12 of all descendants of O, satisfies the crucial equations

DOC(x —y,8,) + [DY,C(x —y,8,)] =0, (B.2)
and
A(:’U - y)# C(x - Y, 81/) + [Ky(A);u C(‘T - Y, ay)] + KI(O)/LC('I - Y, ay)
=2y, C(x —y,0y) S, (B.3)

with S, the appropriate spin matrix acting on O as in (1.7). Choosing a convenient
normalisation for C(z — y,d,), £12 then determines cj20/c12 which is independent of the
arbitrary normalisations of O1, Os.

(B.3) gives
(Lg v + Ly ) Clx, 1) = C(2,7) S (x-0p —1-0,)C(x,7) =0, (B.4)
with L, given by (1.6), as well as the second order equation
(—@yLaw +xu(r-0r+A)=2(r- 0, +A)Orp+ 1y 8T2) C(xz,r) =—=20,,C(z,7)Suw . (B.5)

(B.4) is equivalent to (B.2) as well as rotational invariance. As an expansion (B.5) with
(B.4) for scalar O gives

C’(a:,r)zl—i—%x.r—km(a:-rf—16(A+1)(A_%d+1)xr +..., (B6)
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assuming C(0,7) = 1.

Taking O = Oy = &, A} = Ay = Ag the expansion (B.1) can be extended to also
include the energy momentum tensor ©,4

Codp Cop0
Evalpizyl ~ 3o+ 3 —1x Clo—1,0))0lpiy]
S
Coo0

+ Ao ldi1 (= Y)al® —y)sOaslpsyl + ... . (B.7)
s 2

The coefficient cppe in (B.7) is constrained by Ward identities [4] so that

dAs cop
= — —_ B.8

As an illustration for @ = ¢, Ag = 6o, Opple;z,yl = @(x)p(y) then in (B.7) we
should take O = ¢? with A = 26y = d — 2 and cpe = 1/(d — 2), coo = d/(d — 1). Then
Cop0 =1, cppo = —% and it is easy to see that ©,4 is in accord with (2.16).
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