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a b s t r a c t

In many scientific and engineering problems the solidification of an alloy leads to a highly convoluted
crystalline matrix modeled as a thermodynamically controlled reactive porous medium called a mushy
layer. We analyze the interaction of an external shear flow with a solidifying mushy layer through a
corrugated mush–liquid interface. We find that the external flow can drive forced convective motions
within the mushy layer resulting in the formation of a pattern of dissolution and solidification features
transverse to the overall flow. Here we seek to lay bare the underlying processes through a systematic
comparison of matched asymptotic expansions and numerical solutions. The success of our modeling
effort draws substantially upon understanding gleaned from the fluid mechanics of boundary layers and
the theory ofmulti-component solidification. The results have a broad range of implications in geophysics
and materials science.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The solidification of multi-component alloys is prevalent in a
host of natural and industrial settings and gives rise to a striking
array of solid forms andmixed phase products. At the growth rates
typical of most environmental and industrial processes, the insta-
bility of a planar solid–liquid interface leads to a highly convoluted,
dendritic interface between the solid and the liquid. The material
that results is a reactive porous medium called a mushy layer in
which the crystalline array is bathed in a multicomponent fluid.
These systems are described by homogenizing conservation laws
on a length scale much larger than the inter-dendrite spacing but
much smaller than the size of the system [1].

Solidification of a mushy layer can be dramatically affected by
both natural and forcedmotionwithin the array of crystals and the
fluid from which it forms. Hence, mushy layers provide a rich set-
ting in which to study the coupling of fluid dynamics and phase
change. In particular, the form and structure of hydrodynamic
boundary layers is coupled to moving phase boundaries, providing
an ideal test bed for a number of general ideas including singular
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perturbation theory, matched asymptotic expansions, morpholog-
ical stability and pattern formation.

There are many environmental and industrial phenomena for
which the modeling approach we employ is applicable [1]. These
include the freezing of polar oceans [2], the growth of the inner
core of the Earth [3], and the structure of industrial materials [4].
In such circumstances intrinsic buoyancy induced flows and any
externally imposed, or forced, flows have an essential influence
on the growth process and the structure of the material. For ex-
ample, when polar oceans freeze the ice formed is nearly pure,
with the salt rejected forming a dense interstitial brine. This dense
interstitial brine is unstable to convective motion. Indeed, field
observations of warm sea ice in the presence of strong tidal cur-
rents (∼0.17 m s−1) show evidence for flow-induced desalination
events [5]. Moreover, sea ice can move rapidly relative to the un-
derlying ocean driving a shear flow [6,7] which can produce fluid
motion within the sea ice itself. In any mushy layer the constraint
of thermodynamic equilibrium results in phase change. Hence,
fluid motions, both natural and forced, have controlling influences
on the thermodynamic and mechanical properties of sea ice and
the concentration and temperature of the ocean underneath. Mo-
tivated by the freezing of pipes, Gilpin et al. [8] studied the influ-
ence of an external shear flow on the evolution of a thick layer of
ice. They observed an instability of the phase boundary in which a
travellingwave of amplitude∼1 cm andwavelength∼10 cm grew
over a time of order hours creating a large scale corrugation. Under
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conditions satisfying the laboratory constraints evidence for this
process was found in naturally occurring sea ice [9] and the as-
sociated increase in roughness influenced the heat flux across the
ocean–ice interface. Finally, given these and other general influ-
ences of fluid flows on the material properties of mushy layers it
is clear that the engineer may desire to tailor the properties of an
end product using controlled fluid flows [4].

The circumstances just described comprise a subset of those
that motivate the general study of the solidification of a binary
alloy in the presence of an externally applied shear flow. Here,
we examine the coupling between the external fluid and the
solidification process through a corrugated mush–liquid interface.
We begin by presenting the equations governing the evolution
of both the mushy layer and the external fluid with prescribed
far-field velocity, and review the constant growth rate steady
state. Perturbations to themush–liquid interface, which effectively
couples flow within the external fluid to the thermodynamics of a
solidifying mushy layer, are then considered using the following
idealized analysis. Recognizing that the permeability of the mushy
layer is typically small, we first consider the form of pressure
perturbations at the mush–liquid interface generated by shear
flow over the corrugated interface. The magnitude of pressure
perturbations can be found using a Frobenius series approach [10]
and is the result of the interaction between an outer inviscid
flow and an inner viscous sublayer which we examine using
matched asymptotics. These pressure perturbations drive a forced
mode of convection within the mushy layer, and in so doing
alter the local properties of the dendritic medium. We find
an analytic expression for the critical porous medium Rayleigh
number, which characterizes buoyant convection, as a function
of the magnitude of the external flow speed in the limit where
the latent heat released at the interface is large (characterized by
large dimensionless Stefan number). This prediction of the onset
and planform of the resultant local dissolution of the crystalline
mushy layer informs models of solidification in the natural and
technological settings discussed previously.

2. The governing equations

We model the solidification of a binary alloy coupled to an
externally applied shear flow through a corrugated mush–liquid
interface. While our study rests upon the framework and results
of several previous numerical and experimental studies of such
systems [10–13] in order to make this paper reasonably self
contained, we review the basis of the formulation and relevant
solutions of the system. This study is a reduced version of the
forced system investigated numerically by us previously [10].
The asymptotic analysis described here marries classical work
on the hydrodynamic stability of boundary layers [14] with the
convective instability of mushy layers [1].

We consider an ‘‘ideal’’ mushy layer, composed of crystals of
nearly pure solid grownat constant speedV into a uniformexternal
shear flow of far-field velocity U∞. In such ideal mushy layers the
temperature and concentration of the mushy layer are coupled
through the solutally dependent freezing point and any differences
in density, diffusivity and specific heat between the liquid and solid
are neglected (see reviews in [1,15]). Cooling the binary solution
from below results in a mushy layer in the region 0 < z < ζ
that is bounded from below by solid and above by a semi-infinite
liquid solution. The cold side, or in the geometry studied here
the base, of the mushy layer is at the eutectic temperature TE ,
the point at which a solid solution is formed. We note that these
models apply equally well to mushy layers grown from super-
and sub-eutectic concentrations, from above or from below. This
is especially important as the forced mode is always active, while
the presence of natural buoyant convection due to thermal or

compositional variations depends on bulk composition and the
orientation with respect to gravity [16]. Due to the large interfacial
surface area of the highly dendritic crystals comprising the mushy
layer, two phase coexistence is rapidly reached and hence local
thermodynamic equilibrium is assumed. Therefore, within the
mushy layer the temperature T is related to the super-eutectic
solute concentration C through a linear liquidus relationship;
TL(C) = TE + Γ (C − CE) where Γ is the slope of the liquidus
curve (constant over the range of relevance to our work) and CE is
the eutectic concentration. Far from themush–liquid interface, the
temperature in the overlying liquid tends to the far-field value T∞.
This is often the case in industrial settings where the application of
external flows may be used to tailor material properties [4], but is
unlikely to be satisfied over long periods in the growth of sea ice.

A principal motivation of our work concerns the mechanisms
controlling the patterns of solidification and dissolution within
the mushy layer which result from the confluence of buoyant and
forced fluid motion. It has been shown that convective motions
arising solely in the liquid due to the compositional boundary layer
generate negligible flow within the mushy layer and have only a
small effect on the morphology of the underlying material [10,15].
Thus, the essential mechanisms can be studied by neglecting
several effects; the thermal and compositional contributions to
buoyancy in the overlying liquid and the diffusion of solute within
the mushy layer and the overlying liquid.

The governing equations for a mushy layer exposed to a shear
flow were first developed by Feltham and Worster [11]. Here
we include the effects of buoyancy within the crystal matrix to
illustrate the progression frombuoyancy to shear driven instability
as the strength of the external flow is increased. Velocity, length,
time and pressure are scaled byV , κ/V , κ/V 2 andρV 2 respectively,
where κ is the thermal diffusivity, and ρ the reference density. We
make the Boussinesq approximation, that solid and liquid densities
are everywhere equal save where they multiply gravity. The non-
dimensional equations expressing conservation of heat and solute
within the mushy layer can be written as

(∂t − ∂z)(θ − Sφ)+ u · ∇θ = ∇
2θ and (1)

(∂t − ∂z)[(1 − φ)θ + Cφ] + u · ∇θ = 0. (2)

Here θ is the dimensionless temperature and concentration
defined by

θ =
T − TL(C0)

∆T
=

C − C0

∆C
, (3)

where∆T = TL(C0)− TE ,∆C = C0 − CE , φ is the volume fraction
and u is the fluid velocity field. Two central dimensionless
parameters characterize the thermodynamic properties of amushy
layer. The release of latent heat upon solidification is described by
the Stefan number

S =
L

c∆T
, (4)

where L is the latent heat of fusion and c is the specific heat
capacity. The rejection of solute is captured by the composition
ratio

C =
CS − C0

C0 − CE
, (5)

where CS is the concentration of the solid.
Importantly, the mushy layer is treated as a porous medium

using Darcy’s law,

u = −
Π0

Pr
∇p − Rmθ ẑ, (6)

written here in non-dimensional form where p is the dynamic
pressure, Pr = ν/κ is the Prandtl number which is the ratio of
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kinematic viscosity, ν, to thermal diffusivity, and the dimensional
average permeability of the mushy layer, Π̃0, is characterized by
the non-dimensional Darcy number

Π0 =
Π̃0

(κ/V )2
. (7)

In contrast to [11], the effects of both thermal and compositional
buoyancy are incorporated through a porous medium Rayleigh
number

Rm =
g(β − Γ α)∆CΠ̃0(κ/V )

κν
. (8)

Here g is the acceleration due to gravity, and α and β are
the thermal and solutal coefficients of expansion respectively.
In general, through the solid fraction, the permeability of the
mushy layer is anisotropic and depth dependent, but we simplify
the analysis substantially by considering a locally isotropic dimen-
sional permeability Π̃0 which is, to leading order, constant with
depth. The permeability used in the following theoretical analysis
is therefore best envisaged as a depth-averaged permeability.

Within the overlying liquid advection and diffusion of heat are
modeled by

(∂t − ∂z)θ + u · ∇θ = ∇
2θ, (9)

and flow within the incompressible liquid is governed by the
Navier–Stokes equations

(∂t − ∂z)u + u · ∇u = −∇p + Pr∇2u, (10)

with conservation of mass given as

∇ · u = 0. (11)

The following thermodynamic boundary conditions are im-
posed;

θ = −1 at (z = 0), (12a)
θ = 0, (12b)
φ = 0, (12c)

[θ ]ml = 0, (12d)

φS(1 + vn) = [n̂ · ∇θ ]ml at (z = ζ ), (12e)

and θ → θ∞ at (z → ∞). (12f)

Here θ∞ = [T∞ − TL(C0)]/∆T is the dimensionless far-field tem-
perature, n̂ is the unit normal pointing into the melt, vn is the nor-
mal growth velocity of the interface and [ ]

m
l denotes a jump in the

quantities across the mush–liquid interface. These boundary con-
ditions express the following physical concepts. The base of the
mushy layer is fixed at the eutectic temperature (12a) and, ow-
ing to the neglect of compositional diffusion within the liquid, the
mush–liquid interface is fixed at the liquidus temperature of the
bulk concentration (12b). The requirement of zero solid fraction
at the mush–liquid interface (12c) follows from the hypothesis
of marginal equilibrium [1,17]. We require continuity of both the
thermal field (12d) and conservation of thermal energy at the
mush–liquid interface (12e), commonly called the Stefan condi-
tion. Finally, the temperature in the overlying liquid asymptotes
to its far-field value (12f).

The boundary conditions on the fluid velocity are;

w = 0 at (z = 0), (13a)

[u · n̂]
m
l = 0, (13b)

[p]ml = 0, (13c)

[u × n̂]l = 0 at (z = ζ ), (13d)

and u → U∞x̂ at (z → ∞), (13e)

Fig. 1. Illustration of a shear flow over a mushy layer growing at constant rate V .
Flow is coupled through a perturbed mush–liquid interface indicated by the dotted
line. We depict the metallurgically relevant geometry of solidification from below,
but note that the analysis of solidification from above proceeds in an identical
manner.

where U∞ is the imposed far-field velocity. Condition (13a)
imposes vanishing velocity at the base of the mushy layer. At
the mush–liquid interface (13b) and (13c) express continuity of
mass flux and pressure respectively. In the limit of small mushy
layer permeability we use a no-slip condition at the mush–liquid
interface (13d) rather than the more general Beavers–Joseph
boundary condition [18]. Finally,we require the velocitywithin the
liquid to asymptote to its far-field value (13e).

2.1. Basic steady-state solution

The steady-state solution to this system was found by Feltham
andWorster [11] in the limitC ≫ 1, and is shown schematically in
Fig. 2. We denote this solution, describing a stagnant mushy layer
(um

0 = 0), by a subscript zero. The steady growth of themushy layer
produces an asymptotic suction profile in the overlying liquid

ul
0 = (ul

0, v
l
0, w

l
0)

= (U∞[1 − e−(z−ζ0)/Pr ], 0, 0), (14)

where the x̂ coordinate is orientedwith the flow as shown in Fig. 1.
The temperature in the overlying liquid decays to its far-field value,

θ l0 = θ∞[1 − e−(z−ζ0)], (15)

and the temperature and solid fraction of themushy layer are given
by

θm0 =
θ∞

Λ
[1 − e−Λ(z−ζ0)] and (16)

φm
0 = −

θm0

C
, (17)

where Λ = 1 + S/C. Finally, the depth of the mushy layer, as
determined by the Stefan condition (12e), is given by

ζ0 =
1
Λ

ln
[
1 +

Λ

θ∞

]
. (18)

3. Perturbations to forced flow in the liquid

Natural convective motions both within, and external to,
solidifying crystalline arrays are driven by gradients in the
temperature and concentration of the interstitial and ambient fluid
respectively. Here we focus on convective motions within the
mushy layer forced by an external shear flow interacting with a
corrugated mush–liquid interface. During the development of this
work we discovered that an external flow can have a pronounced
effect on the stability of these natural convective modes, and can
lead to new forced convectivemodeswhich arise from the coupling



Author's personal copy

J.A. Neufeld, J.S. Wettlaufer / Physica D 240 (2011) 140–149 143

Fig. 2. A schematic of the base-state thermal field θ and horizontal velocity u
within the overlying liquid, and the base-state thermal field θ , solid fraction φ and
horizontal velocity u within the mushy layer. The length scales of the thermal and
viscous boundary layers in the external liquid are indicated.

of the external flow and a corrugated mush–liquid interface. A
simple model of this coupling can be found by considering only
perturbations to the external fluid velocity in the overlying liquid,
neglecting variations in temperature and concentration. In this
limit, a standard normal mode analysis can be posed, and the
resultant equation governing perturbations to the flow field in the
liquid is a modified Orr–Sommerfeld equation of the form

[Pr(D2
− k2)+ D][D2

− k2]w1

= ikU∞[(1 − e−(z−ζ0)/Pr)(D2
− k2)− Pr−2e−(z−ζ0)/Pr ]w1, (19)

with boundary conditions

w1 = 0, Dw1 = ikζ1
U∞

Pr
, (z = ζ0) (20)

and w1 → 0, Dw1 → 0, (z → ∞) (21)

where D ≡ d/dz. The Orr–Sommerfeld problem (19) with bound-
ary conditions (20) and (21) has been previously solved numer-
ically using a Frobenius series method [12] which we review for
comparison with the asymptotic analysis performed here.

The problem is greatly simplified by first using the transforma-
tion s = e−(z−ζ0)/Pr andwriting α = kPr . Finally, we recognize that
a natural small parameter exists for this system, ϵ ≡ (iαU∞)

−1,
since the magnitude of the external shear flow can be much larger
than typical growth velocities, U∞ ≫ 1. The resulting transforma-
tion of (19) along with the associated boundary conditions were
solved using a Frobenius series of the form

w1 = λ1sr1
∞−
j=0

ajsj + λ2sr2
∞−
j=0

bjsj. (22)

The roots of the resultant indicial equation, which ensure that the
solution remains bounded as z → ∞ and s → 0, are given by

r1 = α and (23a)

r2 =
1
2
[1 −


1 + 4α(α + ϵ−1)], (23b)

Fig. 3. Real component of the pressure perturbation at the mush–liquid interface
for U∞ = 100 and Pr = 10. Note that the maximum pressure perturbation is
Re[p1] ≃ −121 at k ≃ 0.06 which corresponds to a negative pressure perturbation
at the peaks of the interfacial deflection. The inset shows the pressure perturbation
over the range k = [0, 1].

and coefficients aj and bj are obtained from the recurrence relation

[(j + r)2 − α2
][(j + r)2 − (j + r)− α2

− ϵ−1
]aj

= ϵ−1
[α2

+ 1 − (j + r − 1)2]aj−1, (24)

with a0 = b0 = 1. The constants λ1 and λ2 are then found by
applying the boundary conditions (20) on the perturbed mush–
liquid interface

λ1 =
−ϵ−1/Pr

∞∑
j=0
(r2 + j)aj − β

∞∑
j=0
(r4 + j)bj

and (25a)

λ2 = −βλ1, (25b)

with

β =

∞−
j=0

aj

 ∞−
j=0

bj. (26)

Thus, the solution to the perturbed velocities in the liquid allows
the pressure perturbation felt at the mush–liquid interface to be
evaluated as

p1 =
−(D2

s − α2)Dsw1 + D2
sw1

α2
, (27)

where Ds ≡ d/ds.
A typical example of the real component of the pressure per-

turbation is shown in Fig. 3 for U∞ = 100 and Pr = 10. However,
we neglect the imaginary component since this leads only to a
translation of the interface. We see that the maximal pressure per-
turbation occurs at k = 0.06. It is apparent that as k → ∞, Re
[p1] → 0−, and that as k → ∞, Re[p1] ∼ −kU2

∞
/Pr . This pressure

perturbation can be interpreted as a Bernoulli suction effect; shear
flow over the perturbed mush–liquid interface leads to negative
pressure perturbations at the peaks and positive pressure pertur-
bations at the troughs. We can couple these pressure perturbations
to the dynamics of the mushy layer to provide a quasi-analytical
approach to understanding the effect of an external flow on con-
vection in the mushy layer. Clearly, the large and small wavenum-
ber limits provide strong motivation for an analytic study of the
perturbed flow field within the liquid.

4. Matched asymptotic approach toperturbed flow in the liquid

Flow over an undulating, or corrugated, boundary has been
studied previously by a number of authors [19–21, e.g.,]. Benjamin
[19] used a perturbed coordinate system to calculate the normal
and tangential stresses on a corrugated boundary in the presence



Author's personal copy

144 J.A. Neufeld, J.S. Wettlaufer / Physica D 240 (2011) 140–149

of an applied flow. Charru et al. [20,21] extended this analysis
and found analytic solutions for the perturbed velocities associated
with Poiseuille flow over a corrugated boundary.

Many of these mathematical models bear a striking similarity
to related work on the hydrodynamic stability of shear flows,
as reviewed by Reid [22] and by Drazin and Reid [14] in their
comprehensive book. Of particular relevance to this analysis are
the studies of the hydrodynamic stability of the asymptotic suction
profile by Hughes and Reid [23], Hocking [24] and Lakin and
Reid [25].

Numerical solution of the full perturbation equations describ-
ing forced convection in the solidifyingmushy layer system reveals
that convection is forced only at large external velocities, U∞ ≫ 1.
We note that the small parameter ϵ, which is inversely propor-
tional to U∞, multiplies the highest derivative and is therefore
a singular perturbation. This results in the expected viscous bound-
ary layer at the mush–liquid interface. As is typical for this type
of system, an inner and an outer solution are found. The inner so-
lution describes the velocity perturbations in the inner boundary
layer where the effects of viscosity are strongly felt, and the outer
solution describes the region where, to leading order, the flow is
inviscid. These solutions are then matched in an intermediate re-
gion and it is these matched solutions that are used to derive the
pressure perturbations at the mush–liquid boundary.

4.1. Outer solution

We first examine the outer approximations to the Orr–
Sommerfeld equation developed along standard lines [14]. These
can be characterized as a set of outer ‘inviscid’ solutions which
can be readily obtained from an expansion of w1 in ϵ. The second
of these, termed the outer ‘viscous’ solution is sought within the
framework of a WKB approximation [26].

4.1.1. Outer ‘inviscid’ solution
Following the analysis developed by Drazin and Reid [14] we

first examine the outer approximations to the Orr–Sommerfeld
equation. In taking the limit of (19) as ϵ → 0 Rayleigh’s stability
equation is obtained. Solutions to Rayleigh’s stability equation
were first formulated by Tollmien [27] as

w̃
(0)
1 = zPA(z) (28)

and w̃
(0)
2 = PB(z)+ z ln(z)PA(z), (29)

where both PA(z) and PB(z) are power series in z with leading order
terms of unity. The approach proceeds by expanding the outer
solution as

w =

∞−
n=0

ϵnw̃(n). (30)

The resulting perturbation equations at O(ϵ0) and O(ϵ1) are

(1 − e−z)(D2
− α2)w̃(0) + e−zw̃(0) = 0, (31)

[(D2
− α2)2 + D(D2

− α2)]w̃(1)

= [(1 − e−z)(D2
− α2)+ e−z

]w̃(1), (32)

respectively.
Solutions can be determined analytically from the steady-state

asymptotic suction profile as follows. First, w̃(0)(z) is defined as
w̃(0)(z) = e−αz f (s), where s = e−z , and therefore Eq. (31) becomes
the hypergeometric equation [23]

(1 − s)sD2
s f + (1 + 2α)(1 − s)Dsf + f = 0. (33)

Therefore, to O(ϵ0)

w̃
(0)
1 + w̃

(0)
2 ≡ w̃

(0)
1+2(z)

= ae−αz
2F1(α +


1 + α2, α

−


1 + α2, 1 + 2α; e−z)

+ beαz2F1(−α +


1 + α2,

−α −


1 + α2, 1 − 2α; e−z), (34)

where a and b are constants, and 2F1(a, b, c; y) is the hyperge-
ometric function. Because the solution must remain bounded as
z → ∞ we require that b = 0. The remaining component of
the solution is then normalized at z = 0, giving a = 2F1(α +
√
1 + α2, α−

√
1 + α2, 1+ 2α; 1)−1. For more compact notation

we define p = α +
√
1 + α2 and q = α −

√
1 + α2, and thus the

outer inviscid solution is found to be

w̃
(0)
1+2 = e−αz 2F1(p, q, 1 + p + q; e−z)

2F1(p, q, 1 + p + q; 1)

=
e−αz

2F1(p, q, 1 + p + q; 1)

∞−
n=0

(p)n(q)n
(1 + p + q)n

e−nz

n!
, (35)

where (y)n ≡ Γ (y + n)/Γ (y) denotes the Pochhammer symbol,
and Γ (n + 1) = n! is the Gamma function with integer argument.
To facilitate matching with the inner solutions the following linear
transformation of the hypergeometric function found in [28] is
useful;

2F1(p, q, 1 + p + q; e−z)

2F1(p, q, 1 + p + q; 1)
= 1 − (1 − e−z) ln(1 − e−z)2F1(1 + p, 1 + q, 2; 1 − e−z)

−

∞−
n=0

An
(1 − e−z)n+1

(n + 1)!
, (36)

where the coefficients An are defined as

An =
Γ (1 + p + n)Γ (1 + q + n)
Γ (1 + p)Γ (1 + q)Γ (n + 1)
× {ψ(1 + p + n)+ ψ(1 + q + n)

−ψ(n + 1)− ψ(n + 2)}, (37)

and ψ(n) = Γ ′(n)/Γ (n) is the digamma function. Thus, as z → 0
solutions of the outer equation can be written in the form

w̃
(0)
12 (z) = (1 − αz)(1 − z ln z − A0z). (38)

Note that in the special case of the asymptotic suction profile
the power series first introduced by Tollmien [27] can be solved
analytically as displayed through the series definition of the
hypergeometric function found in the solution for w̃(0)(z).

4.1.2. Outer ‘viscous’ solution
The WKB method of analyzing Eq. (19) not only reproduces

the inviscid hypergeometric solution, but also provides a ‘viscous’
outer solution to the governing equations. We thus proceed by
substituting

w1(z) = exp


ϵ−1/2

∞−
n=0

ϵn/2gn(z)


(39)

into (19) giving

(g ′

0)
4

= (1 − e−z)(g ′

0)
2, (40)

to O(ϵ−1)with solutions

g0 = constant and g0(z) = ±

∫ z

0

√
1 − e−zdz. (41)
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Hence, to O(ϵ−1/2), Eq. (19) becomes
− g ′′

0 [6(g ′

0)
2
− (1 − e−z)]

= 2g ′

0[2(g
′

0)
2
− (1 − e−z)](g ′

1)+ (g ′

0)
3, (42)

which is satisfied identically for g0 = constant and for g0(z) = z
0

√
1 − e−tdt has solution

g1(z) = −
z
2

+ ln(1 − e−z)−5/4. (43)

Proceeding to O(ϵ−1), using g0 = constant recovers the inviscid
outer solution and, to O(ϵ−1/2), the outer ‘viscous’ solution is

w̃
(0)
3 (z) = exp[−ϵ−1/2g0(z)+ g1(z)], (44)

where a fourth solution w̃(0)4 (z) has been discarded because it is
unbounded as z → ∞.

4.2. Inner solution

To obtain the inner solution describing the viscous boundary
layer near the mush–liquid interface we expand the vertical scale
around z = 0 by setting
ξ = z/ϵℓ,
where ℓ is an unknown stretching to be determined from the
governing equation. In the case of arbitrary α the Orr–Sommerfeld
equation is best reformulated in terms of the vorticity, Ω̃ , here
defined as
(D2
ξ − β2)W̃ = Ω̃,

whereβ = ϵ1/3α is the rescaledwavenumber and W̃ is the vertical
velocity in the inner region. By equating the resulting lowest-order
terms in the Orr–Sommerfeld equation we find that
ϵ−4ℓD2

ξ Ω̃ = ϵ−1+ℓ−2ℓξΩ̃,

from which we determine that ℓ = 1/3. Therefore, the lowest or-
der general solution for the perturbed vorticity is

Ω̃ = CAi(ξ)+ DBi(ξ), (45)
where Ai and Bi are Airy functions. Because the vorticity must
be constrained as ξ → ∞ we must have D = 0. Integrating the
vorticity equation twice, to lowest order, we find that the vertical
velocity is given by

W̃ (0)
= Ae−βξ

+ Beβξ +
C

2β


e−βξ

∫ ξ

0
eβtAi(t)dt

+ eβξ
∫

∞

ξ

e−βtAi(t)dt

. (46)

This formula is most readily understood in two limits. In the
large wavelength limit where both α and β are small, e±βξ

≃

1 ± βξ , and so the velocity perturbations can be reformulated in
terms of the three linearly independent solutions

W̃ (0)
1 (ξ) = A, (47)

W̃ (0)
2 (ξ) = Bξ, (48)

and W̃ (0)
3 (ξ) = C

∫ ξ

∞

∫ t

∞

Ai(t ′) dt ′dt, (49)

where A, B and C are convenient recombinations of the constants
A, B and C and are determined by matching to the outer solution.

In the small wavelength limit where α and β are large,
perturbations in the fluid layer are confined to a narrow region
immediately adjacent to the mush–liquid interface. In this limit,
the inviscid outer solution is well approximated by

w̃
(0)
1+2(z) = e−αz,

and so B → 0. The remaining constants can therefore be simply
determined through application of the two boundary conditions at
the mush–liquid interface.

4.3. Matching: large wavelength (small α) limit

4.3.1. Matching the ‘inviscid’ outer solution
Composite solutions are constructed bymatching the inner and

outer solutions. To this end, the inner limit of the outer solution
w̃
(0)
12 is

w̃
(0)
12 ∼ (1 − αz)(1 − z ln z − A0z). (50)

Recalling the inner solutions W̃ (0)
1 = A and W̃ (0)

2 = Bξ , we can
determine the constants A and B bymatching the inner limit of the
outer solution to the outer limit of the inner solution yielding

A = 1 (51)

and B = −ϵ1/3(α + A0)

= ϵ1/3[1 − 2γ − α − ψ(1 + p)− ψ(1 + q)], (52)

whereγ = 0.5772 is Euler’s constant. The logarithmic term in (50),
z ln z, must be determined by matching with the inner solution at
second order which is

d2

dξ 2
− ξ


d2W̃ (1)

dξ 2
=


1
2
ξ 2 −

d3

dξ 3
− 1


W̃ (0). (53)

Matching of the logarithmic term is achieved by considering
only the term W̃ (0)

∼ 1 in the second order inner equations, thus
providing the solution

Q3(ξ) ≡
d2W̃ (1)

2

dξ 2

= 2πeiπ/6

Ai(ξ)

∫ ξ

∞

Bi(t)dt − Bi(ξ)
∫ ξ

∞

Ai(t)dt

.

Reid [22] showed that the asymptotic (large ξ ) behavior of Q3(ξ)
is

Q3(ξ) ∼
1
ξ

+ O


1
ξ 4


,

and integration of the function Q3(ξ) reveals the nature of this first
order solution as

W̃ (1)
2 =

∫ ξ

∞

∫ t

∞

[
Q3(t ′)−

1
t ′

]
dt ′dt + ξ ln ξ + F ξ + G, (54)

which has an asymptotic behavior as ξ → ∞ that is

W̃ (1)
2 ∼ ξ ln ξ + F ξ + G. (55)

Matching this to the z ln z term in the inner limit of the outer
solution gives the constants

G = 0,
and F = ln ϵ1/3,

and (54) becomes

W̃ (1)
2 =

∫ ξ

∞

∫ t

∞

[
Q3(t ′)−

1
t ′

]
dt ′dt + ξ ln(ϵ1/3ξ). (56)

Finally, a composite solution is constructed using the additive rule
of van Dyke [29] viz.,

w
(0)
12 = w̃

(0)
12 + W̃ (0)

1 + W̃ (0)
2 + ϵ1/3[W̃ (1)

1 − W̃ (1)
2 ] − common part,

providing the composite solution

w̃12 = e−αz 2F1(p, q, 1 + p + q; e−z)

2F1(p, q, 1 + p + q; 1)
− ϵ1/3W̃ (1)

2 + z ln z

= e−αz 2F1(p, q, 1 + p + q; e−z)

2F1(p, q, 1 + p + q; 1)

− ϵ1/3
∫ ξ

∞

∫ t

∞

[
Q3(t ′)−

1
t ′

]
dt ′dt. (57)
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4.3.2. Matching the ‘viscous’ outer solutions
The solutions w̃(0)3 and W̃ (0)

3 can be matched in the following
way. Taking the inner limit of w̃(0)3 gives

w̃
(0)
3 ∼ z−5/4 exp[−2/3ϵ−1/2z3/2], (58)

and the outer expansion of W̃ (0)
3 is given by∫ ξ

∞

∫ t

∞

Ai(t ′)dt ′dt ∼
C

2
√
π
ξ−5/4 exp[−2/3ξ 3/2]

= C
ϵ5/12

2
√
π
z−5/4 exp[−2/3ϵ−1/2z3/2], (59)

where the last expression is written in terms of the outer variable.
It is evident that in the overlapping region these two solutions are
identical when

C = 2
√
πϵ−5/12.

In this case, a composite solution is constructed using the
multiplicative rule of van Dyke [29];

composite =
(inner)× (outer)
(common part)

,

which leads to

w̃3 =


1 − e−z

z

−5/4

exp
[
−

z
2

− ϵ−1/2

g0(z)−

2
3
z3/2

]
×

∫ ξ

∞

∫ t

∞

Ai(t ′)dt ′dt. (60)

4.4. Asymptotic solution for perturbed vertical velocities

We construct an asymptotic solution for the perturbed vertical
velocity using our composite solutions w̃1+2 and w̃3 as follows. The
asymptotic solution is defined as

w1 = aw̃1+2 + bw̃3, (61)

for which the application of the final boundary conditions

w1(0) = 0 = aw̃1+2(0)+ bw̃3(0),

and Dw1(0) =
ϵ−1

Pr
= aw̃′

1+2 + bw̃′

3,

determine the constants

a =
ϵ−1

Pr
w̃3(0)

w̃3(0)w̃′

1+2(0)− w̃1+2(0)w̃′

3(0)
, (62)

and b = −
ϵ−1

Pr
w̃1+2(0)

w̃3(0)w̃′

1+2(0)− w̃1+2(0)w̃′

3(0)
. (63)

Finally, we arrive at the asymptotic solution

w1 =
ϵ−1

Pr
w̃1+2(z)w̃3(0)− w̃3(z)w̃1+2(0)
w̃3(0)w̃′

1+2(0)− w̃1+2(0)w̃′

3(0)
, (64)

which depends on the values of the composite parts evaluated at
the origin.

4.4.1. Evaluating the composite solutions at the origin
Because the constants are obtained from the composite

solutions evaluated at the origin, they take the value of the inner
solution at ξ = 0 and are

w̃1+2(0) = 1 − ϵ1/3
2π
√
3

3−1/3

Γ (1/3)
e2π i/3, (65)

w̃′

1+2(0) =
π i
2

+
ln 3
3

−
4
3
γ − ln |ϵ1/3|

−α − ψ(1 + p)− ψ(1 + q), (66)

w̃3(0) = 2
√
πϵ−5/12 3−1/3

Γ (1/3)
, (67)

and w̃′

3(0) = −
2
√
π

3
ϵ−3/4. (68)

4.5. Matching: short wavelength (large α) limit

In the small wavelength (α ≫ 1) limit velocity perturbations
in the liquid are confined to a narrow region adjacent to the
mush–liquid interface. In this case, the outer solution is well
approximated by

w̃
(0)
1+2(z) = ae−αz, (69)

and the inner equation can be approximated by

W̃ (ξ) = Ae−βξ
+

C

2β


e−βξ

∫ ξ

0
eβtAi(t)dt

+ eβξ
∫

∞

ξ

e−βtAi(t)dt

. (70)

The constants are readily obtained through application of the
remaining boundary conditions at the mush–liquid interface, and
are

A =
ϵ−1

2αPr
(71)

and C =
ϵ−2/3

Pr

∫
∞

0
e−βtAi(t)dt

−1

. (72)

Therefore, the velocity perturbations are given by

w̃(z) =
ϵ−1

2αPr


e−αz

+
e−αz

 ξ
0 eβtAi(t)dt + eαz


∞

ξ
e−βtAi(t)dt

∞

0 e−βtAi(t)dt


. (73)

5. Interfacial pressure perturbations

5.1. The long wavelength (small α) limit

The perturbed interfacial pressure can be calculated by first
considering the full perturbed vertical momentum equation

(D2
+ D − α2)w1 = −Dp1 + ϵ−1(1 − e−z)w1.

The expression shows that to first order the interfacial pressure can
be calculated as

ps = −ϵ−1
∫

∞

0
(1 − e−z)w1dz. (74)

Because the perturbed pressure at the mush–liquid interface is
given by the convolution of the steady-state velocity profile and
the perturbed velocity profile, as shown by Benjamin [19], an
approximate interfacial pressure perturbation can be found by
integrating over the outer solution. Furthermore, examination of
the outer solutions w̃(0)1+2 and w̃(0)3 reveals that w̃(0)3 decays much
more rapidly away from the origin than does w̃(0)1+2. Therefore, the
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Fig. 4. Comparison of the Frobenius and matched asymptotic derivations of the
interfacial pressure perturbation for U∞ = 1000, Pr = 10. Here the full Frobenius
series solution is plotted (solid) and compared against the asymptotic solution in
the small wavelength (dotted) and large wavelength (dashed) limits. The inset is a
semilog version of the plot.

pressure perturbation is well approximated by

ps(α) ≃ −
ϵ−1

Pr2

∫
∞

0
(1 − e−z)

w̃
(0)
1+2(z)

w̃′

1+2(0)− w̃1+2(0)w̃′

3(0)/w̃3(0)
dz.

Moreover, the z-dependent component of the integral of (1 −

e−z)w̃
(0)
1+2 can be approximated as∫

∞

0
(1 − e−z)e−αz

2F1(p, q, 1 + p + q; e−z)dz

=

∫
∞

0
(1 − e−z)

∞−
n=0

(p)n(q)n
(1 + p + q)n

e−(α+n)z

n!
dz

=

∞−
n=0

(p)n(q)n
(1 + p + q)n

1
n!

∫
∞

0


e−(α+n)z

− e−(α+n+1)z dz
=

∞−
n=0

(p)n(q)n
(1 + p + q)n

1
n!

1
(α + n)(α + n + 1)

.

Therefore, we arrive at an excellent approximation of the inter-
facial pressure perturbation as

ps(α) = −
α2U2

∞

Pr
2F1(p, q, 1 + p + q; 1)−1

w̃′

1+2(0)− w̃1+2(0)
w̃′
3(0)

w̃3(0)

×

∞−
n=0

(p)n(q)n
(1 + p + q)n

1
n!

1
(α + n)(α + n + 1)

. (75)

A comparison of the Frobenius series method and this large
wavelength (small α) asymptotic result is shown in Fig. 4.

5.2. The short wavelength (large α) limit

The interfacial pressure perturbation can be determined in the
large α limit through integration over the fluid layer in a manner
identical to the small α limit. In so doing, we write

ps = ϵ−1
∫

∞

0
(1 − e−z)w1(z)dz

=
ϵ−2

αPr
1

α2 − 1


1 +


∞

0 e−ϵ1/3ξAi(ξ)dξ
∞

0 e−βξAi(ξ)dξ


, (76)

which, in the limit of large α, can be further simplified to

ps ≃ −
U2

∞

αPr
. (77)

The comparison between the Frobenius series method of calcu-
lating the pressure perturbation, and the expressions for both the
large and small wavenumber limits are shown in Fig. 4 and clearly
demonstrate the appropriate asymptotic behavior.

6. Reduced model of the mushy layer: large composition ratio

Now we describe a reduced mushy layer model in which
solidification, and the intrinsic interstitial buoyancy, are coupled
to the external flow through a pressure matching condition at
the mush–liquid interface. The mushy layer is treated using the
equations of Section 2. In the absence of an external shear flow
it is known that the mushy layer is susceptible to a convective
instability driven by the buoyancy of the interstitial fluid [15].
This so-called mushy layer mode of convection has streamlines
reminiscent of buoyancy driven convection within a porous
medium, yet has as its result the dissolution and solidification of
themushy layer in regions of vertical flow. Thus, convectionwithin
themushy layer produces a localized pattern of flow dominated by
the formation of chimneys – regions of zero solid fraction – within
the mushy layer.

The issue addressed using the simplified approach is how the
external fluid flow over the corrugated mush–liquid interface
can force convective modes. Such forced convective modes have
been explored by Neufeld and Wettlaufer [13] who performed a
laboratory study of aqueous ammonium chloride mushy layers.
This common saline solution can be solidified at room temperature
which, in addition to its ease of handling, has made it a model
laboratory system through which one can test the predictions
of mushy layer theory. For the present purposes, we use the
physical parameters of the ammoniumchloride system tomotivate
a further approximation in our modeling of the forced modes of
convection. We note that the relevant values for the laboratory
experiments reported in [13] are C ≃ 10.2, S ≃ 3.6, θ∞ ≃

0.18. Thus, an analytical solution can be constructed under the
assumption of large composition ratio

C ≫ |θ0|,

where θ0 ≤ 0 is the steady-state thermal profile within the mushy
layer. This analytic solution was first reported in Feltham and
Worster [11] and is used here with the asymptotic pressure solu-
tion to provide an analyticmodel of forcedmushy layer convection.

We consider perturbations to the basic state of the form

(θm, φ, um, wm) = (θm0 , φ0, um
0 , w

m
0 )

+ (θm1 , φ1, um
1 , w

m
1 )e

i(kxx+kz z). (78)

In the limit C ≫ 1, the equations governing perturbations in the
mushy layer can be reduced to

CDφ1 + Dθm1 = wm
1 Dθ

m
0 (79)

and (D2
+ D − k2)θm1 = SDφ1 + wm

1 Dθ
m
0 , (80)

which can be combined to give

(D2
+ΛD − k2)θm1 = Λwm

1 Dθ
m
0 . (81)

Furthermore, we have shown that in the presence of vigorous
external flows the porous medium Rayleigh number is negligible.
The perturbed vertical velocity which is decoupled from the
thermal field and solid fraction is governed by

(D2
− k2)wm

1 = 0. (82)

The imposition of no normal flow, wm
1 (0) = 0, at z = 0 where the

temperature is eutectic provides the solution of (82),

wm
1 (z) = B sinh(kz). (83)
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Thus, the general solution to the perturbed thermal field in the
mush is

θm1 (z)

=
e−Λz/2

[C sinh(γ z/2)+ E cosh(γ z/2)] −
Bθ∞
kΛ e−Λ(z−ζ0) cosh(kz)

F
,(84)

where B, C, E and F are all constants to be found by applying the
boundary conditions at the mush–liquid interface which are

θm1 + ζ1Dθm0 = 0, (85)

φ1 + ζ1Dφ0 = 0, (86)

Dθm1 + ζ1D2θm0 = 0, (87)

and [p]ml = 0, (88)

where (88) can be rewritten as

Dwm
1 = −k2Π0ps. (89)

Using these boundary conditions we find that

B = −kΛθ2
∞

[
γ cosh


γ ζ0

2


+Λ sinh


γ ζ0

2

] 
1 +

Λ

θ∞
,

C = θ∞(Λ+ θ∞)


− 2k sinh(kζ0)+


Λ cosh


γ ζ0

2


+ γ sinh


γ ζ0

2

 
1 +

Λ

θ∞


,

E = −θ∞(Λ+ θ∞)

[
γ cosh


γ ζ0

2


+ Λ sinh


γ ζ0

2

] 
1 +

Λ

θ∞
, and

F = γΛ+ θ∞


γ + 2k sinh(kζ0) sinh


γ ζ0

2

 
1 +

Λ

θ∞

− cosh(kζ0)

γ cosh


γ ζ0

2


+Λ sinh


γ ζ0

2

 
1 +

Λ

θ∞


.

The base state thermal field and solid fraction of the mushy
layer are plotted in Fig. 5a. As discussed previously, perturbations
to the mush–liquid interface lead to a Bernoulli suction effect,
drawing fluid vertically through themushy layer under protrusions
of the mush–liquid interface. This fluid motion internal to the
mushy layer results in a concomitant cooling below the peaks,
and dissolution of the crystal matrix as shown in Fig. 5b. The
onset of the forced convective pattern at a given external flow
speed can be characterized in terms of a porous medium Rayleigh
number. In Fig. 6 we show a representative marginal stability
curve demarcating the boundary between regimes which are
stable (below the curve) and unstable to the forced convective
mode. Clearly, for an interfacial perturbation of anywavelength, an
increase in the permeability increases the easewithwhich flow can
be driven in the mushy layer, thereby facilitating the generation of
a forced convective mode.

The stability of this reduced model system is shown in Fig. 7
by plotting the critical Rayleigh number Rc

m, as a function of the
external flow U∞, for various Darcy numbersΠ0. We observe that
for small U∞ stability is dominated by the buoyant mushy layer
mode of convection, which is independent of the Darcy number. As
the external shear flow is increased, the forced mushy layer mode
becomes dominant, first for the most permeable mushy layers
(largeΠ0) and eventually for less permeablemushy layers (smaller
Π0). This dependence on the permeability is due to the importance

Fig. 5. The base state thermal field (solid) and solid fraction (dotted) are plotted
in (a) for C = 10, S = 5 and θ∞ = 0.01 and are compared to the full numerical
solution of [13] (circles). The system is forced with pressure perturbations
at the mush–liquid interface for U∞ = 100 and Pr = 10. The perturbed thermal
field (solid) and solid fraction (dotted) are plotted in (b) for the same parameter
values and again the full numerical solution is given by the circles.

Fig. 6. Marginal stability curve in which the dimensionless permeability, or Darcy
numberΠ0 is plotted versus thewavenumber, k, forU∞ = 100 and Pr = 10. Above
the curve the system is unstable to the forced convective mode. The marginal
stability curve shown is produced using the pressure perturbation derived using the
Frobeniusmethod (solid), the short (dashed) and long (dotted)wavelengthmatched
asymptotic results. The experimental parameters are C = 10.2, S = 3.6 and θ∞
= 0.2 [13].

Fig. 7. The critical porous medium Rayleigh number is plotted as a function of the
external flow rate for Darcy numbers Π0 = 10−3 (solid), 10−4 (dashed) and 10−5

(dotted).

of permeability in coupling pressure perturbations in the outer
liquid to flowwithin themushy layer as clearly seen in the pressure
matching boundary condition (89).

To summarize, solutions to the approximate perturbation equa-
tions are found in the mushy layer, forced by pressure perturba-
tions at the mush–liquid interface. These pressure perturbations
are found using both a Frobenius series method and analytically
by the method of matched asymptotic expansions in the short and
long wavelength limits. Thus, solutions for the perturbed velocity,
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temperature and solid fraction in themushy layer can therefore be
obtained analytically in the limit C ≫ 1 and θ∞ ≃ 0.

7. Discussion and conclusion

Flows involving a change of phase are amongst a class of prob-
lems that capture the interest of a broad range of scientists and en-
gineers. One such circumstance involves the interaction between
natural and forced flows with the solidification of multicompo-
nent solutions. A quantitative understanding of these systems is
sought through many different experimental, numerical and ana-
lytical means. The setting combines a number of classical issues in
moving boundary problems with the singular perturbations that
arise in the analysis of hydrodynamic boundary layers, but here
with the additional influence of a permeable and chemically reac-
tive ‘‘wall’’. In the case we have studied, in which an external shear
flow is imposed upon a growing mushy layer, our first approach
was a combined experimental and hybrid numerical–theoretical
analysis [10,13]. In this paper we provide a detailed physical pic-
ture of the system through an asymptotic analysis of how regions
within the mushy layer and fluid boundary layer interact with the
far-field flow. The value of this approach is that it highlights the
key physical balances that operate when solidifying fluids interact
with fluid flows.

Our approach was to decompose the problem into an analysis
of the forced dissolution and solidification of a mushy layer cou-
pled to, and driven by, interactions with the external fluid flow via
a corrugated mush–liquid interface. This separation was made
possible through the realization that in most experimental sys-
tems the Darcy permeability is small and thus, to leading order,
flow within the liquid impinges upon an impermeable boundary.
In consequence, the pressure at the mush–liquid interface avail-
able to drive interstitial flow and concomitant phase change was
calculated by matching the outer inviscid flow to the inner vis-
cous sublayer. As observed experimentally [13], this interstitial
flow created by the pressure perturbation alters the spatiotem-
poral dendritic structure of the mushy layer and leads to a regu-
lar pattern of dissolution and solidification transverse to the flow
direction. For the case of large Stefan number, we were able to
derive an analytical expression for the critical porous medium
Rayleigh number driving this process. These results compare well
with numerical solutions and thereby provide an accessible and
quantitatively reliable framework for researchers interested in
many different applications. Finally, because of the degree of
difficulty of a numerical approach to such problems, the develop-
ment of a solely analytical framework provides the necessary ba-
sis from which one can pursue a host of related problems. Among
those of industrial and geophysical importance is the solidification
of anisotropic crystallinemushy layers and the inherent possibility
of manipulating materials properties through the application of an
external flow.
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