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About 60 years ago, Sverdrup formalized the critical depth hypothesis to explain the timing of the spring phytoplankton bloom in terms of the
depth of the surface mixed layer. In recent years, a number of refinements and alternatives to the critical depth hypothesis have been proposed,
including the critical turbulence hypothesis which states that a bloom can occur when turbulent mixing is sufficiently weak, irrespective of the
mixed layer depth. Here, we examine the relative influence of wind-driven mixing and net surface heating on phytoplankton growth. Of particular
interest is whether wind-driven mixing can delay the spring bloom after winter convection gives way to net surface warming. We address these
questions using high-resolution large-eddy simulations (LES) coupled with a simple phytoplankton model. We also describe an analytical phyto-
plankton model with a formulation for the turbulent mixing based on the LES results. For a constant, prescribed surface heat flux, net phytoplank-
ton growth is seen when the windstress is smaller than a critical value. Similarly, for a constant windstress, a critical heat flux separates cases with
growing and decaying phytoplankton populations. Using the LES results, we characterize the critical windstress and critical heat flux in terms of
other physical and biological parameters and propose a simple expression for each based on the analysis of the analytical model. Phytoplankton
growth begins when the mixing depth shoals above the critical depth, consistent with the critical depth hypothesis. Our results provide a framework
to interpret blooms in other conditions where both the depth and the intensity of turbulent mixing might be crucial factors in influencing phyto-
plankton growth.

Keywords: critical depth, critical turbulence, large-eddy simulation, mixing depth, phytoplankton bloom, turbulent diffusivity.

Introduction

The striking scene of phytoplankton amassing in the surface bound-
ary layer during spring—the spring bloom—has fascinated scien-
tists for decades. Early work by Gran and Braarud (1935) and
Riley (1946) suggested that the spring bloom begins when the
mixed layer depth first shoals above a critical depth. About
60 years ago, Sverdrup (1953) formalized the “critical depth
hypothesis” and derived an expression for the critical mixed layer
depth based on several assumptions. Among these, he assumed
that: phytoplankton cells are uniformly distributed in the mixed
layer; phytoplankton growth at the onset of the bloom is not
limited by nutrient availability; the depth-dependent cellular
growth rate is proportional to the available light which decreases

exponentially with depth from a surface maximum; and the com-
bined loss rate, which incorporates all sources of phytoplankton
loss, including mortality due to grazing, and losses due to sinking,
viral infection, and parasitism, is independent of depth.

Prompted by observations of phytoplankton blooms preceding
mixed layer shoaling (Townsend et al., 1994; Behrenfeld, 2010;
Boss and Behrenfeld, 2010), several recent studies have proposed
refinements or alternatives to the critical depth hypothesis involving
physical and/or biological triggers of the spring bloom (Huisman
et al., 1999; Behrenfeld, 2010; Chiswell, 2011; Taylor and Ferrari,
2011a, b; Mahadevan et al., 2012). Here, we will consider only phys-
ical mechanisms, specifically wind-driven turbulence and the devel-
opment of stratification through net surface heating. We do not
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attempt to rule out biological drivers of the spring bloom, such as the
dilution-recoupling hypothesis proposed by Behrenfeld (2010).
Our goal is not to reproduce a given spring bloom event, but
instead to examine the possible role of physical drivers on phyto-
plankton growth during the spring bloom.

Although Sverdrup (1953) used the mixed layer depth, defined
using measured temperature and salinity profiles, as a proxy for
the depth of active mixing, these depths are not always equal
(Brainerd and Gregg, 1995). The mixed layer depth is often
defined in terms of a fixed density or temperature difference from
the surface and reflects the maximum depth of past mixing,
whereas the “mixing depth” is the depth to which currently active
turbulence penetrates. When the mixing depth is shallower than
the mixed layer depth, the former is a more appropriate choice for
comparison with the critical depth (Brody and Lozier, 2014).

Huisman et al. (1999) considered a scenario where the rate of
mixing is not sufficient to maintain a uniform phytoplankton con-
centration in the mixing layer. Using a one-dimensional column
model with the rate of change of phytoplankton concentration
balanced by growth, losses, and diffusion, they showed that a
bloom could be triggered either by a reduction in the mixing depth
or by a reduction in the strength of mixing within this layer. When
the mixing depth is significantly deeper than the critical depth,
blooms occur in their model when the turbulent diffusivity, k7, is
less than a critical value, k,, the so-called “critical turbulence hypo-
thesis”. This scenario was anticipated by Sverdrup (1953) who
stated: “a phytoplankton population may increase independently of
the thickness of the mixed layer if the turbulence is moderate”.

The “critical turbulence” hypothesis can also be interpreted in
terms of characteristic time-scales (Taylor and Ferrari, 2011b).
Mixing occurs on a time-scale that depends on the size and intensity
of the turbulent motions responsible for stirring phytoplankton
cells down from the ocean surface. On the other hand, phytoplank-
ton cells accumulate in regions where local growth outweighs losses
with a characteristic growth time-scale. When the mixing time-scale
is very fast relative to the growth time-scale, the phytoplankton con-
centration is expected to remain relatively uniform, in agreement
with Sverdrup’s assumption. On the other hand, when mixing is
slow compared with the growth time-scale, this assumption may
no longer be valid, and a bloom can occur through the critical tur-
bulence mechanism.

Taylor and Ferrari (2011b) applied the critical turbulence hy-
pothesis to study phytoplankton blooms following a period of
thermal convection. In the absence of lateral processes, such as
eddy-induced slumping (Taylor and Ferrari, 2011a; Mahadevan
et al., 2012), they asserted that the spring bloom could be triggered
by a shutdown of thermal convection. This hypothesis was
supported by Ferrari et al. (2014) using satellite observations of
near-surface Chlorophyll concentration and heat flux from an at-
mospheric reanalysis dataset from the North Atlantic. Taylor and
Ferrari (2011b) assumed that in winter, turbulence in the mixed
layer is driven primarily by thermal convection, whereas winds
play a secondary role.

After the shutdown of thermal convection, phytoplankton
growth could still be suppressed as long as wind-driven mixing is
sufficiently strong. Chiswell (2011) suggested that strong winds
could delay the spring bloom, with a bloom occurring only after
the windstress drops below a critical threshold. Since density strati-
fication generally suppresses turbulence, the level of windforcing
needed to suppress a bloom is expected to increase with increasing
net surface heating. This suggestion was supported by Brody et al.
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(2013) who found that a stabilizing heat flux was not always suffi-
cient to trigger a bloom. An important open question remains:
what is the value of the critical windstress and how does it change
in response to a stabilizing surface heat flux?

Here, we will seek to identify how the critical windstress depends
on important parameters including the stabilizing surface heat flux
and the critical depth. We will address this question using large-eddy
simulations (LES) that resolve the largest turbulent overturns in a
wind-driven Ekman layer. By systematically varying the surface
windstress and the stabilizing heat flux across a suite of simulations,
we will examine when phytoplankton blooms develop. We will then
use the results from the LES to develop an analytical model, extend-
ing previous work by Huisman et al. (1999), Ebert et al. (2001), and
Taylor and Ferrari (2011b) to explicitly include the effects of wind-
forcing and surface heating. The analytical model could help predict
how a given seasonal progression of surface wind and heat fluxes
might lead to the onset of the spring bloom and provides a frame-
work to interpret blooms in observations and models with more
complicated biogeochemistry.

This paper is divided into the following main sections: a descrip-
tion of the setup and results of the LES and an overview of the devel-
opment of an analytical model in a heated, wind-driven Ekman
layer. After discussion and conclusions, an appendix contains a
comparison of LES and analytical phytoplankton model results.

Large-eddy simulations

Setup

To study the influence of wind-driven mixing and surface heating on
phytoplankton growth, we use high-resolution, three-dimensional
LES of the wind-forced turbulent Ekman layer, as illustrated in
Figure 1. In each simulation, turbulence is generated by imposing a
constant surface windstress, Tying. Some simulations also include a
constant, positive net surface heat flux, Q,. Note that since we do
not explicitly include a diurnal cycle in our model, Q is intended
to represent the time-averaged net surface heat flux. Taylor and
Ferrari (2011b) simulated the mixing due to a typical diurnal cycle
using LES and found that it was insufficient to prevent a phytoplank-
ton bloom. The complete list of simulation parameters is listed in
Table 1. Our parameter space for Q, ranges from 0 to 75 W m™?
whereas our parameter space for 7,;,q ranges from 0.01 to 0.2 Pa.
Although we focus on the coupling effects of surface heating and
winds, our parameter space covers typical spring values.

LES explicitly resolve the largest, most energetic three-
dimensional turbulent motions and model the influence of smaller
scales. In this methodology, a spatial filter, denoted here by an overbar,
-, isapplied to the governing equations. The LES then time-steps the
following filtered equations for the three components of velocity, @,
buoyancy, b, phytoplankton cell concentration, P, and the continu-
ity equation:

9 X 1 .
a—‘:+ﬁ-Vﬁ+kaﬁ=——Vp+bk—v-75G5+vv2ﬁ, 1)
Po
b

&+ @-Vh= -V 5%+ «,V?b, )

ap - _ _
FTRLE VP = (u(z) — m)P — V- &35 + kp V2P, (3)

V-a=0. (4)

GTOZ ‘0€ AInc uo abpuque) jo Aisieaiun e /Bio'sfeusnolpiojxoswisaoi/:dny woly pspeojumod


http://icesjms.oxfordjournals.org/

Numerical simulations of the competition between wind-driven mixing and surface heating

The left hand sides of Equations (1)—(3) include advection by the
resolved three-dimensional velocity field. Unresolved subgrid-scale
(SGS) processes are represented through 755, A35°, and Ap®*, which
denote the SGS stress, buoyancy flux, and phytoplankton flux, re-
spectively. The form of the SGS contributions is described below.
The molecular viscosity, v, is set to 107°m?s™'. The Prandtl
numbers of phytoplankton and buoyancy, Prp and Pry, are equal
to 1 and 7 (Taylor and Ferrari, 2010), respectively, such that kp =
vand ki, = v/7. However, since the molecular transport is negligible
in all simulations, our results are insensitive to the value of these
parameters. We apply the Boussinesq approximation and symbolize
the background density as py.

Since our focus is on the influence of turbulent mixing on phyto-
plankton growth, we use a highly simplified phytoplankton model
in Equation (3). In particular, we follow Sverdrup (1953) and
Taylor and Ferrari (2011a, b) in assuming that the local growth
rate, u(z), is a prescribed function of depth only and that the loss
rate, m = 0.1 d™", is constant in space and time. The prescribed
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Figure 1. Schematic of the LES domain. The domain lengths, ,, I, and |,,
are listed in Table 1. The lateral boundary conditions are periodic and
the bottom boundary includes a sponge region. For each simulation, a
constant surface windstress and/or a surface heat flux is applied. The
growth model assumes that phytoplankton cell concentration growth
is light-limited and that the biological parameters are constant in time.

Table 1. Parameters for LES.
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local growth rate is u(z) = woe /™ where uy=1d~" is the
maximum growth rate at the ocean surface, and hy = {5 m,10 m}
is the e-folding depth associated with light penetration. The values
of the biological parameters used in this study, o, 7, and hy, can
be found in Tables 1 and 2. The growth rate is a function of the
average light availability from the past day. Phytoplankton cells
are allowed to move vertically and they instantly adapt to the light
availability at each depth. The instantaneous growth rate is a func-
tion of depth alone and so we neglect phytoadaptation (Cullen
and Lewis, 1988) or growth rate dependence on past history. Both
effects can be included if a particle-based Lagrangian approach is
taken instead of an Eulerian model (Broekhuizen, 1999; Nagai
etal., 2004; Ross and Sharples, 2004; Yamazaki et al., 2014). For sim-
plicity, the local growth and loss rates, w, and m, are assumed to
be constant in time. As a result, we do not consider interactions
between phytoplankton, nutrients, and zooplankton, which would
modulate the growth and loss rates. We also neglect other processes
including cell sinking/buoyancy and motility, since phytoplankton
cell capacities are too weak to counteract the mixing intensity.
Despite these simplifications, the response of the three-dimensional
phytoplankton concentration to resolved and SGS turbulence is
non-trivial.

The values for the biological parameters, uo, 11, and hy, (Table 2),
are selected for comparison with simulations that examine the be-
ginning of phytoplankton blooms with steady convection, without
asurface windstress, and a critical depth of 50 m (Taylor and Ferrari,
2011b). We include an additional value of iy, = 10 m to study ifand
how the critical wind changes for a critical depth of 100 m.

Details of the numerical method are given in Taylor (2008) and
we use the same method as Taylor and Ferrari (2011b), except that
we use a different model for the SGS terms. The stable wind-driven
boundary layer, typical in spring and summer, is much shallower
than the convective boundary layer found in winter. The depth of
the stable wind-driven boundary is subject to the strengths of the
surface wind and the surface heating. Although wind deepens the
boundary layer by approximately the Ekman depth, the surface
heating provides stability and shallows the boundary layer.
Previously, Mason and Derbyshire (1990) demonstrated that the
constant Smagorinsky model, used in Taylor and Ferrari (2011b),
might not be appropriate for simulating stable boundary layers
where stratification can suppress turbulent production. This led
to the development of SGS models suitable for the stable boundary
layer (e.g. Kosovi¢ and Curry, 2000; Basu and Porté-Agel, 2006;
Beare et al., 2006; Zhou and Chow, 2011; Enriquez, 2013). Here,
we use the dynamic Wong—Lilly model, which has been previously
applied to study the stable atmospheric boundary layer (Zhou and
Chow, 2011, 2012), where the dynamics are analogous to the
stable wind-driven boundary layer considered here (Lien and

bo by I (m) Ny Ny, N h (m) hc (m) Twind (Pa) Q(Wm™)
100, 100, 150 128, 128, 120 5 50 0.007% 0.01 0

100, 100, 150 64, 64,120 5 50 0.02, 0.04, 0.06 0

100, 100, 150 64, 64,120 5 50 0.08,0.10 0,5,25,50,75
150, 150, 225 64, 64, 120 10 100 0.10,0.15, 0.20 0,5,25,50,75

The simulations use a domain size of I,, I,, I, using n,, ny, n, computational grid-points. The simulations vary the light e-folding depth, h,, the critical depth, h,,
the windstress, Ty,ing, and the surface heat flux, Q,. The first set of simulations includes unheated cases forced with a surface windstress. The LES with Tyinq =
0.001 Pa is an extremely low windstress case that is only used in Figure A3. The second set of simulations includes cases forced with surface heating and

windstress.
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Table 2. Chosen physical, biological, and numerical parameters
for LES.

Symbol  Value

Physical parameter

Coriolis parameter f 10 4!
Background density Po 1000 kg m 3
Specific heat capacity " 4% 10 kg~ '°C”"
Thermal expansion coefficient a 165 x 10 4°C!
Gravitational acceleration g 981 ms ?
Biological parameter
Maximum specific growth rate Mo 1d7"
Specific loss rate m 01d”"’
e-folding depth associated with h, 510m
light penetration
Numerical parameter
Molecular viscosity v 10" m?s™!
Molecular diffusivity K 10 ¢ m?s™!
Buoyancy Prandtl number Pry 7
Phytoplankton Prandtl number Prp 1

Sanford, 2004). The SGS stress tensor is modelled as:
79 = —2vyssS, @)

where § = (Via + VaT)/2 is the rate of strain tensor. The dynamic
eddy viscosity, vsgs, is given by vsgs = CEA}U 3. The local horizontal
test filter width, Af, is equal to twice the grid spacing, Ag. The
dynamic coefficient C. is determined using the least-squares
method of Lilly (1992), which results in an eddy viscosity that
varies in space and time. The SGS buoyancy and phytoplankton
flux terms in Equations (2) and (3) are modelled as:

A = —ksgs Vb, (6)
% = —ksgs VP, (7)

where ksgs is the SGS diffusivity. We set the SGS Prandtl numbers of
phytoplankton and buoyancy, equal to 1 such that ksgs = Vsgs-

Windforcing is represented by applying a constant stress bound-
ary condition at the top of the domain. Here, the x-axis is aligned
with the windstress, and (u,v,w) will denote the velocity in the down-
wind, cross-wind, and vertical directions, respectively. Surface
heating is represented by applying a uniform buoyancy flux as a
boundary condition to Equation (2). Since the smallest mixing
depth in our simulations is ~25 m, the added buoyancy is quickly
mixed down from the surface. To limit the number of parameters
in this study, we do not include penetrative heating. However, it
would be interesting to include this process in future work.
Although the LES model solves for buoyancy, if we assume a
linear equation of state and neglect freshwater inputs at the surface,
the surface buoyancy flux, By, can be related to an equivalent surface
heat flux, Qy:

_ Qoag

By ,
SpPo

®)

where « is the thermal expansion coefficient, g the gravitational ac-
celeration, c, the specific heat capacity, and p, a background density
(see Table 2 for values).

R. M. Enriquez and J. R. Taylor

We use a computational domain size of I, = 100, I, = 100, and
I, = 150 m for simulations with h; = 5 m, and a domain of I, =
150, I, = 150, and I, = 225 m for simulations with /i, = 10 m. For
both domains, we use n, = 64, n, = 100, and n,= 120 m grid-
points. The resolution of the simulation with a windstress, Tyind,
equal to 0.01 Pa and Q, = 0 Wm ™2 is higher to ensure that we
resolve the largest turbulent motions in the thinner Ekman layer.
The domain size is comparable with previous simulations of an
unstratified wind-driven Ekman layer (Zikanov et al., 2003). The
grid is stretched in the vertical direction to resolve small-scale turbu-
lence near the surface. For the smaller domain, the minimum and
maximum vertical grid spacings are 0.3 and 2.3 m, respectively.
For the larger domain, the minimum and maximum vertical grid
spacings are 0.4 and 3.5 m, respectively. Following Taylor and
Ferrari (2011b), we use boundary conditions that approximate an
unbounded domain without large-scale horizontal gradients.
Specifically, periodic boundary conditions are applied in the hori-
zontal directions. A sponge region is placed in the lower 15% of
the domain to prevent interactions between the flow and the
lower boundary.

For each case, there is a 12-h initialization period. At the start of
this period, we prescribe a uniform buoyancy profile, and the vel-
ocity is initialized by applying random fluctuations with an ampli-
tude of 0.001 m s~ " with no mean flow. During the first 9 h of the
initialization period, the windstress and surface heat flux are
increased linearly from zero to the value specified in Table 1. The
windstress and surface heat flux remain at this value for the remain-
ing 3 h of the initialization period and the remaining 8 d of each
simulation. After the 12 h initialization period, we initialize the
phytoplankton concentration with a uniform profile and reset the
simulation time to t = 0 d. Mean values are calculated by averaging
over horizontal planes and are denoted by ( ). Phytoplankton con-
centrations are normalized by the initial concentration, Py, or the
average surface concentration at a given time, (P ;).

Results

Before discussing the effects of surface windstress and heating flux
on phytoplankton dynamics, we briefly describe the mean velocity
and buoyancy fields. Figure 2a and b depicts the mean horizontal
velocities, (@) and (v), for Tyinq = 0.08Pa and Q,=0, 25,
75 Wm™ 2, averaged from ¢t = 0 to t = 8 d. Our simulations in the
cases with Q, = 0 W m ™2 have been validated by comparing with
results from Zikanov et al. (2003), and our mean velocity profiles
closely match their results. As the level of heating increases, the
Ekman flow becomes confined to a shallower region and the
maximum magnitude of the cross-wind component, (v), increases.
This is consistent with the confinement effects in a stable bottom
Ekman layer reported in Taylor and Sarkar (2008).

Mean buoyancy profiles, (b), are shown in Figure 2c. For the case
inwhich Qq = 0, the buoyancy remains zero since there is no source
of buoyancy. However, the addition of surface heating leads to a
non-uniform buoyancy profile. The warm (buoyant) fluid is con-
fined to a layer near the surface, and this layer is shallower with
stronger heating. Note that the non-uniform profiles of buoyancy
translate to relatively small changes in temperature. The mixed
layer depth is often defined in terms of a fixed density or temperature
difference from the surface. For example, a metric used to define the
mixed layer depth is a temperature change of 0.8°C (Kara et al.,
2000). From Figure 2¢, the buoyancy change from the surface for
the Tyina = 0.08 Pa, Qo =75 W m 2 case is ~5.0 x 10 *m s 2
which corresponds to a temperature change of just 0.3°C, smaller
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Figure 2. Profiles of the resolved mean velocities, (a) {&i) and (b) (), (c) buoyancy, (b}, and (d) total turbulent diffusivity, rr, from the LES with
Twind = 0.08 Paand Q, = 0,25,and 75 W m ™ 2 Profiles are averaged from t = 0 to t = 8 d. For these cases, the critical depth, h, is 50 m, and the

critical diffusivity, k., is 0.002 m”> s~ .

than the Kara et al. (2000) mixed layer depth criterion. Similarly,
other methods to find the mixed layer depth (e.g. Holte and
Talley, 2009) would also classify our full domain as the mixed layer.
Profiles of the turbulent diffusivity of phytoplankton, kr, shown
in Figure 2d, highlight how a stabilizing surface heat flux limits the
vertical extent of phytoplankton mixing. Here, the turbulent diffu-
sivity is defined as the sum of the mean SGS diffusivity, (kscs), and
the resolved turbulent diffusivity diagnosed from the LES fields:

_ {Kksgs) — (wP)

M= TRy oz ©)

For all cases, the SGS diffusivity accounts for less than 10% of the
total diffusivity. For the LES here, the largest SGS diffusivity contri-
butions arelocated near the surface. Additionally, the SGS contribu-
tion increases with surface heating since the length scales become
smaller. As the level of heating increases, the magnitude of «kr

decreases and the mixing depth shallows. Note that in the case
with Qp = 0, mixing extends well below the critical depth, h. =
hypo/m = 50 m. Taylor and Ferrari (2011b) derived a useful ap-
proximate expression for the critical turbulent diffusivity:

K ~h—i( —m)? (10)
<= Mo :

In all three cases shown in Figure 2d, the maximum turbulent diffu-
sivity is larger than the critical turbulent diffusivity, x. >~ 0.002 m?s~.

Figure 3 shows a three-dimensional snapshot of the phytoplank-
ton concentration for the simulation with 7,;, = 0.08 Paand Q, =
5 W m™ 2. In this case, the phytoplankton are largely confined to the
warm layer near the surface, although three-dimensional fluctua-
tions in the phytoplankton concentration are still clearly visible.
Thelevel of variability in the three-dimensional phytoplankton con-
centration at each depth can be quantified with the horizontal vari-
ance, shown in Figure 4. Here, the square root of the variance is
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Figure 3. Resolved phytoplankton concentration from the LES
simulation with Tyinq = 0.08 Paand Q, = 5 W m~ 2. Phytoplankton
concentrations are normalized by Py, the initial phytoplankton
concentration att = 0 d. White lines show instantaneous streaklines at
the sea surface. In this simulation, the phytoplankton concentration is
highly confined to a relatively thin mixing layer, although fluctuations
in the phytoplankton concentration are still visible within the mixing
layer itself.

normalized by the local mean concentration to aid comparison
between the cases. Without heating, fluctuations in the phytoplank-
ton concentration are relatively small. The normalized variance in
this case increases somewhat with depth, although this is partly a re-
flection of a decrease in the mean concentration with depth. With
surface heating, the normalized phytoplankton variance is large at
the base of the active mixing layer.

Figure 5 shows the evolution of the horizontally averaged phyto-
plankton concentration as a function of depth for the three simula-
tions shown in Figure 2d. Profiles are at t = 0, 2, 4, 6, 8 d. For these
cases, the critical depth, h,, is 50 m, and the corresponding
e-folding depth associated with light penetration, hy, is 5 m. The
suppression of turbulent mixing and the restriction of the mixing
depth cause a regime change in the phytoplankton response. In
the case with Q, = 0, the phytoplankton concentration decreases
in time at all depths and the concentration is modestly surface-
intensified. The lack of a bloom is consistent with strong mixing
with kr > k. over alayer deeper than the critical depth. In contrast,
the cases with a positive surface heat flux exhibit phytoplankton
growth.

In the positive surface heat flux cases shown in Figure 5, the
mixing depthsinferred from the vertical phytoplankton flux profiles
are shallower than the critical depth, and the mixing depths clearly
delineate regions ofhigh and low phytoplankton concentration. The
simulations with A, = 100 and h; = 10 m show comparable behav-
iour to the simulations with A, = 50 and h; = 5 m; If the windstress
is above a critical threshold, phytoplankton cell concentration
decays over time. Additional surface heating may suppress the tur-
bulence and allow phytoplankton cell concentration to increase.

To quantify the mixing depth from the LES, we calculate the depth
at which the vertical phytoplankton flux is less than 5% of the
maximum vertical phytoplankton flux, (WP")/(W P’} = 0.05.

R. M. Enriquez and J. R. Taylor
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Figure 4. Profiles of the ratio of the square root of the averaged
phytoplankton concentration variance to mean phytoplankton
concentration, (PP )2 /(P) from the LES with Tinq = 0.08 Pa and
Qo = 0 W m ™2 Profiles are averaged from t = 0 to t = 8 d. For this
case, the critical depth, h, is 50 m.

The mixing depth diagnosed from the LES using this threshold
allows us to identify the influence of mixing depth on bloom initi-
ation. Figure 6 displays the calculated mixing depths as a function
of surface windstress and heat flux for h; =5, h. = 50 m (a) and
hy =10, h. =100 m (b). As the windstress increases the mixing
depth increases. For a given windstress, the mixing depth decreases
with additional surface heating. Filled symbols in Figure 6 indicate
simulations with positive net phytoplankton growth. Net growth
occurs where the mixing depth is shallower than the critical depth,
consistent with the critical depth hypothesis if the mixing depth is
used instead of the mixed layer depth.

The mixing depth diagnosed from the LES output can also be
used to quantify the net phytoplankton growth rates. The evolution
of the depth-averaged phytoplankton concentration from the LES
for all cases with iy = 5 m (corresponding to h. = 50 m) is shown
in Figure 7. Here, the phytoplankton concentration was averaged
over horizontal planes and within the diagnosed mixing depth
and normalized by the initial concentration:

o =
Pog: = —%LL% dz, (11)

where L is the mixing depth diagnosed from the LES using the
method described above. For all cases shown with Q, =0, the
depth-averaged phytoplankton concentration decreases in time.
On the other hand, sufficiently large surface heat fluxes can lead
to net growth (Figure 7b).

The net phytoplankton growth rates from the LES can be calcu-
lated from the depth-averaged phytoplankton concentration:

o= Intewe/Pogn (12)
h—h

We calculate the exponential growth rates using P,yg ;at t; = 4and
t, = 8 d and plot them for all cases in Figure 8. Increasing the
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Figure 5. Profiles of the resolved mean phytoplankton cell concentration, <I_3)/P0, att =0, 2, 4,6,and 8 d from the LES with 7,4 = 0.08 Pa and
(@)Qo=0W m™? (b) Qo =25W m~ % and (c) Qy = 75 W m 2. Phytoplankton concentrations are normalized by P, the initial phytoplankton
concentration att = 0 d. The critical depth, h,, is 50 m, and the corresponding e-folding depth associated with light penetration, h, is 5 m for these

simulations.

surface windstress leads to slightly lower growth rates, whereas in-
creasing the surface heat flux leads to higher growth rates. If the
resulting growth rate is positive, it is classified as growth, and
negative if otherwise. Additionally, Figure 6 shows that there is
growth when the mixing depths are shallower than the critical
depth and decay if the mixing depth is greater than the critical
depth.

Analytical phytoplankton concentration model
Although the LES simulates the response of phytoplankton to wind-
driven turbulence and surface heating, the computations are

expensive, which limits our ability to explore the influence of
various parameters. In this section, we will develop an analytical
model for the phytoplankton concentration in a heated, wind-
driven Ekman layer using a method similar to that described in
Taylor and Ferrari (2011b). The analytical model will be used to
derive approximate expressions for the critical windstress and crit-
ical surface heat flux in terms of other physical and biological para-
meters. In this section, we will first introduce the form of the
analytical model, then describe parameterizations for the mixing
depth and turbulent diffusivity for the wind-driven and surface-
heated cases. Results of the new model are described in the
“Results from the analytical model” section.
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Following Taylor and Ferrari (2011b), we begin by averaging
the three-dimensional phytoplankton concentration equation
[Equation (3)] across horizontal planes to obtain:

9 &
predC ) = (W) — m)P(z, t) + KT@P(Z, 0, (13)

where P(z,t) is the horizontally averaged phytoplankton concentra-
tion, and kr represents mixing by resolved and SGS turbulence.
Here, a uniform turbulent diffusivity profile is used and is symbo-
lised by kr to distinguish it from the turbulent diffusivity diagnosed
from the LES, k1. Next, we seek exponentially growing/decaying
solutions of the form P(z, t) = P(z)e™, in which o is the net phyto-
plankton growth rate. Using this ansatz results in the following
eigenvalue problem:

. d .
oP(z, 1) = ((z) — m)P(z) + Kkt @P(z). (14)

Solving Equation (14) yields a set of eigenvalues, o, and corre-
sponding eigenvectors, P,,. The evolution of an arbitrary initial
profile can then be expressed as a linear combination of the eigen-
vectors:

Pz, t) =) Abe™'P,(2), (15)

with the coefficients, AS, chosen to match the initial conditions.
For a given set of parameters, we can compute the corresponding
eigenvalues and eigenvectors with a uniform turbulent diffusivity
profile within the mixing depth, L, and with no phytoplankton
flux boundary conditions at z = 0 and z = — L. Under bloom con-
ditions, when the phytoplankton population grows exponentially,
we expect the most rapidly growing mode to dominate so that
the growth rate eventually asymptotes to the largest eigenvalue,

o — max(0,), regardless of the initial condition. If the largest
growth rate is positive, max(o,,) >0, a bloom may develop under
the specified conditions. However, before we can interpret the de-
pendence of the results on surface forcing, we need to develop for-
mulations for the mixing depth, L, and the turbulent diffusivity,
kT, as functions of the surface windstress and the heat flux.

Mixing depth and turbulent diffusivity scales

To express the mixing depth in terms of the surface forcing, we adapt
the following form from Zilitinkevich and Baklanov (2002), which
includes the effects of surface stress and a stabilizing surface buoy-
ancy flux:

1 f? /Bo

= + ,
L2 (Cl u*)z (Czui)z

for By > 0. (16)

Where C; and C, are prescribed constants, f the Coriolis parameter,
the = (Tyind/p,)"* the friction velocity, and By the surface buoyancy
flux. Note that an increase in windstress will result in an increase in
u* and hence an increase in the mixing depth, L. Conversely, as the
magnitude of the surface heat and buoyancy flux increase, the
mixing depth will shallow.

The formulation in Equation (16) effectively interpolates
between the turbulent Ekman depth, Sgyman = #*/f, seen in the
first term on the right hand side of Equation (16), and the depth
of a stable boundary layer affected by a surface buoyancy flux and
rotation, Ssp = 12/ (fBy)'/? (Zilitinkevich, 1972), represented
through the second term on the right hand side of Equation (16).
Brody and Lozier (2014) specify separate and discontinuous
mixing depths for small heat fluxes and large heat fluxes, whereas
Equation (16) provides a continuous formulation for the mixing
depth that is applicable from neutral to strongly stable regimes.

Recall from Figure 2d that the turbulent diffusivity and mixing
depth both depend on the surface forcing. This distinguishes the
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Figure 7. The evolution of the LES depth-averaged phytoplankton cell
concentration within the mixing depth, L, normalized by the initial
concentration, P,. Cases at various (a) surface windstresses, Tying, With
Qo = 0and (b) surface heat fluxes, Q, are shown with the varying 7,,inq
shown in (a). Linestyles differentiate the values of Q, whereas colours
distinguish the values of 7;,q4. The plots shown are for the cases with
h. = 50 m (corresponding to h, = 5 m).

dynamics of a heated, wind-forced boundary layer from scenarios
considered in previous studies. For example, in considering
thermal convection, Taylor and Ferrari (2011b) found that turbu-
lence extends throughout the existing mixed layer, and varying the
magnitude of the surface cooling influenced the intensity but not
the depth of mixing. Here, we seek to develop a formulation for
the turbulent diffusivity that captures the inter-dependence of the
mixing depth and mixing intensity for the heated, wind-forced
boundary layer.

To formulate a scaling for the turbulent diffusivity, kr, we use
standard mixing length theory (e.g. Wyngaard, 2010). First, we
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define the eddy turnover time, T = d/v, using a characteristic turbu-
lent length scale, d, and velocity scale, v. We assume that turbulence
is generated by the surface windstress, in which case the friction
velocity, u*, provides a characteristic turbulent velocity scale. We
further assume that the largest turbulent motions dominate
mixing and that their size scales with the mixing depth such that
d = Land 7= L/u*. On dimensional grounds, the turbulent diffu-
sivity will then scale with &r ~ L?/7, or

#r = Csu,L. (17)

Three coefficients, C;, C,, and Cjs, are then needed to relate the
mixing depth and turbulent diffusivity to the surface forcing. To de-
termine the values of these coefficients, we use turbulent diffusivity
profiles diagnosed from the LES. The coefficients are selected to
produce a uniform kr that best represents r for a range of Ting
and Q. Specifically, C; and C, are first chosen to produce the best
collapse of the ky profiles. Then, Cj; is chosen so that the uniform
Kr is representative of a depth-averaged k.

Figure 9 shows the profiles of the normalized turbulent diffusiv-
ity, K = kr/(u,L), plotted against the normalized depth, z/L, for
the wind-only cases (Figure 9a) and the cases with surface heating
(Figure 9b). In this figure, the approximate corresponding wind-
speed at 10 m above the sea surface for each windstress value is
given for reference. Values are approximated with Tying = p;CoU%,
where p,; = 1.3kgm ™’ is air density, and Cp = 0.0013 is the
drag coefficient. These figures represent our choice of the pair of
C, and G, that best collapse the 7} profiles for all the cases, using
the suggested range of C,=0.51 4+ 0.06 (Zilitinkevich et al,
2007). Setting C; = 1 and C, = 0.57 minimizes the error between
all the k] profiles. We choose not to set C; based solely on the
mixing depth of the wind-only simulations since there is a large
spread in the resulting value of C;. If the mixing depths of the wind-
only simulations are used, the average value of C; is 1.45 with a
standard deviation of 0.29. As seen in Figure 9b, the turbulent diffu-
sivity profiles collapse well when normalized by u* and L for all cases
with Qy # 0. After selecting C, and C,, we average the kt profiles
fromz = 0toz = — Landarriveat C; = 0.02, which is shown as ver-
tical lines in Figure 9. Values of the analytical model coefficients used
in this study are summarized in Table 3. Using a uniform diffusivity
profile may affect the mean growth rates. The growth rates from the
analytical solution are compared with LES results in the Appendix.

Comparing the normalized turbulent diffusivity profiles in
Figure 9a and b, it is worth noting that the turbulent diffusivity
extends deeper in the cases with Qy = 0 than in the cases with
surface heating. We are unable to identify a set of coefficients C;,
C,, and C; that produce the same mixing depth in the heated and
unheated cases. We believe that this discrepancy is due to the devel-
opment of a stable stratification at the base of the mixing layer in the
heated cases, as seen in Figure 2c. This stable stratification inhibits
mixing and somewhat reduces the mixing depth in cases with
Qo > 0. It would be possible to explicitly include the effects of strati-
fication (e.g. Zilitinkevich and Baklanov, 2002), but this would
require solving an additional prognostic equation for the buoyancy.
In an effort to keep the analytical model as simple as possible, our
formulation depends only on the surface forcing. As will be shown
in the next section, the analytical model produces an excellent agree-
ment with the LES when Q, > 0, although when Q, = 0, the analyt-
ical model underestimates the mixing depth and consequently,
overestimates the phytoplankton growth rate.
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corresponding wind at 10 m above the sea surface, U, is written next to the windstress values. Values are approximated with Tyjnq = pairCDuﬁo,
where p,;, = 1.3 kgm 2 is air density, and Cp = 0.0013 is the drag coefficient.

Results from the analytical model

In this section, we describe the predictions of the analytical model
and compare the results with the LES and the critical depth and crit-
ical hypotheses. We solve Equation (14) using the formulation for
the mixing depth and turbulent diffusivity described in the previous
section. For comparison, we will start with the same biological

Table 3. Non-dimensional parameters for the mixing depth
and vertical phytoplankton diffusivity model.

Parameter Value
G 1.0
G 0.57
G 0.02
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parameters as the LES, although the analytical model allows us to
explore a much wider range of physical forcing and to derive expres-
sions for the critical heat flux and critical windstress. Details of the
parameter space used for the analytical model are in Table 4. In the
first part of this section, we apply the same biological parameter
values as in the LES, but use a wider range of surface windstress
and heat flux. The sensitivity analysis that follows varies the bio-
logical parameters w, and hy, in addition to the wider range of
surface windstress and heat flux.

Table 4. Parameters for the analytical model that complement
the LES.

Az Mo hL Chl hc Twind Qo
(m) (@) (m) (mgm”®) (m) (Pa) (Wm™?)

0.1 1 5 4 50 0.001-0.1 0-100
0.1 1 10 0.2 100 0.001-04  0-100
0.1 0.5 5 4 25 0.001-0.1 0-100
0.1 0.5 10 0.2 50 0.001-04  0-100
0.1 0.5 15 0.05 75 0.001-1.0 0-100
0.1 1 5 4 50 0.001-0.1 0-100
0.1 1 10 0.2 100 0.001-04  0-100
0.1 1 15 0.05 150 0.001-1.0 0-100
0.1 15 5 4 75 0.001-0.1 0-100
0.1 15 10 0.2 150 0.001-0.4 0-100
0.1 15 15 0.05 225 0.001-1.0 0-100

Varying parameters for simulations include the maximum growth rate, uo,
light limiting depth, h, the critical depth, h,, the windstress, 7,ing, and the
surface heat flux, Qo. The corresponding chlorophyll (Chl) concentration for
each hy value is noted in the table. The windstress is described as a range with
a spacing of 0.001 Pa. The surface heat flux also covers a range. The spacing
used is 5 W m 2. The simulations in the top section are compared directly
with LES results. The simulations on the bottom section are used for testing
the sensitivity of o and h, on the solution.
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The resulting normalized net growth rate from the analytical
model, o* = max(o,,/m), is shown as a function of surface winds-
tress and surface heat flux in Figures 10 and 11. The ¢* = 0 curve
separates growing and decaying solutions and indicates the critical
windstress for a given heat flux. In general, the normalized growth
curves show that increasing the surface windstress leads to slower
growth rates and that increasing surface heating promotes faster
growth, as expected. Figure 10 shows contours of the growth rate
for h. =50 m (corresponding to h; =5 m), whereas Figure 11
uses h.= 100 m (corresponding to h; = 10 m). When Q, =0,
the model predicts a critical windstress of ~0.03 Pa when h; =
5 m, whereas a higher critical windstress (~0.13 Pa) is predicted
when Ay = 10 m.

For comparison, symbols also indicate whether a specific LES
exhibited growth (filled circle) or decay (open square) of phyto-
plankton concentration averaged over L for a given surface winds-
tress and a heat flux. In general, the ¢* = 0 contour predicted
from the analytical model delineates the growing and decaying
cases from the LES. However, when Q, = 0, the critical windstress
is somewhat overpredicted by the model.

One interpretation of the critical depth hypothesis is that net
phytoplankton growth should occur when the mixing depth is shal-
lower than the critical depth. When the mixing depth is equal to the
critical depth, L = h,, no growth should occur. We can evaluate this
hypothesis using the analytical model which includes the effects of
limited turbulent mixing by comparing the L = h. contour with
the 0* = 0 contour, as shown in Figure 10a. In this case, the critical
depth is h. =50 m, and indeed, the L =50 m contour follows
the o* = 0 contour relatively closely. The discrepancy between the
two can largely be explained by the slight overestimate of the
mixing depth in the cases with Q # 0. Similarly, the L = 100 m
contour closely coincides with the zero growth rate contour for
the case h. = 100 m (Figure 11a).

(b) 100
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/ ‘
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T 1
= 1§ > 4
G 40 A
®
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-
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Figure 10. Normalized net growth rate, 0* = a/m, curves from the analytical model as a function of the surface windstress, Tinq, and surface
heating, Q,, with a critical depth, h, of 50 m (black). This critical depth corresponds to h, = 5 m. The zero growth curve (dashed black lines)
indicates the boundary between phytoplankton cell concentration growth and decay. The resulting growth (filled circle) or decay (open square) of
phytoplankton cell concentration averaged over L from the LES is also shown. Contours of mixing depth, L (a), and phytoplankton turbulent

diffusivity, kt (b), are shown in grey.
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Figure 11. Same as Figure 10 but for h. = 100 m (corresponding to h. = 10 m). The scale of 7,4 is larger than Figure 10.

The magnitude of the turbulent diffusivity, estimated using
Equations (16) and (17), is shown along with the growth rate con-
tours in Figures 10b and 11b. To evaluate the critical turbulence hy-
pothesis for a heated wind-driven boundary layer, we can compare
the kr = k. contour to the marginal stability contour (¢* = 0). For
hy, = 5 m, the critical turbulent diffusivity is k. = 0.002 m* s~ },and
the kT = k. contour intersects the zero heat flux axis at ~0.01 Pa,
which is less than the critical windstress ~0.03 Pa, predicted by
the analytical model. For ki, = 10 m, the critical turbulent diffusiv-
ityis k. = 0.009 m? s~ !, and the kr = k. contour intersects the zero
heat flux axis below the critical windstress ~0.13 Pa predicted by
the analytical model. When Q, > 0 the kr = k. and o* = 0 con-
tours diverge further, indicating that the critical turbulence
becomes less significant with increased surface heating.

Analytical expressions for the critical windstress and the critical
heat flux can be obtained by solving Equation (14) for a range of
surface windstress and heat flux values. For a given surface winds-
tress or a given surface heat flux, the corresponding critical surface
condition can be estimated. To do this, we will use the approximate
expression for the critical turbulent diffusivity from Equation (10)
and substitute Equations (16) and (17) for the turbulent diffusivity.
Without surface heating (Q, = 0), the critical windstress is

Terit f hi 2
=——= — . 18
2o CiCs m (o — m) (18)

When the surface heating and windstress are both non-zero, the ana-
lytical solutions are somewhat more complicated. The critical buoy-
ancy flux is

2(24,,2
CCim

3 2
Twind Twind sz
Bait = e — = (19)
' ( Po > hi(l‘«o —m)4f ( Po ) c

From this expression, the critical surface heat flux can be calculated
using Qcrir = BerieCppo/ (g), where ¢, and avare the heat capacity and
thermal expansion coefficient, respectively. It is less simple to isolate
an expression for the critical windstress with surface heating which

satisfies the following cubic equation

Teri o PifBo
CIm* —= = hf (g — m)4< ¢+ . (20)
’ Po Lo Citaitc  CToge

where By, is the surface buoyancy flux. This equation can be readily
solved numerically, but the closed form expression for 7., is cumber-
some. However, we can rewrite Equation (20) in terms of the Ekman
layer depth, 8gjman, and the stable boundary layer depth, 8sg;, defined
in the “Mixing depth and turbulent diffusivity sales” section:

) 1 1
C2r? Terit _ h4(,u _ m)4<7 + > (21)
g T ClOtkman C3 %1

Although 8ggman and Ospr. both depend implicitly on the wind-
stress, we can examine limits when one is much smaller than the
other. When surface heating is small and Sggman<<<spr, we
recover the expression given in Equation (18). In the other limit,
when heating is large enough to confine mixing to a depth much
shallower than the Ekman depth, i.e. when 8spp < << Ogyman, the crit-
ical windstress is

. _d o2\ 13
@=(ﬂ%hi—(“ 0 ) Q) . (22)

Po m? 3

Note that large stabilizing surface buoyancy fluxes increase the crit-
ical windstress. The critical windstress also depends strongly on hy,
Mo, and m.

Numerical solutions of Equation (20) are shown in Figure 12 for
various values of the critical depth. Each curve traces out solutions
with no net growth as a function of the windstress and the surface
heat flux. The figure can therefore be used to find the critical
surface heat flux for a given windstress, or conversely the critical
windstress for a given surface heat flux. We expand on the simula-
tions presented above by adding an additional value of iy + 15 m
and allowing u, to vary from 0.5, 1.0, and 1.5 d L. This causes the
critical depth, h, to vary over a wide range from 25 to 225 m.
Figure 12 shows that as the critical depth increases, the critical
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Figure 12. Normalized analytical critical growth, o™, curves as a
function of the surface windstress and surface heat fluxes. These curves
represent the sensitivity of the critical growth curve to the critical
depth, hc = h (uy/m). Each curve represents a solution for a given
critical depth, which results from varying uo = 0.5, 1,and 1.5 d~ ' and
the e-folding depth associated with light penetration, h, = 5, 10, and
15 m. The loss rate, m, is constantand is set to 0.1 d ~ . From right to left,
the critical depths increase from 25 to 225 m, indicating that a higher
critical depth requires a higher critical windstress for a given heat flux.

growth curve shifts towards higher windstresses and lower surface
heat fluxes. In other words, a larger critical depth requires a stronger
wind to suppress a bloom.

Discussion and conclusions

In this paper, LES were used to study the response of phytoplankton
to wind-driven mixing and surface heating. Results from a series of
LES runs forced with various constant values of the windstress and
surface heat flux were used to develop parameterizations for the
mixing depth and turbulent diffusivity and assess the analytical
model that was based on these parameterizations. We then pre-
sented analytical solutions to extend the LES results to a wider
range of parameter values and obtained expressions for the critical
windstress and the critical heat flux in terms of other physical and
biological parameters.

The LES results indicate that the depth and intensity of mixing
are each capable of influencing phytoplankton growth. In the
absence of positive heating averaged over a day, net phytoplankton
growth occurs in the LES when the windstress is below a critical
threshold. The LES results agree with the critical depth hypothesis;
phytoplankton growth occurs when the mixing depth first becomes
shallower than the critical depth. In this case, wind-driven mixing
maintains a relatively uniform phytoplankton concentration in
the mixing layer, and growth conditions are consistent with the crit-
ical depth hypothesis based on the mixing layer depth rather than
the mixed layer depth. During this period, there is a decoupling
between the mixed and the mixing layer.

The critical windstress predicted by our analytical model
depends strongly on the surface heat flux and the critical depth
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(Figure 12). In the absence of heating and when the critical depth
is relatively small (h. <50 m), the critical windstress is very
small (<0.05 Pa). In this case, very little wind is sufficient to mix
phytoplankton out of the euphotic layer and prevent a bloom.
This is consistent with the conclusion drawn by Taylor and
Ferrari (2011b) who found that very low levels of surface cooling
were sufficient to prevent blooms. However, Figure 12 also shows
that the critical windstress is highly sensitive to the critical depth.
This is a new result and was not seen under convective conditions.
Unlike convection which extends throughout the mixed layer,
wind-driven mixing cannot extend far below the Ekman layer
depth in the absence of surface heat fluxes. Therefore, a large
windstress is required to keep phytoplankton cells well-mixed
below a deep critical depth. The addition of surface heating strong-
ly restricts the depth of mixing and results in a sharp increase in the
critical windstress.

We can interpret the sensitivity of phytoplankton growth to
winds and heating using the parameterizations for the mixing
depth and turbulent diffusivity introduced in Equations (16) and
(17). First, consider a case with no net heat flux (Q, = 0), where
Locu,/f and wrocul/f. If the windstress is reduced by an
amount A7y;,4, the mixing depth, L, will be reduced by a factor pro-
portional to v/ATying, Whereas the turbulent diffusivity, «, will de-
crease by a factor of A7;,q. Depending on the particular physical
and biological conditions, it is therefore possible for kr to drop
below the critical turbulence threshold before the mixing depth
shoals above the critical depth. Conversely, when the mixing
depth is strongly influenced by the stabilizing effect of surface
heating and L oc 12 /\/Bof, an increase in the surface heat flux will
reduce L and kr by the same factor. Therefore, if the turbulent dif-
fusivity associated with wind-driven mixing alone is much larger
than the critical turbulence threshold, it is unlikely that increasing
the surface heating will trigger a bloom through the critical turbu-
lence criterion before the mixing depth shoals above the critical
depth.

Inan effort to isolate the influence of various physical mechanisms
on the timing of the spring bloom, we used a highly simplified phyto-
plankton model. We neglected several factors that could be important
in the timing of the spring bloom, including phytoplankton/
zooplankton interactions (Behrenfeld, 2010), nutrient availability
(Moore et al., 2006), and eddy-driven restratification (Taylor and
Ferrari, 2011a; Mahadevan et al., 2012). The results of our model
are therefore best interpreted not as a prediction for the timing of a
given bloom event, but rather an indication of the sensitivity of phyto-
plankton growth to winds and surface heating. Part of the rationale for
considering a simplified phytoplankton model is that LES simula-
tions are very costly, which makes exploring a vast parameter space
extremely challenging. However, the analytical model that we pre-
sented could be expanded to include a more complex biogeochemical
model and used to study how a complex ecosystem responds to
changes in physical forcing.
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Appendix

Comparison of LES and analytical model results

In this section, we compare the calculated mixing depth and phyto-
plankton growth rate results from the LES and analytical model to

understand any model biases.
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The values of the mixing depth from the analytical model and the
LES are shown in Figure Al. The analytical model underpredicts
the mixing depth for the unheated cases and slightly overpredicts
the mixing depth for the heated cases. This is because the coefficient
C, in Equation (16) tended to be higher than the chosen value for the
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Figure A2. Comparison of net growth rates from LES and analytical
solutions for various windstress, 7,4 and surface heating, Qo, cases.
Symbols depict individual values of 7;.4. Larger symbols indicate
higher levels of Q.

(b) 125 T T T
100
Wind-Only
£ 5t
—
a
D
o
(=]
£
X 50 p—
=
25+
0'_.___.____. _____
107° 1072
ke (m? s7)

Figure A3. Normalized analytical growth, o* curves (grey) asa function of the turbulent diffusivity, kt, and mixing depth, L (a). Arrows indicate the
movement from an unheated case to higher surface heating, Q,, cases for a given 7;q. The mixing depth and turbulent diffusivity from the LES are
shown in (b). Lines connect the cases with the same 7,;,¢. Dashed lines indicate the critical turbulent diffusivity, k., and the critical depth, h.
Symbols depict individual values of 7,;,4: star, 0.001 Pa; diamond, 0.01 Pa; circle, 0.02 Pa; left-pointing pointer, 0.04 Pa; right-pointing pointer,
0.06 Pa; triangle, 0.08 Pa; square, 0.10 Pa. Filled symbols correspond to phytoplankton cell concentration growth.
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wind-only cases. Rather than using distinct values of the coefficients
in the heated and unheated cases, we chose a combination of C; and
C, that led to the smallest standard deviation in the normalized eddy
diffusivity profiles across all cases.

Figure A2 shows a comparison of the growth rates from the ana-
lytical model and the LES. Overall, the analytical model captures the
growth rate inferred from the LES well, although there are some dif-
ferences, notably in the unheated case with 7,;,4 = 0.01 Pa. For this
case, the model predicts significant phytoplankton growth, but the
LES shows weak decay for the period examined, although the
growth rates are small in magnitude in both models. The overpre-
diction of the growth rates from the analytical model when Qy = 0
appears to be due to an underestimate in the mixing depth for these
cases.

Figure A3 shows contours of the normalized growth rate from the
analytical model (0*) as a function of kr and L for the cases with
hy, = 5 m (corresponding to h. = 50 m). The critical turbulent dif-
fusivity and critical depth thresholds are depicted as dashed lines.
Symbols indicate the values of the turbulent diffusivity and
mixing depth calculated for the analytical model with values of Q
and Ty;inq corresponding to each LES run. Arrows indicate the direc-
tion of increasing surface heat flux, Q,, for a constant windstress,
Twind- When following along a series with 7,4 = 0.08 or 0.1 Pa,
and increasing the surface heat flux, the trajectory crosses the o* = 0
contour when the mixing depth is very close to the critical depth.

R. M. Enriquez and J. R. Taylor

The turbulent diffusivity and mixing depth diagnosed directly
from the LES with hy = 5m (corresponding to h.= 50 m) are
shown in Figure A3. Comparing Figure A3, it is clear that the
model significantly underpredicts L for the cases with Q= 0.
However, the turbulent diffusivity from the analytical model
matches the turbulent diffusivity diagnosed from the LES more
closely. The coefficients for the analytical model were selected to
predict the eddy diffusivity more accurately than the mixing
depth. Additionally, there is more disagreement in the normalized
eddy diffusivity profiles for the unheated cases than the heated
cases. Therefore, it is also expected that there would be more agree-
ment between the analytical model and LES eddy diffusivities for the
heated cases. Following the series with Q, = 0 in Figure A3 from
high to low windstress, growth does not begin when the critical tur-
bulence threshold is crossed. The LES also demonstrates that phyto-
plankton growth occurs when the mixing depth is less than the
critical depth. To see this trajectory, we add a special Tying =
0.001 Pa wind-only case to this figure.

The results shown are for cases with h. = 50 m. However, the
results are qualitatively similar for the cases with h. = 100 m. By
comparing Figures 10 and 11, we see that higher values of windstress
are needed to suppress growth for deeper critical depths. The analyt-
ical model and LES results for the cases with 4. = 100 m also show
that phytoplankton growth occurs when the mixing depth is less
than the critical depth.

Handling editor: Shubha Sathyendranath
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