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Abstract Given a projective structure on a three-dimensional manifold, we find
explicit obstructions to the local existence of a Levi-Civita connection in the projec-
tive class. These obstructions are given by projectively invariant tensors algebraically
constructed from the projective Weyl curvature. We show, by examples, that their
vanishing is necessary but not sufficient for local metrisability.

Keywords Projective differential geometry - Path geometry - Weyl geometry -
Metrisability
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1 Introduction

There are several inequivalent geometric structures that give rise to a preferred family
of curves on a smooth n-manifold M. A path geometry on M is a locally defined
family of unparametrised smooth curves (called paths), one through each point and in
each direction. A path geometry is projective if its paths are the unparametrised geo-
desics of a torsion-free connection V on T M. The corresponding projective structure
(M, [V]) is then defined by the equivalence class of torsion-free connections sharing
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their unparametrised geodesics with V. Finally a path geometry is metrisable if its
paths are the unparametrised geodesics of a (pseudo-)Riemannian metric g. In this
case the path geometry is, of course, also projective since the underlying projective
structure is defined by the Levi-Civita connection of g. The converse does not hold: a
general projective structure does not contain a Levi-Civita connection of any metric.

The characterisation of metrisable projective structures is a classical problem, which
goes back to the work of Roger Liouville [17]. This problem has recently been solved
if n = 2:1in this case (assuming real-analyticity for sufficiency, as one must) necessary
and sufficient conditions are given by the vanishing of a set of projective differential
invariants [2], the simplest of which is of differential order five in the connection
coefficients of a chosen V € [V]. The case n = 2 is special—the projective Weyl
curvature vanishes on a surface. This is no longer the case if n = 3, where the first
set of obstructions already arises at order one, and is algebraic in the projective Weyl
tensor. In this paper we shall present some of these obstructions as explicit projectively
invariant tensors constructed algebraically from the Weyl curvature.

As is often done in differential geometry, we shall adorn tensors with indices in
order to denote the type of the tensor. Thus, we may denote a vector or vector field
by X? but w, always denotes a co-vector or 1-form. This is Penrose’s abstract index
notation [22]. The canonical pairing between vectors and co-vectors is denoted by
repeating an index so that X“w, is the scalar that would often be written without
indices as X _ w. For any tensor 4., we shall denote its skew part by ¥[4pc) and its
symmetric part by ¥(apc)-

Projective structures are reviewed at the start of Sect. 2. Here, suffice it to say that
the primary invariant of a projective structure is the projective Weyl tensor W,;, an
irreducible part of the curvature of any connection in the projective class [ V] satisfying

Wap‘a = Wian1as - Wian’ay =0, Wy = 0.

This article is concerned exclusively with the 3-dimensional case. To formulate one
of our results define a traceless tensor V. = V©@b)_in terms of the projective Weyl
curvature W,;¢; and an arbitrarily chosen non-degenerate section €4°¢ of A3(T M) by

Vabc = edea Wdebc~ €))
Theorem 1.1 Let A, B,C, D, F, J, K, L be the symmetric tensors defined by

O(var,vha,),
Vap Vbq yer )
O (v, vra,ver,),

Of
Babc — (
Of

Dahcd (V ypa,yer yds )
Ol
Of
Of

Cabc —

Jabcdef Vab Vcd yra,yer Vvt Vfu)
Vab Vcd yProyas, )
Vab Vcd yer, qu Vrt Vsu)

Fabcd

Kabcdef
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Metrisability of three-dimensional path geometries

Labcdef — O (Vabp Vqu qur Vrst Vetu Vfus) ,
where (©) denotes symmetrisation over the non-contracted indices, and let
T =24J+ 12K —24L —24BOB —24COC +40BOC —24AOD +6A0QF. (2)

In general, the tensor T**“f does not vanish. However, if V is projectively equivalent
10 a Levi-Civita connection then T¢de/ = (.

Theorem 1.2 With tensors Aab Babc Cabc Dubcd Fabcd ]abcdef Kubcdef Lubcdef
defined as in Theorem 1.1, the following

Cabc _ 2Babc Fabcd _ 2Dabcd Jabcdef _ 2Labca’ef

3Jahcdef _ ZC(ahCCdef), Jabcdef _ 4Kabcdef + 4A(achdef) S

are generally non-zero but vanish if V is projectively equivalent to a Levi-Civita
connection.

In fact, since

T =12(J —2L) = 3(J —4K +4A0D) +5(3J —2C0OC)
+2(C —2B)O(6B —7C) + 6AO(F —2D),

Theorem 1.2 implies Theorem 1.1. However, we shall see that the invariant T arises in
amore fundamental way, already described in [2]. More specifically, one can construct
from the Weyl curvature a homomorphism & @2( T™™) — @3 (T M) that must have
a non-trivial kernel in the metrisable case and 7%%¢4¢/ is defined to be what amounts
to the determinant of this homomorphism: Tabedef X XX, X X, X £ is characterised
as being the determinant of the composition

OXTM) = ¥ M) X 2T My

for any 1-form X,. The homomorphism E is constructed by forming and prolonging
the metrisability equation (e.g. [7]) and is the natural first step [20] in searching for
a metric in a given projective class. We should point out that these constructions
are carried out having arbitrarily chosen a non-zero section €% of the line bundle
A3(T M). However, since a different section only changes the scale of the various
obstruction tensors at each point, whether they vanish or not is unaffected. In the main
body of this article we shall restore precision by introducing projective weights, in
effect a mechanism for keeping track of the scale of €?>°,

Theorem 1.2 is established by a different route, which seemingly creates a pro-
liferation of projectively invariant obstructions to metrisability. For example, if one
considers tensors such as 7#¢?¢f  taking values in @6(T M) and of degree 6 in the
projective Weyl tensor, equivalently in the tensor V2., then one finds an 8-dimensional
space of obstructions in the 11-dimensional space of projective invariants of this type.
Indeed, there is already a quadratic obstruction as follows.
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Theorem 1.3 In order that a projective structure [V] be metrisable, the invariant
tensor
Qabc = €pq(a Vprb) Ve, )

must vanish, whilst in general it does not.
And if one prefers a scalar obstruction, then there is one of degree 3 as follows.

Theorem 1.4 In order that a projective structure [V] be metrisable, the invariant
scalar

S = eqpc VP, VIV,

must vanish, whilst in general it does not.

Besides proving these theorems, we shall provide a systematic way of creating many
more invariants. Nevertheless, we shall show by examples, in Sects. 2.3 and 2.4, that
this proliferation of invariants is insufficient to characterise the metrisable projective
structures. In Sect. 3 we shall reformulate the problem for path geometries in terms of
systems of two second order ODE for the unparametrised paths.

We would like to thank Katharina Neusser for pointing out the projectively invariant
pairing (12) as a useful device in understanding the metrisability equation and also
for helpful discussions concerning the form of the tensor V4%, for the Egorov and
Newtonian structures in Sects. 2.3 and 2.4.

Finally, as detailed in Sect. 2.3, we would like to thank Vladimir Matveev for
drawing our attention to an alternative proof [ 15] of the non-metrisability of the Egorov
structure and also for his pertinent comments concerning the possible values of the
degree of mobility of Riemannian and Lorentzian metrics in three dimensions.

2 Projective structures and metrisability

Let M be a smooth manifold. Let us consider an equivalence class [V] of torsion-free
connections on 7'M, where to say that V and V belong to [V] is to say that there is a
1-form Y, such that

VoX? =V, X? + Y, X? + 8,27 . XC (5)
This is the condition for the geodesics sprays of V and V on TM to have the same
projection to P(T M). Therefore, it is exactly the condition that all connections in [V]
share the same unparametrised geodesics on M. In other words, the equivalence class
[V] operationally defines what is a projective structure.
The curvature of a given connection V € [V] is defined by
[Va, V51X = Rap g X",

and can be uniquely decomposed as

Rapy = Wapy + 84“Ppa — 8pPaa + Banda® (6)
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where B,, = —2Ppup) and W, is totally trace-free. Then P, is the projective
Schouten tensor and W,;,¢; is the projective Weyl tensor. If we change connection in
the projective class using (5) then

o~

Pub =Pap — VaXp + YaYb,  Bub = Bab + 2Via Yh),

whilst W,,; remains unchanged.
We now specialise to the case when M is 3-dimensional. Computing the effect of
a change of connection (5) on a 3-form 7,4, we find that

o~

Vatbed = Vanbed — 3YaNbed — YoNacd — YeNbad — YaNbea )
= Vaped — 4 aNbed
and so if M is oriented (as we shall suppose henceforth) and 7, is chosen to be
everywhere non-vanishing (we say that n,. is a choice of scale), then we may specify
Y, by requiring that V,;npcq — 4Yynpca = 0, thus obtaining a unique connection V in
the projective class such that V,n,.q = 0. We shall refer to the connections obtained
in this way as special. From (6), we find that

[Va, Viblnede = —4BabNcde

and conclude that 8,5, = 0 for special connections and hence that the Schouten tensor
P,p is symmetric. (If M is not oriented, then we define a choice of scale to be a
nowhere-vanishing section of (A?}W)2 instead, where A%W is the bundle of 3-forms
on M.) For any w € R, it is convenient to denote by € (w) the line bundle (A%,,)’w/“,
invariantly defined as the bundle whose fibre at p € M is the 1-dimensional vector
space

{6: N T;M — R: ¢ (o) = 2" (e) forall i > 0},

where A3+TP*M denotes the 3-forms at p positive with respect to the orientation,
and we shall refer to a section p of E(w) as a projective density of weight w. There
are canonical isomorphisms (k) = 8(1)®k for k € Z. Also, by construction, there
is an identification £(—4) = A%w, which we shall write as p +— pé€gpe for p of
projective weight —4. Equivalently, we have a canonical volume form €, of weight
4, that is to say a canonical section of A%v] (4), the tensor product A%v] ® &(4). Having
done this, a scale may be alternatively specified as a nowhere-vanishing density o of
projective weight 1, so that 1,5, = o " *eape is the corresponding volume form. This
is the viewpoint we shall adopt henceforth. In summary, we are working with special
connections specified by a choice of projective density o of weight 1. Choosing a
different scale, say ¢ = Qo for some nowhere-vanishing function €2, induces a
projective change of connection (5) where Y = Q~'dQ. In the presence of a scale
o € I'(M, £(1)), we may view a projective density p € T'(M, E(w)) as a smooth
function, specifically f = p/o®, but if we change scale o — & = Q~ !0, then this
function changes according to f: QY f. Finally, for any scale o € I'(M, £(1)), the
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line bundles € (w) inherit connections characterised by Vo = 0 and then, if p is a
projective density of weight w, we see that

~

Vap = Vap + wYyp

and note that this is consistent with (7) and the identification A3, = &(—4). Otherwise
said, the tautological 3-form €, of weight 4 is covariant constant (V, €p.q = 0) for
any special connection on A%w (4). We shall denote by ¢ the induced canonical
section of the dual bundle A3(7 M)(—4) normalised so that

€abc € = 8,78,8. + 8,857 8.9 + 8,7 8,78.°
— 8485987 — 8,987 8.6 — 847 8,°8.,

equivalently that €**“e . = 6.

For those who find this discussion arcane, we should admit that a low-tech alter-
native is to regard formule containing €?*° as defined using an arbitrarily chosen
nowhere-vanishing section €%2¢ of A3(TM) and that the projective weight simply
keeps track of how these expressions change if €?¥¢ is rescaled. Looking back at (1)
now, we see that V42, may be invariantly regarded as a tensor satisfying

vab, = y@h — yab —0,  and of projective weight —4.

Similarly, the scalar invariant S from Theorem 1.4 is a projective density of weight — 8.

Even more arcane, yet correspondingly even more useful, is to record both the
symmetries of a tensor and its projective weight by decorating a suitable Dynkin
diagram in the style of [1]. An explanation sufficient for our purposes is as follows.

We shall denote by %o the bundle of totally trace-free tensors

m contravariant indices

S“b"'cde...f of projective weight k + 2/ — m
——
| covariant indices

and symmetric in its covariant and contravariant indices. These constitute a complete
list of the irreducible bundles on an oriented projective 3-manifold as a parabolic
geometry in the sense of [3]. It is also useful to introduce the degree of such a bundle
as

ko1 m

deg( ):_3k+21+m

4 ®)
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(It is the action of the grading element normalised as in [3].) The point about the
degree is that it simply adds under tensor product, for example,
-2 0 _—2 0
AyOA, =% o e®% oo

4 -3
=Xt e Do =TMOA,

©))

and changes sign when taking duals, for example,

deg(TM) = deg(%—o—e)= —1 whilst deg(Al,) = deg(—s—o) =1.

Also notice that our previous discussion concerning projective weights and the tauto-

logically defined tensors € and €4%¢ is implicitly incorporated into this notation. For

example, the identification A%W = ;3—2—3 in (9) is given by w,p €b¢ 4y, Funda-

mental for this article is (1), giving V%, € I'(M, e s ) of projective weight —4.

This irreducible tensor is every bit as good as the unweighted projectively invariant
Weyl tensor W,;,¢y, the inverse to (1) being given by W% = €eap V< /2.

2.1 Metrisability

As already remarked, a (pseudo-)Riemannian metric g on M gives rise to a projective
structure [V], namely the one that contains the Levi-Civita connection of g. Hence we
obtain a first order non-linear operator

JHOAL) 2 JH O AY) KA Pr(M), (10)

which carries a metric to its associated projective structure, where J! (@Izld Aﬁw) isa
Zariski-open subbundle of the rank 24 first jet bundle (e.g. [24]), and the affine bundle

L . -3 2 1 .
Pr(M) of projective structures on M is modelled on x—e—e, which has rank 15.
Even taking into account that constant multiples of a given metric give rise to the
same connection and hence the same projective structure, the dimensions indicate that

oY should be surjective and it is easy to check, using local coordinates, that this is,
indeed, the case. Differentiating (10), however, gives rise to its first prolongation

(O AY) LN JL(Pr (M)

where the left hand side is now a Zariski-open subbundle of a vector bundle of rank

60 whilst the right hand side is an affine bundle modelled on J! (;L%—i ) a vector

bundle also of rank 60. Taking scaling into account, it follows that o'! cannot be
surjective. In other words, already at first order in the projective structure, we expect to
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see obstructions to metrisability. Theorem 1.1 shows that, indeed, there are obstructions
at this order which are algebraic in components of the projective Weyl curvature. There
is no restriction on the value of this curvature as the following lemma shows.

Lemma 2.1 Choose n > 3 and let W,y be any element of (R")*Q (R")*QR"®
(R™)* satisfying

Wapa = Wian)a, Wia’ap =0,  Wapa =0. (1D

Let M be an n-dimensional manifold and let p € M be an arbitrarily chosen point.
Then there is a torsion-free connection on T M whose projective Weyl curvature at p
is Wap©a.

Proof The construction need only be local since connections can be patched together

by a partition of unity. In local coordinates (x Ly2 .., x™"), the connection
oxec 2
VpX© = b T3 X Wap ) X*
has projective Weyl curvature W,;,¢; at the origin. O

In fact, the proof is also valid when n = 2 but the statement is vacuous since only
the zero tensor satisfies the symmetries (11). But for n = 3 the space of the ten-
sors satisfying (11) is 15-dimensional. This is clear from the alternative encoding of
the Weyl curvature as the tensor V. in (1) satisfying V2. = V@), and Vb, = 0.
Alternatively, the dimension of any finite-dimensional irreducible tensor bundle can be
computed from its highest weight and the Dynkin diagram notation established above
is designed with this in mind. There are various algorithms and computer implemen-
tations thereof. For example

rank (%o '¢) =dim([1,m],A2)

where the right hand side of this equation is an instruction written in LiE [16].

Henceforth, we shall use the terminology metric to mean (pseudo-)Riemannian
metric. The signature plays no essential role in our considerations and can be discussed
separately.

One can attack the metrisability problem directly, asking for a metric g4, such thatits
Levi-Civita connection be projectively equivalent to a given connection. Although the
resulting partial differential equations on g, are projectively invariant by construction,
they are also non-linear. A surprising observation, essentially due to Liouville [17], is
that there is a non-linear change of variables that turns this system into a linear one.
For the convenience of the reader, we summarise the conclusions in three dimensions
here and refer to [7,19] for detail.
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Metrisability of three-dimensional path geometries

Theorem 2.2 There is a projectively invariant linear differential operator

QZ(TM)(—Z)ZO 0 2_)—2 1 2

given by
1
b > (V07 = V0P — 3 840V 09

called the metrisability operator and a projectively invariant differential pairing

o 0 2_ 2 0 O 1 0 1
X—0—0 X X—e—0 —> X—e—=0

given by
1
szw»a”%r—zz%a@ (12)

. . Lo . . 0o 0 2
If ob¢ is symmetric and of projective weight —2, i.e. o%¢ € F(H—O ) then

1
deto = ‘ a“dobeacfeabcedef

is a projective density of weight 2, i.e. deto € F(>2<—2—2) If a tensor o”¢ €
r (9(—2—%) satisfies the projectively invariant metrisability equation
(Vao"), =0, (13)
then the pairing with its determinant vanishes:
ab 1 ab
o?"Vp(deto) — 5 (deto) Vpo” = 0. (14)

Furthermore, wherever det o is non-zero, the weight zero tensor g“b = (deta)a“b
defines a metric whose Levi-Civita connection lies in the given projective class. Finally,
up to sign, all metrics in a given projective class arise in this manner.

Proof As set forth in the statement of this theorem, these claims are straightforwardly
verified from the definitions, the only further observation required being that (14) can
be rewritten on {deto # 0} as ?(gab ) = 0 where 6(1 is projectively equivalent to V,
according to (5) if we take Y, = — g, (det o)VCUbC/ 4, where g, is the inverse to g“b.
(We have taken the opportunity here, following a suggestion of Katharina Neusser, to
streamline the exposition in [7] by highlighting the r6le of (14).) O

An informal summary of Theorem 2.2 is that the metrisability of a given projective
structure is controlled by the projectively invariant metrisability equation (13), there
being a 2—1 correspondence between non-degenerate solutions of this equation and
positive metrics in the projective class (note that 0® and —o® give rise to the same
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metric, that these metrics have positive determinant (we call them positive), and that
conversely if g is such a metric, then

Uab = (det g)—l/4gab
solves (13)).

Theorem 2.3 If o€ solves the metrisability equation (13), then

WapCeo 9 + Wapdooe + %(Schb]edfGef + %5[ade]eCfGef = 0. (15)
Proof 1f we write (13) as
Yyl = 8, + 8,9 1’
for some field n% then
(Va Vo = VoVa) 0 + 281 Vo 1 + 281 Vi = 0
but from (6) using, without loss of generality, a special connection
(VaVi — VpVa) 0 = Wap% 09 + Wap®e 0% + 2814 Pp1e 0% + 28147 Ppje0
so it follows that
Wape 0% + Wape 0 4+ 281, Wp? + 281, Wp = 0 (16)
where
v, — Vbud + Ppeo®
Tracing (16) over ¢ yields
Wapeo? — 30,9 +5,99," = 0.

Finally, tracing this conclusion over ,¢ shows that W;,? = 0 and substituting for ¥,?
back into (16) gives (15), as required. O

We remark that it is usual to establish (15) by firstly prolonging the metrisability
operator, as is done in [7], to obtain a projectively invariant connection on an auxiliary
vector bundle whose curvature is then computed and found to include the left hand
side of (15). It is already observed in [2] that (15) gives rise to non-trivial obstructions
to metrisability. To express these obstructions in three dimensions, let us recall that
Wapa = €eabV“4/2, which enables us to rewrite (15) as

v@b,e9 = (17)
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or, in other words, that
8709 =0, where Eabcde = V(ab(d(se)c).

Taking projective weights into account, this defines an invariant homomorphism

2 OXTM)(~) =29 3 OXTM)(—6)=%—o 3

and Theorem 2.3 may be recast as follows.

Theorem 2.4 If o*¢ solves the metrisability equation (13), then o*¢ lies in the kernel
of the endomorphism

I(M,O*(TM)(~2)) 3 0% > X,BY40% e T (M, O*(TM)(~2)) (18)

for any projectively weighted 1-form X, of weight 4.

Proof of Theorem 1.1 This is an almost immediate corollary of Theorem 2.4. As
already observed in the introduction, as @2 T M (—2) is a vector bundle of rank 6,
the determinant of the endomorphism (18) has the form X, X, X XsX. X ¢ Tabedef for
some projectively invariant
abcdef 6 _ —-18 0 6
T eN(M,O°TM(-24)) =T'(M, x—o—s).
A priori this might always vanish but a suitable Weyl tensor W,;; is exhibited in [2,
Sect. 8] with non-zero determinant (and this is realised by a projective structure in

accordance with Lemma 2.1). It remains only to check that (2) gives a formula for T
but this is easily accomplished with the aid of computer algebra. O

Since V*, = 0, it follows that 84°¢,. = 0 whence the endomorphism X, 2%, is
traceless for any X,. If we set & P, = X,89%¢,,, the Cayley—Hamilton Theorem
for traceless 6 x 6 matrices now implies that the vanishing of 7¢7?¢f is equivalent to
the vanishing of

24Tr(E2x% — 18Tr(ExH Tr(Ex?) — 8(Tr(Ex?))? + 3(Tr(Ex?))>,

which is a little easier to compute. Some further consequences of the vanishing of
Tabedef have been analysed in [4,20]. Whilst a detailed analysis of the aforemen-
tioned prolonged system (as, for example, presented in [7, Thm. 3.1]) will surely lead
to more obstructions, we do not pursue this here but, in the following section, opt
for an alternative and more elementary approach. It leads to a plethora of invariant
obstructions whose relation to the metrisability equation and its prolongation remains
mysterious.
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2.2 An elementary construction of obstructions

In three dimensions, the curvature of a metric connection is entirely captured by the
Ricci curvature. Specifically,

1
Rapa = 84“Rpa — 8p°Raa — 8aa Rp* + gpa R4 — 5 R(84°8ba — b gaa). (19)

A metric connection is special and from (6) we see firstly that P,;, = R;;/2 and hence
that

1 1
Wapa = Rap“a — 8a“Pra + 85 Paa = Rap‘a — 3 8a“Rpa + 3 8p“Rad.-

From (19) we deduce that for a metric connection in three dimensions,

1 1
Wap‘a = > 8a“Rpa — > 8p“Rad — 8aa Rp©

C _l C l C
+ 8pd Ra 3 R6.° gpa + 5 Rép  gad-

Therefore from its definition (1), we find that

VabC — 6dea Wdebc — 6bea Rec _ ZéceaRgb + EchaR. (20)

Lemma 2.5 For a metric connection V92, = 2R4@eb), .

Proof Though it might not appear so, the right hand of (20) is symmetric in ab as
may be verified by computing

€dab (EheaRec _ ZECeaRgb + EcbaR)
=284Rec — 2(gbc(sde - gdc(sbe) Reb —2g4cR=0.
Symmetrising term-by-term in (20) gives the required formula. O
Remark 2.6 An effective replacement for Lemma 2.5 may alternatively be obtained

from the metrisability equation (13) via the constraint (15), equivalently via (17).

Specifically, given V4%, € I'(M, ;Li—%) let us suppose that

. 0 0 2
V@, =0 for some non-degenerate = F(M, H—.),
. -2 2 0 . ab .
write ogp € T (M , x—o—o) for the inverse of %, and consider the tensor

SabE 4 0 2)-

Vo€ e T (M,

W | =
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Then, one may readily verify that
Sab — S(ab), Sabo_ab — O, Vabc — 2Sd(ao_b)e€edc

and that S°? is the unique tensor with these properties. The form of V%, given here
mimics the form given in Lemma 2.5 and is all that will be used in creating obstructions
to metrisability. In the metrisable case, with metric g2 = (det o) 0%, comparing these
two forms shows that (det o) 'S, is the trace-free Ricci tensor. Although this route
to Ve, = 2859@gPe¢, ;. via the metrisability equation may seem rather convoluted,
it was pointed out to us by the referee that similar manceuvres may be available in
other prolonged systems possibly admitting no direct derivation.

At first glance, it may seem that Lemma 2.5 cannot be useful in restricting the possi-
ble Weyl curvature of a metrisable projective structure because the metric is already
involved in the formula for V“bC especially via the tensor ebdc. It turns out, how-
ever, that there are non-trivial projective covariants that necessarily vanish for V. of
this special form no matter what metric and no matter what symmetric form R%“ are
chosen. The simplest example is Qup“ = €pg(a V') V4 from Theorem 1.3.

Proof of Theorem 1.3 Firstly, let us establish that Q,,¢ does not always vanish. A
general method that is almost instantly effective with a computer is simply to compute
all the coefficients of Q,;¢ as polynomials in, for example, the 15 variables

V”z, V113, V211, V212, V213, V221, V223, V311,

2D
LIS VE IR E - SR VE VA IR VEE N T

acting as codrdinates on the space
{Vabc = R3®R3®(R3)* . Vabc — V(ab)c’ Vaba — 0}’
any element of which can arise via (1) from the projective Weyl curvature of a suitable

torsion-free connection in accordance with Lemma 2.1. Also, in this calculation, since
there is only one totally skew 3-tensor up to scale, we may as well take

€i3=e31=€ep=1 and e3=¢€130 =€ =1
In this case, there is no real need for a computer to obtain, for example,
3 111,32 31 y,21 311,22 21 1,32
033 =V 3V =V Vo3 = VLV 4+ Vo3Vos
and we are done. In fact, for low order invariants such as Q¢ glancing ahead to our
more systematic investigation starting with Proposition 2.8, non-vanishing can also be
seen without calculation as follows. The decomposition (22) proves the existence of
anon-zero covariant Q¢ = Q)¢ and the only remaining issue is to find a formula

for it. According to Weyl’s first fundamental theorem of invariant theory [25] we are
obliged to contract two copies of V%, with (by counting the number of covariant and
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contravariant indices) one copy of €, and then take linear combinations. Bearing in
mind the symmetries of V%, up to scale the only possibility for Q. is (4). This is
especially clear using wiring diagrams as in [22]:

we know ’—IJ_:FLI =0 and Ej%l =0 therefore Q. ° =

Now, we must show that Q,;¢ vanishes in the metrisable case. Well, if Vb, has the
form given in Lemma 2.5, then we compute

€pqa VP VI = €pga (deerdb + Rdre”db) (RU€ ) + R€,,)
= €pga erdbéceerpReq + €pga € ap€er RIPRec
+ €pga€ip€er R R + € pga€ap€er RY R
= €pga(8d°gbe — 85 8de) RPR®Y + €pga (849 8be — 8b% gae) R’ R
+ (8gd8ab — 8ad8qb) €er R R + (84a8ab — gad8qp) € er R R
= 6pqaRCprq - €pqa5bCdequ + quaquRbC — pradeRdC
+ 8ab€ er Rqueq —€aRS Ry + gabedeerrReC — €per R"R*
= €pga RT Ry — €ppa R Ry — €%y Ry R}y — €per Ra" R

= €pga RT Ry + €app RP Ry + € Ra" Rp® — €ppg RaIRY,
which is evidently skew in ab, as required. O

Alternatively, we may compute in a preferred basis, the projective invariance ensuring
that it does not matter what basis is chosen. In the Riemannian setting, for example, we
may choose an orthonormal basis so that g, is represented by the identity matrix and
in addition choose €, to be the associated volume form. We may also diagonalise R4b
and, optionally, remove its trace since g% does not contribute to V%, = 2R4@¢b), .
We leave the resulting verification to the reader. It is also straightforward to instruct
a computer to work with these normalisations and this is our preferred method for
analysing more complicated projective invariants. Finally, it is sufficient to work in
the Riemannian setting:

Proposition 2.7 Working at a point (so that the following statement is purely
algebraic) suppose a projective covariant constructed from V. vanishes for all
tensors of the form Ve, = 2R @gbec, .. constructed from a fixed positive definite
symmetric form g%, an associated volume form €pe, and an arbitrary trace-free sym-
metric form R®’. Then the same covariant also vanishes for any non-degenerate g,

The statement is clear by complexification.

In particular, when instructing a computer, it is sufficient to assume that g%” and R*?
are simultaneously diagonalised: even though this might not be possible to arrange in
the Lorentzian setting for example, as a statement of pure algebra it is densely true
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and this is good enough. In any case, we shall henceforth suppose that all metrics we
encounter are positive definite.
Lemma 2.5 has a representation-theoretic interpretation as follows. Recall that on

a 3-dimensional projective manifold, the tensor V¢, is a section of ;Li_%. This is

an irreducible bundle but in the presence of a metric it decomposes according to the
branching of the corresponding representation under

GL,(3,R) D SO(3).

Specifically,
-4 1 2 6 4 2
x—eo—o =—0DeDe
where 2.k = @l; T M and o denotes the trace-free tensors (and l, 2, ... denote spin

bundles that need not concern us here). By Schur’s Lemma, the homomorphisms ﬁ —
—4 2 . .4 -4 1 2
are unique up to scale so the embedding e — x—e—e may as well be

realised concretely by Lemma 2.5. The other embeddings may as well be realised as
(M, o? TM) > P P and T(M,TM)>L" > L@, —2g9L,.

In order to construct potential obstructions by this approach, it is necessary firstly to
construct projective covariants from the tensor V%, It is straightforward to compute
the locations and dimensions of such covariants. Quadratic covariants, for example,
are limited by the following result.

Proposition 2.8 Up to scale, there are exactly five distinct quadratic covariants that
may be constructed from V., only one of which vanishes in the metrisable case.

Proof The usual theory of highest weights [11] allows us to decompose

QZ(M) into its irreducible subbundles and this is easily implemented with
a computer. For example, the program LiE [16] decomposes the symmetric ten-
sor power of any irreducible representation of any simple algebra. In our case

sym_tensor (2, [1,2],A2)
returns

1X[0,2] +1X[1,3] +1X[2,1] +1X[2,4] +1X[4,0],
which implies that

@2(74 1 2)=76 9 2457 L 3457 2 |
-8 2 4 _—8 4 0 (22)

xX—eo—o Xx—eo—=o,

the numbers over the crossed nodes being controlled by the degree (8). This decompo-
sition is exactly what we need to determine the location and multiplicity of quadratic
covariants constructed from V.. The abstract theory does not give formulz but,
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according to Weyl’s first fundamental theorem of invariant theory [25] any such
covariant can be expressed as a linear combination of contractions of V4%, itself with
an appropriate multiplicity (in this case 2), together with the tautological form €, or
its inverse €44, In our case, we find

-6 0
X——eo—o

7

LS}

A — Vap Vbq _ Vp(tl Vh)q el
N, =5 V(ahpvc)pd DA s O T
Ouw’ = e V'V, €
yabed . =105 V@b, Vcd) ) - 12N (@b 6"
— 1446, 8

1

( ).
( ).
(7 ),
) e r(> ),

< -8 4
Zabed = 6pr(aqubvmced)qs € F( X—o—0 ),

these formule being obtained by trial and error subject to the requirements only that
the result be a non-vanishing tensor enjoying the specified symmetries (for then the
formula is guaranteed by Schur’s Lemma). It is then a matter of computation (best
carried out with a computer) to check that only the invariant Q,;,° vanishes when
Vb, = 2Rd@eb),. o

Unfortunately, we only know how to prove Proposition 2.8 by direct calculation. Whilst
we have no theoretical justification for why we might expect obstructions created in
this way, the method of proof given above allows a systematic though computationally
intensive method of finding many more as the following proofs show.

Proof of Theorem 1.4 In fact, noticing that
S = €abe Vapq Vbqr V”p = Vapq €abc V”p Vbqr = - Vabc Qur”,

its vanishing in the metrisable case is immediate corollary of Theorem 1.3. A system-
atic approach to finding S, however, is to consider the decomposition

3,(~4 1 2y -8 0 0 -9 0 3 -9 0 3 —10 0 6

@(H—.)ZH—.@P.—.@P.—.@H—.
-9 1 1 _—10 1 4 —10 1 4 _—10 2 2
Dx—eo—9oDx—9o oD x—eo oD x—eo—o
—10 2 1 2 10 3 —-10 3 0
@)%H@H—O@H—O@HO—O

(23)

—11 3 3 _—11 3 12 3 6 _—11 4 1
@)%H@H—O@H—O@HO—O
12 5 2
D x—eo—e,

immediately obtained from LiE, write each of them as a linear combination of
contractions, and then test each of these potential obstructions by substituting
vab, = 2R4@eb),;. This quickly leads to S as stated in Theorem 1.4. Finally,
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the veracity of our claimed formula for § may be instantly tested (with a com-
puter) by simply calculating the result in our preferred variables (21), obtaining
S = 6(V21 1)2V312 +3v3L, vz V3l3 + - -+, and observing that it is non-zero. O

This reasoning leads to many other cubic covariants. One immediate difference to the
decomposition (22), however, is that some subbundles occur with multiplicity. That

-9 . . .
x—g—z occurs with multiplicity 2, for example, leads to the covariants

Babc — O (Vapq Vbqr Vcrp) and Cabc — @ (Vabp vra, Vcrq)

as stated in Theorem 1.1. Regarding the first conclusion of Theorem 1.2, it remains to
check, by direct calculation, that B> and C“/ are linearly independent in general
but that C?¢ = 2 B¢ when V7, is of the form 2R%@e?),;... In fact, the obstruction
Cabe — 2 B¢ also arises from Q°. Specifically,

2ePda Qprb ver,
=26l 4y, VIS VOV,
= €P1%0, VI, VIV + P14, VI, VO VT,
= (8498,% — 84%8,9) V45, Vb, Ve, 4 Py, Vdsp Vebsvcrq
= VS, yabyer _yas vabyer 4 (5,78,98,4 4 - )V vebver,
=2vab,yra yer, —yae yprd b _ayapr yed v

and so
2ePdla Qprb Vc)rq — cabc _ ppabe

Proof of Theorem 1.2 We have just shown that C¢*¢ — 2 B¢ = () in the metric case,
either by direct computation or as a consequence of the vanishing of the quadratic
covariant Q¢ from Theorem 1.3. Generally, it is non-zero. The remaining claims in
Theorem 1.2 may be straightforwardly checked by direct computation (with a com-
puter). O

It is unclear whether all obstructions in Theorem 1.2 may be written in terms of Q5.
More generally, it is straightforward to generate many more invariant obstructions
all of which may yet arise from the basic obstruction Q.. We leave this question

for a future investigation and content ourselves with the following complete determi-

. . . . . —18 0 6 -
nation of the sextic obstructions taking values in x—e—e (as does 7*¢?¢/ from

Theorem 1.1).

Theorem 2.9 There is an 11-dimensional space of covariants of V%, of degree 6 tak-
. .—18 0 O . . . . . .

ing values in x—e—e, an 8-dimensional subspace of which vanishes in the metrisable
case.

. —18 . C .
Proof The first statement is that A—g occurs with multiplicity 11 in

QG(M) and, since deg(_M—g) =12 = 6xdeg(;L£—%) from (8),
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it suffices to check that the multiplicity of e Sin @6( u) is 11. The LiE [16]

command
sym_tensor (4, [1,2],A2)][0,4]

confirms this. Finding a basis for this space is then a matter of trial and error. For
this purpose, rather than using indices, it is easier to write covariants using wiring
diagrams as was done in the 19th century [6] (see also [22]). Thus, the covariants
Al Babe and C9%¢ from Theorem 1.1 are written as

Aab - @; Babc - @» Cabc - @

Recall from (23) that %—e—e occurs with multiplicity 2 in o? (}4—1—%) that

B@b¢ and ¢ span the covariants of this type. At quartic level,
sym_tensor (6, [1,2],A2)][0,6]

returns 4 and we already have A@ A°? so we are looking for three more linearly
independent covariants. The following suffice:

Dabcd — Eabcd - ‘%\ Fabcd —
9 9

Note that one might naively also expect to encounter the covariant

i

and in higher dimensions this would, indeed, be an independent covariant. In three
dimensions, however, it turns out that this is A@?Acd) /2. In principle, such relations
are covered by Weyl’s second fundamental theorem of invariant theory [25], which
says that they all arise by ‘skewing over too many indices,” in this case 4 (the Cayley—
Hamilton Theorem being a familiar example of such dimension-dependent relations).
In practise, however, it is best to write down all potential covariants and allow a
computer to sort out the relations.
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For completeness, we now move on to quintic invariants. Since
sym_tensor (5, [1,2],A2)][0,5]

returns 5 we need three more invariants to complement A@? B¢4®) and A@bCede) Tt
turns out that

Gabcde - Habcde - Iabcde -

will suffice (amongst the seven possible quintic wiring diagrams beyond A(@?Bcde)
and AP Ced®)),
Finally we come to identify the sextic invariants and already we have

A(abAchef)’ B(achdef)’ C(abchef)’
B(abccdef) , A(achdef) , A(ahEcdef) , A(achdef)'

It remains to find four more and it turns out that

Jabcde -

Labcde - @ Mabcde -

will suffice. It is then a matter of computation (with a computer) to check that, in
addition to the five obstructions listed in Theorem 1.2, there are two more, namely

K abcde  _

Eabcd _ Fabcd and Jabcdef _ Mabcdef’

but that there are no more relations amongst A, B, C, D, E, F, J, K, L. Therefore,
amongst the 11-dimensional space of covariants of degree 6, the subspace comprising
those that vanish in the metrisable case is 8-dimensional and is spanned by
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J—M, J—2L, 3J —2COC, J —4K +4A0D,
AOE — AOF, AOF —2A0D, BOGC —-2BOGB, COC —-2BOC,

for example. O

2.3 Egorov’s projective structure

A projective symmetry is a vector field whose local flow maps unparametrised geo-
desics to unparametrised geodesics. Such symmetries form a Lie algebra g under Lie
bracket and, for connected 3-dimensional projective structures, we have dim g < 15
with equality if and only if g = s[(4, R) in which case the structure is projectively
flat, equivalently V44, = 0.

The submaximal dimension for simply-connected 3-dimensional projective struc-
tures is 8. The corresponding projective structure was given by Egorov [8] and can be
represented in local coordinates (xl, x2 x3 ) as

VX! =X +x2X3, X' = 03X +x°X% else V,XC=0,X5 (24)

where 9, = 9/0x% For this connection, the only non-zero components of curvature
are

1 1
Ry'2=—-1, Ryp=1
so0 R,py is already trace-free. Therefore W,y = R, 4. Hence

V“2 = —2  with all other components zero. (25)

2 = 622 = ¢** = 0 and then we can solve (13) explicitly:

Immediately (17) implies o'!
A—BOHI4+C@H* 0 B—-2C(x%)?2
o 0 0 0 (26)
B —2C(x?)?2 0 4C

for arbitrary constants A, B, C. Since all solutions are degenerate, we have shown:

Proposition 2.10 The Egorov projective structure is not metrisable.

Another proof As soon as the dimension of the solution space to (13) reaches 3, the
projective structure cannot be metrisable unless it is projectively flat (it is easy to
check that (26) solves (13) and that the projective Weyl curvature is non-vanishing
without knowing that (26) is the general solution). In general, the degree of mobility
of a metric is the dimension of the solution space of (13) for the associated projective
structure and in three dimensions it can only be 1, 2, or 10 (as shown in [14] in the
Riemannian case and [12] in the Lorentzian case (see [13,23] in the Riemannian setting
and [9] in the Lorentzian setting for a detailed analysis concerning possible values
of the degree of mobility in all dimensions (in [9], a detailed analysis is conducted
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under the assumption that there are at least two metrics in the projective class whose
corresponding Levi-Civita connections are different but if this is not the case, then
this is a sufficient imposition on the projective Weyl curvature that it must vanish))).
Alternatively, Kruglikov and Matveev [15] consider the dimension of the space of
local projective symmetries to conclude that the Egorov structure is not metrisable.
Specifically, in three dimensions they show that the dimension of this space is bounded
by 5 if there is a Riemannian metric inducing the projective structure and 6 if there
is a Lorentzian metric inducing the projective structure (whereas, as noted above, the
local projective symmetries are 8-dimensional for the Egorov structure). O

Yet another proof We consider the projective Weyl curvature of the Egorov structure
in comparison with Lemma 2.5. To make the comparison, let us use the metric to lower
indices:

Vibe = 2R%u€pyac,  which implies that V(gpe) = 0. (27)

As a consequence of (25), however, V“bc is simple, i.e. there are non-zero X and Y,
such that Vb, = X2 XbY,. Therefore we have Viabe) = X@XpYe) # 0, in conflict
with (27). O

Thus, we have yet another proof, this one just from the Weyl curvature, that the Egorov
projective structure is not metrisable. On the other hand, for V4%, as in (25), projecting
VOVO--- OV into any component of

other than the first evidently gives zero. Thus, we see that the Weyl curvature is
sufficiently special that the structure cannot be metrisable but that this situation cannot
be detected by the vanishing of any projective covariant.

Finally, we remark that, although the Weyl tensor V%, for the Egorov structure
does not have the form required by Lemma 2.5, it can still be written as

0 0 1 1 00
vab. = 2Rd@ghec, .. where R =0 0 O and g =1{0 0 0],
1 0 0 0 0 0

which is of the required form save for g% being degenerate.

2.4 Newtonian projective structures

In this section we construct some more non-metrisable projective structures notwith-
standing that, again, all our obstructions vanish. Indeed, any obstruction that depends
continuously on the projective structure will vanish for these Newtonian projective
structures because they are created as limits of metrisable structures as follows. In
local codrdinates (x 142 x3), consider the metric

e ((@dx")? + (dxH?) +exp(ef (x', x%)) (dx*)?
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where € # 0 is constant and f(x', x?) is an arbitrary smooth function. The corre-
sponding projective structures are metrisable by definition but if we let ¢ — 0, then
these metric connections have a perfectly good limit, namely

1 1
VX =gx' - S @HXS VX2 =0X? - S ()X
2 2 (28)

else V X =09,X

(whose geodesic equations are Newton’s equations for a particle in the (x!, x%)-plane
moving under the influence of the potential f (xL x2) with x3 = ‘time’) whereas

Proposition 2.11 Unless projectively flat, the Newtonian projective structures (28)
are not metrisable.

Proof Firstly, we compute the curvature of (28)

1 1 1
Ri3'; = ~3 @) f, Ri3% = —3 0102 f, Ry'y = ~3 0102 f,

Ross = — & (3)? Rals = + (8))> Ras = 2010
2373 = 2(2)f, 313—2(1)f, 313—212f,
1 1 2 1 2
R3 3=§3132f, R3 3=§(32) f
to discover that P33 = — ((81)2 + (82)?%) f/4 with all other components zero and hence
that
Vabc — 6dea Wdebc — Edea Rdebc _ 2EbeaPec
is given by
, — 102 f () = @)H f/2 0
Va3 = (01 — (02D f/2 0192 f 0 (29)
0 0 0

with all other components zero. If f(x!, x?) = ax! + x>+, then V2, vanishes and
the structure is projectively flat. Otherwise the constraint (17) implies that 03 = 0
for all c. Already, all solutions to (13) are degenerate so the structure is not metrisable.
In fact, one can go on to check that

Q
Q
S
Il
[=v BN
SO W
oo o

is the general solution of (13) for arbitrary constants A, B, C. As for the Egorov
example, this 3-dimensional space of solutions also precludes metrisability. O
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Yet another proof As for the Egorov example, the form of the projective Weyl cur-
vature (29) conflicts with Lemma 2.5 to provide yet another proof. This time V4%,
has the form X??Y, for non-zero X? and Y, (with X symmetric but never simple).
Lowering the indices with the purported metric gives Viapey = X(anYe) # 0O, contrary
to (27). O

Finally, we remark that, although the Weyl tensor Vab_ for the Newtonian structure
does not have the form required by Lemma 2.5, it can still be written as

Vabc — 2Rd(agb)e€ed0a

o f 0of 0 1 0 0
where R“bz—z 301 f hdf 0| andg®=1[0 1 0],
0 0 0 0 0 0

which is of the required form save for g% being degenerate.

2.5 A Weyl metrisable but not metrisable projective structure

Recall that a Weyl structure on M consists of a conformal structure [g] together with
a torsion-free connection D that is compatible with the conformal structure in a sense
that

Dg=0w®g

for g € [g] and some 1-form w, this compatibility condition being invariant under the
transformation
g—>2=0%%, wr w+2d(In0), (30)

where © is a non-zero function on M. For any metric g in the conformal class, the
1-form w determines the connection D.

Consider a Lorentizian Weyl structure on the three-dimensional Heisenberg
group [21]

g = (dx"H? — @x®? + dx® = x'dx*»?  »=2(dx> —x'dx?).

This Weyl structure is Einstein—Weyl: the symmetrised Ricci tensor of D is propor-
tional to g. Let [ D] be the projective structure defined by D.

We find that the obstruction Q. from Theorem 1.3 does not vanish. For example,
Q221 = x L. The determinant T from Theorem 1.1 also does not vanish. A convenient
way to present T is to regard it as a ternary sextic. Setting X, = (X, Y, Z) we find

XaXpXc XaX X T = 72(X + ¥ 4+ ZxH)? (X — ¥ — Zx1)?
up to a non-zero multiplicative constant.

From either of these obstructions, we therefore conclude that the projective structure
[ D] is not metrisable. It is nevertheless Weyl metrisable by construction. In dimension
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two all projective structures are locally Weyl metrisable [18]. We expect this not to
be the case in dimension three, where, up to diffeomorphism, a general real-analytic
projective structure depends on twelve arbitrary functions of three variables, buta Weyl
structure only depends on five such functions. Characterising projective connections
that are Weyl metrisable is an interesting open problem, which we do not pursue
here. In general, we also do not know which Weyl metrisable structures are genuinely
metrisable. If the Einstein—Weyl equations hold, however, then we have a satisfactory
answer as follows.

2.6 Einstein—Weyl projective structures

Consider a 3-dimensional Weyl structure (D, [g]) as outlined at the beginning of
the previous section. In general, the Ricci tensor of D contains both symmetric and
skew parts, the latter being proportional to Vi, wp). The 2-form F,, = V|gwp) is an
invariant of the Weyl structure, often called the Faraday form. The Weyl structure is
called Einstein—Weyl if

Pup =0, €1y

where &, is the symmetrised trace-free part of the Ricci tensor of D (noting that
removing the trace of a symmetric tensor depends only on the conformal class [g]).

Theorem 2.12 Let (D, [g]) be an Einstein—Weyl structure in dimension 3, and let
[ D] be the projective structure defined by D. Then [ D] is metrisable if and only if its
Faraday form F,p, vanishes.

Proof Let V4, be as usual (1). A straightforward but cumbersome calculation yields
1
Vabc = 2q)d(aeb)dc - 5 8C(afb) + gabfc»
where f¢ is the vector field defined by

Fap = Eabcfcy

and indices are lowered and raised by any representative metric g, from the conformal
class and its inverse g“”. An even more cumbersome calculation gives

OQur’ = Bap €+ 2D fo) — 28 D) fa + 280 P/ fa + fra€pra* 4,

where Q¢ is our usual quadratic obstruction (4) to metrisability. If the Einstein—Weyl
equations (31) hold then Q,;,¢ vanishes if and only if f¢ = 0, which happens if and
only if w is locally a gradient. But in this case the Weyl connection is the Levi-Civita
connection of a conformally rescaled metric g, so it is metrisable (as it is metric). O

In fact, if the Faraday form vanishes, and locally we choose a metric connection in
the projective class according to (30), then the Einstein—Weyl equations (31) revert to
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the Einstein equations. Since we are in three dimensions, the Einstein equations imply
that the metric is constant curvature. Therefore, the only metrisable Einstein—Weyl
structures in three dimensions are projectively flat.

3 Path geometries and systems of ODEs

A convenient way to exhibit examples of projective structures on UP" C R3 is to
use an equivalent definition of a path geometry in three dimensions as an equivalence
class of systems of two second order ordinary differential equations [5]

y' =F(x,y,z,9,7), Z'=Gx,y,z2.y.7), (32)

where two systems are regarded as equivalent if they can be mapped into each other
by a change of dependent and independent variables

(x,y,2) > (¥(x, 3,2, V(x, y,2),2(x, y, 2)).

An integral curve of (32) is, for sufficiently regular functions F, G, specified uniquely
by a point and a direction in U'.

It is relatively straightforward to characterise 2nd order systems (32) that give
rise to projective path geometries [4,10]: set y/ = (y,2), p' = (¥,2/) and F' =
(F, G), where the indices i, j, k, ... take values 2, 3. The necessary and sufficient
conditions for the integral curves of (32) to be unparametrised geodesics of a torsion-
free connection on T U are [10]

s 0 here S O 3__oFm 8! (33)
i =V, where ikl = - — - - .
(JkI) Jkl apiapkopt 4 dpmapiapk !

To establish this result it is enough to consider the geodesic equations for a given V,
and eliminate the affine parameter s between the three equations

d*x u dx? dx¢

ds? be ds ds -

where x = (x, y, z). This yields (32), with
F' = Ajp'p’p* + B'jp’p" + Cjp’ + D, (34)
where X ) o ]
Ajj =Tij, Bljx =2T1 ' — L',
C"j:F“l(Sj"—ZI‘lji, Di:—Flli.

Note that the expressions for A, B, C, D are invariant under (5). Conversely, imposing
(33) on system (32) yields (34) as in [4]. For example the Egorov projective structure
(24) corresponds to a system
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y// — 2)’(}’/)22/, Z// — zyy/(z/)Z'

Expressing any of the projective invariants in this article, such as (3), in terms of F,
G, and their derivatives gives point invariants of system (32).
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