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Abstract

The curved twistor theory is studied from the point of view of integrable

systems.

A twistor construction of the hierarchy associated with the anti-self-dual

Einstein vacuum equations (ASDVE) is given. The recursion operator

R is constructed and used to build an infinite-dimensional symmetry

algebra of ASDVE. It is proven that R acts on twistor functions by mul-

tiplication. The recursion operator is used to construct Killing spinors.

The method is illustrated on the example of the Sparling-Tod solution.

An infinite number of commuting flows on extended space-time is con-

structed. It is proven that a moduli space of rational curves, with normal

bundle O(n)⊕O(n) in twistor space, is canonically equipped with a Lax

distribution for ASDVE hierarchies. It is demonstrated that the isomon-

odromy problem can, in the Fuchsian case, be understood in terms of

curved twistor spaces. The solutions to the SL(2,C) Schlesinger equa-

tion are related to the flows of the heavenly hierarchy.

The Lagrangian, Hamiltonian and bi-Hamiltonian formulations of heav-

enly equations are given. The symplectic form on the moduli space of

solutions to heavenly equations is derived, and is proven to be compatible

with the recursion operator.

It is proven that a family of rational curves in the twistor space may

be found by integrating the Hamiltonian system which has the second

heavenly potential as its Hamiltonian. An alternative view of heavenly

potentials as generating functions on the spin bundle is given.

The potentials for linear fields on ASD vacuum backgrounds are con-

structed. It is shown that generalised zero–rest–mass field equations can



be solved by means of functions on O(n) ⊕ O(n) twistor spaces. The

moduli space of deformed O(n)⊕O(n) curves is shown to be foliated by

four dimensional hyper-Kähler slices.

The twistor theory of four-dimensional hyper-Hermitian manifolds is for-

mulated as a combination of the Nonlinear Graviton Construction with

the Ward transform for anti-self-dual Maxwell fields. The Lax formula-

tion is found and used to derive a pair of potentials for a hyper-Hermitian

metric. A class of examples of hyper-Hermitian metrics which depend

on two arbitrary functions of two complex variables is given.

The ASDV metrics with a conformal, non-triholomorphic Killing vector

are considered. The symmetric solutions to the first heavenly equation

are shown to give rise to a new integrable system in three dimensions, and

to a new class of Einstein–Weyl geometries. The Lax representation, Lie

point symmetries, hidden symmetries and the recursion operator associ-

ated with the reduced 3D system are found, and some group invariant

solutions are considered.

It is proven that if an Einstein–Weyl space admits a solution of a gener-

alised monopole equation, which yields four dimensional ASD vacuum,

or Einstein metrics, then the four-dimensional correspondence space

is equipped with a closed and simple two-form. A class of Einstein–

Weyl structures is given in terms of solutions to the dispersion-less

Kadomtsev–Petviashvili equation.

It is explained how to construct ASDVE metrics from solutions of various

2D integrable systems by exploiting the fact that the Lax formulations

of both systems can be embedded in that of the anti-self-dual Yang–

Mills equations. The explicit ASDVE metrics are constructed on R2 ×
Σ, where Σ is a homogeneous space for a real subgroup of SL(2,C)

associated with the two-dimensional system. The twistor interpretation

of the construction is given.
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Chapter 1

Introduction

One of the most remarkable achievements of the twistor program is the link it

provides between integrable differential equations and unconstrained holomorphic

geometry. What lies at the heart of the twistor approach to integrability is the

existence of the Lax pair which enables one to express a given nonlinear equation as

the compatibility condition (usually in the form of a zero curvature representation)

for a system of linear first order partial differential equations (PDEs). The two most

prominent systems of nonlinear equations which fit into the program are the anti-

self-dual vacuum Einstein equations (ASDVE) [56] and the anti-self-dual Yang–Mills

equations (ASDYM) [78]. The basic features of the twistor approach are already

visible in the following linear example.

Let (w, z, x, y) be the coordinates on C4 which are null with respect to the metric

2dwdx + 2dzdy. Long before twistor theory was introduced, it was known [4] that

solutions to the complex wave equation

Θxw + Θyz = 0 (1.1)

are given by contour integral formulae

Θ(w, z, x, y) =
1

2πi

∮
Γ

f(w + λy, z − λx, λ)dλ. (1.2)

Here λ ∈ CP1 and the contour Γ separates poles of the integrand. Let us make a

few remarks about the last formula.

• The function f is an arbitrary holomorphic function of three variables. It is

not constrained by any equations.
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• As stated, the correspondence between the solutions to (1.1) and integrands

(1.2) is certainly not one to one; we may change f by adding a function which

is singular on one side of the contour Γ but is holomorphic on the other. We

may also move the contour Γ without touching the poles of f . Both changes

will not affect a corresponding solution to the wave equation. The precise

relation between Θ and the pairs (f,Γ) is described in twistor theory by using

sheaf cohomology [89].

• The geometric reasons for the appearance of λ ∈ CP1 are not clear from the

formula (1.2). In the twistor approach to integrable systems λ plays the role

of a spectral parameter and parametrises certain null planes passing through

each point of C4.

From the applied mathematics point of view, the formula (1.2) only gives an alter-

native to other methods of solving the wave equation. The usefulness of the twistor

approach is better illustrated by examples of nonlinear equations.

Modify (1.1) by adding a nonlinear term of the Monge-Ampere type

Θxw + Θyz + ΘxxΘyy −Θxy
2 = 0. (1.3)

A major part of this thesis will be concerned with the twistor analysis of this equa-

tion, its hierarchies, reductions and generalisations. The motivation for studying the

second heavenly equation1 (1.3) comes from the work of Plebański [62]. He showed

that if Θ is a solution of (1.3) then

ds2 = 2dwdx+ 2dzdy + 2Θxxdz
2 + 2Θyydw

2 − 4Θxydwdz (1.4)

is a complexified hyper-Kähler metric on an open ball in C4. Each hyper-Kähler

metric on a complex four-manifold can locally be put in the form (1.4). In four (real

or complex) dimensions, hyper-Kähler metrics are solutions to anti-self-dual Einstein

1This terminology originates in the work of Newman [50], who studied asymptotic properties
of space-times. In Minkowski space the set of asymptotically shear–free light cones can be used
to reconstruct the space-time points by solving the ‘good-cut equation’. This procedure does not
generalise to real curved space-times, which in general do not have asymptotically shear-free null
surfaces. However, if the space-time is allowed to be complex, then complex asymptotically shear-
free null surfaces do exist. The set of all such surfaces is a complex Riemannian four-manifold
called H-space. The H stands for ‘heaven - where good Cohens (cones) go’.
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vacuum equations. This makes (1.3) worth studying both from the geometry and

the general relativity perspectives.

A natural question which arises is whether one can generalise the formula (1.2) to

solve the equation (1.3). In general such an explicit description will not be possible,

but nevertheless the twistor approach assures the integrability of (1.3). This follows

from Penrose’s Nonlinear Graviton construction [56], in which ASDV metrics locally

correspond to certain three dimensional complex manifolds - twistor spaces. The

manifold structure of a twistor space is given by a set of patching functions. The

process of recovering an ASDV metric on C4 from the patching functions involves

building the holomorphic family of embedded rational curves. This usually comes

down to solving a non-linear Riemann–Hilbert factorisation problem. In the case of

the wave equation the analogous Riemann–Hilbert problem is linear and a solution

can be given explicitly.

1.1 Outline of the Thesis

In Chapter 2 I shall summarise the twistor correspondences for flat and curved

spaces. I shall establish the spinor notation, and recall basic facts about the ASD

conformal condition, the geometry of the spin bundle, the ASD Yang–Mills equa-

tions, Einstein–Weyl spaces, and the isomonodromic deformations.

In Chapter 3 (following a suggestion of Dr Lionel Mason) the recursion operator

R for ASDVE will be constructed by looking at ways of generating sequences of solu-

tions to the linearised heavenly equations [17]. I shall then consider a corresponding

twistor picture by using R to build a family of foliations by twistor surfaces. It will

be proven that R acts on twistor functions by multiplication [19]. The general ASD

linear fields on ASD vacuum backgrounds will be considered. Then I shall analyse

the hidden symmetry algebra of ASDVE, and use the recursion operator to construct

Killing spinors. I shall illustrate the method on the example of the Sparling–Tod

solution and show how R can be used to construct O(1)⊕O(1) rational curves.

In Chapter ?? I shall give a twistor-geometric construction of ASDVE hierar-

chies. An infinite number of commuting flows on extended space-time, together with

twistor description will be constructed. I shall prove that a moduli space of rational

curves with normal bundle O(n) ⊕ O(n) in twistor space, is canonically equipped
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with the Lax distribution for ASDVE hierarchies, and conversely that truncated hi-

erarchies imply such a twistor theory. The Lax distribution will be interpreted as a

connecting map in a long exact sequence of sheafs [18] (I acknowledge the assistance

of Dr Lionel Mason in the proof of Proposition ??). In Section 6 I shall demonstrate

that the isomonodromy problem in Fuchsian case can also be understood in terms

of curved twistor spaces. The solutions to the SL(2,C) Schlesinger equation will be

related to the flows of the heavenly hierarchy. In Section ?? I shall investigate the

Lagrangian and Hamiltonian formulations of heavenly equations. The symplectic

form on the moduli space of solutions to heavenly equations will be derived, and

proven to be compatible with a recursion operator.

In Chapter 4 I shall use the second heavenly equation to build the twistor space.

I shall make the second heavenly equation (3.6) λ-dependent and show that a family

of rational curves may be found by integrating the Hamiltonian system which has

Θ as its Hamiltonian. I shall also give an alternative view on heavenly potentials as

generating functions on the spin bundle.

In Chapter 5 I shall show that generalised ZRM field equations can be solved

by means of functions on O(n) ⊕ O(n) twistor spaces. The fields associated with

twistor functions of positive homogeneity will be shown to have both primed and

unprimed symmetric indices. I shall consider a foliation of the moduli space of

deformed O(n)⊕O(n) curves by four dimensional hyper-Kähler slices.

In Chapter 7 the twistor theory of four-dimensional hyper-Hermitian manifolds

will be formulated as a combination of the Nonlinear Graviton Construction with the

Ward transform for anti-self-dual Maxwell fields. The Lax formulation of the hyper-

Hermiticity condition in four dimensions will be used to derive a pair of potentials

for hyper-Hermitian metrics. A class of examples of hyper-Hermitian metrics which

depend on two arbitrary functions of two complex variables will be given.

In Chapter 8 I shall consider ASD vacuum spaces with conformal symmetries.

In Section 8.1 (which I wrote following a crucial suggestion of Dr Paul Tod and

which extends [76]) I shall give the canonical form of a general conformal Killing

vector. Then I shall look at conformally invariant solutions to the first heavenly

equation. This will give rise to a new integrable system in three dimensions and

to the corresponding Einstein–Weyl (EW) geometries. In Section 8.2 I shall give

4



the Lax representation of the reduced equations. I shall also look at the spinor

formulation of the EW condition. In Section 8.6 I shall find and classify the Lie

point symmetries, and the Killing vectors of the field equations in three dimensions,

and consider some group invariant solutions. In Section 8.7 I shall find hidden

symmetries and the recursion operator associated to the 3D system. The conformally

invariant wave equations in Weyl geometries will be analysed.

In Chapter 9 I shall reformulate EW equations in terms of a certain two-form on

the spin bundle. I shall prove that if an EW space admits a solution of a generalised

monopole equation, which yields ASD vacuum or Einstein metrics, then the four-

dimensional correspondence space is equipped with a closed and simple two-form. In

Section 9.3 I shall construct a class of EW metrics from solutions to dKP equation.

In Chapter 10 I shall explain how to construct solutions to the ASDVE from

solutions of various two-dimensional integrable systems by exploiting the fact that

the Lax formulations of both systems can be embedded in that of the ASD Yang–

Mills equations. I shall illustrate this by constructing explicit ASDV metrics on

R2×Σ, where Σ is a homogeneous space for a real subgroup of SL(2,C) associated

with the two-dimensional system. I shall also outline the twistor interpretation of

the construction. This chapter extends my Polish MSc thesis [14]. Much of the

material, derived independently by me [15], has appeared in a joint paper [20].

In Chapter 11 I shall list some open problems related to what has been done in

this thesis. In particular I shall indicate the possible links between twistor theory,

finite-gap solutions, and Whitham equations.

The Appendices A,B, and C are intended to record for easy reference the im-

portant theorems and formulae which underlie twistor theory.
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Chapter 2

Preliminaries

2.1 The twistor correspondence for flat space–

times

In this section we shall give a brief outline of the flat twistor correspondence. For

more detailed expositions see [89] or [49]. We shall use the double null coordinates

on C4 in which the metric and the volume element are

ds2 = 2dwdx+ 2dzdy, ν = dw ∧ dz ∧ dx ∧ dy.

A two-plane in C4 is null if ds2(X, Y ) = 0 for every pair (X, Y ) of vectors tangent

to it. The null planes can be self-dual (SD) or anti self-dual (ASD), depending on

whether the tangent bivector X ∧ Y is SD or ASD. The SD null planes are called

α-planes. The α-planes passing through a point in C4 are parametrised by λ ∈ CP1.

Tangents to α-planes are spanned by two vectors

L0 = ∂y − λ∂w, L1 = ∂x + λ∂z (2.1)

or (∂z, ∂w) if λ = ∞. The set of all α-planes is called a projective twistor space

and denoted PT . It is a three-dimensional complex manifold biholomorphic to

CP3 − CP1.

We will make use of a double fibration picture

C4 p←− F q−→ PT .

The five complex dimensional correspondence space F := C4 × CP1 fibres over C4

by

(w, z, x, y, λ) = (w, z, x, y).
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The functions on F which are constant on α-planes, or equivalently satisfy LAf =

0; A = 0, 1, push down to PT . They are called twistor functions. An example of

a twistor function was used in the formula (1.2). The twistor space PT is a factor

space of F by the two-dimensional distribution spanned by LA. It can be covered

by two coordinate patches U and Ũ , where U is a complement of λ = ∞ and Ũ

is a compliment of λ = 0. If (µ0, µ1, λ) are coordinates on U and (µ̃0, µ̃1, λ̃) are

coordinates on Ũ then on the overlap

µ̃0 = µ0/λ, µ̃1 = µ1/λ, λ̃ = 1/λ.

The local coordinates (µ0, µ1, λ) on PT pulled back to F are

µ0 = w + λy, µ1 = z − λx, λ. (2.2)

Before the curved twistor theory is considered, we shall review the two-spinor nota-

tion for complex Riemannian four-manifolds.

2.2 Spinor notation

We shall work in the holomorphic category with complexified space-times: thus

space-time M is a complex four-manifold equipped with a holomorphic metric g

and volume form ν.

In four complex dimensions orthogonal transformations decompose into products

of ASD and SD rotations

SO(4,C) = (SL(2,C)× S̃L(2,C))/Z2. (2.3)

The spinor calculus in four dimensions is based on the isomorphism (2.3). We

shall use the conventions of Penrose and Rindler [58] (see also [89]). Indices will

be assumed concrete if we work in any of the heavenly frames and otherwise ab-

stract: a, b, ... are four-dimensional space-time indices and A,B, ..., A′, B′, ... are

two-dimensional spinor indices. The tangent space at each point ofM is isomorphic

to a tensor product of two spin spaces

T aM = SA ⊗ SA′ . (2.4)

7



The complex Lorentz transformation V a −→ Λa
bV

b is equivalent to the composition

of the SD and the ASD rotation

V AA′ −→ λABV
BB′λA

′
B′ ,

where λAB and λA
′
B′ are elements of SL(2,C) and S̃L(2,C).

Spin dyads (oA, ιA) and (oA
′
, ιA

′
) span SA and SA

′
respectively. The spin spaces

SA and SA
′
are equipped with symplectic forms εAB and εA′B′ such that ε01 = ε0′1′ =

1. These anti-symmetric objects are used to raise and lower the spinor indices. We

shall use the normalised spin frames, which implies that

oBιC − ιBoC = εBC , oB
′
ιC
′ − ιB′oC′ = εB

′C′ .

Let eAA
′

be the null tetrad of one forms on M and let ∇AA′ be the frame of dual

vector fields. The orientation is fixed by setting

ν = e01′ ∧ e10′ ∧ e11′ ∧ e00′ .

Apart from orientability,M must satisfy some other topological restrictions for the

global spinor fields to exist [89]. We shall not take them into account as we work

locally in M.

The local basis ΣAB and ΣA′B′ of spaces of ASD and SD two-forms are defined

by

eAA
′ ∧ eBB′ = εABΣA′B′ + εA

′B′ΣAB.

The Weyl tensor decomposes into ASD and SD part

Cabcd = εA′B′εC′D′CABCD + εABεCDCA′B′C′D′ .

The first Cartan structure equations are

deAA
′
= eBA

′ ∧ ΓAB + eAB
′ ∧ ΓA

′
B′ ,

where ΓAB and ΓA′B′ are the SL(2,C) and S̃L(2,C) spin connection one-forms

symmetric in their indices, and

ΓAB = ΓCC′ABe
CC′ , ΓA′B′ = ΓCC′A′B′e

CC′ , ΓCC′A′B′ = oA′∇CC′ιB′ − ιA′∇CC′oB′ .
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The curvature of the spin connection

RA
B = dΓAB + ΓAC ∧ ΓCB

decomposes as

RA
B = CA

BCDΣCD + (1/12)RΣA
B + ΦA

BC′D′Σ
C′D′ ,

and similarly for RA′
B′ . Here R is the Ricci scalar and ΦABA′B′ is the trace-free part

of the Ricci tensor Rab.

Now we can rephrase the flat twistor correspondence discussed in Section 2.1 in

the spinor language: A point in C4 is represented by its position vector (w, z, x, y).

The isomorphism (2.4) is realised by

xAA
′
:=

(
y w
−x z

)
, so that ds2 = εABεA′B′dx

AA′dxBB
′
.

The homogeneous coordinates on the twistor space are

(ω0, ω1, π0′ , π1′) = (ωA, πA′).

They are related to (µ0, µ1, λ) by

ω0/π1′ = µ0, ω1/π1′ = µ1, π0′/π1′ = λ.

For λ 6=∞ the twistor distribution may be rewritten as

LA = (π1′)
−1πA

′ ∂

∂xAA′
.

The relations between various structures on C4 and PT can be read off from the

equation

ωA = xAA
′
πA′ . (2.5)

Assume that πA′ 6= 0 and consider (ωA, πA′) to be fixed. Then (2.5) has as its solution

a complex two plane spanned by vectors of the form πA
′
vA for some vA. The other

way of interpreting (2.5) is fixing xAA
′

and solving for (ωA, πA′). The solution, when

factored out by the relation (ωA, πA′) ∼ (kωA, kπA′), becomes a rational curve CP1

with a normal bundle O(1) ⊕ O(1). This condition guarantees that the family of

rational curves in PT is four complex dimensional, and that the conformal structure

ds2 on C4 is quadratic. Here O(n) denotes the line bundle over CP1 with transition

functions λ−n ( see Appendix A). The points p and q are null separated in C4 iff the

corresponding rational curves lp and lq intersect at one point in PT .
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2.3 Curved twistor spaces and the geometry of

the primed spin bundle.

Assume that g is a curved metric on some complex four-dimensional manifold M.

The notion of an α-plane must be replaced by an α-surface - a null two dimensional

surface such that its tangent space at each point is an α plane. Let X and Y be two

vectors tangent to an α-surface. The Frobenius integrability condition yields

[X, Y ] = aX + bY

for some a and b. The last formula implies that CA′B′C′D′ vanishes. Thus given

CA′B′C′D′ = 0 we can define a twistor space PT to be a three complex dimensional

manifold of α-surfaces in M. If g is also Ricci flat then PT has more structures

which are listed in the Nonlinear Graviton Theorem C.4.

The correspondence space F is a set of pairs (x, λ) where x ∈ M and λ ∈ CP1

parametrises α-surfaces through x in M. We represent F as the quotient of the

primed-spin bundle SA
′

with fibre coordinates πA′ by the Euler vector field Υ =

πA
′
/∂πA

′
so that the fibre coordinates are related by λ = π0′/π1′ . A homogeneous

form α on non-projective spin bundle descends to F if

Υ α = 0.

In that case LΥα = nα where n determines a line bundle O(n) in which α takes

its values. The space F possesses a natural two dimensional distribution (called

the twistor distribution, or the Lax pair, to emphasise the analogy with integrable

systems). The Lax pair on F arises as the image under the projection TSA
′ −→ TF

of the distribution spanned by

πA
′∇AA′ + ΓAA′B′C′π

A′πB
′ ∂

∂πC′

and is given by1

LA = (π−1
1′ )(πA

′∇AA′ + fA∂λ), where fA = (π−2
1′ )ΓAA′B′C′π

A′πB
′
πC
′
. (2.7)

1Various powers of π1′ in formulae like (2.7) guarantee the correct homogeneity. We usually
shall omit them when working on the projective spin bundle. In a projection SA

′ −→ F we shall
use the replacement formula

∂

∂πA′ −→
πA′

π1′2
∂λ. (2.6)
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The integrability of the twistor distribution is equivalent to CA′B′C′D′ = 0, the

vanishing of the self-dual Weyl spinor. The projective twistor space PT arises as

a factor space of F by the twistor distribution. It can be covered by two sets, U

and Ũ with |λ| < 1 + ε on U and |λ| > 1 − ε on Ũ with (ωA, πA′ 6= ιA′) being the

homogeneous coordinates on U and (ω̃A, πA′ 6= oA′) on Ũ . The twistor space PT
is then determined by the transition function ω̃B = ω̃B(ωA, πA′) on U ∩ Ũ . Let

lx be the line in PT that corresponds to x ∈ M and let Z ∈ PT lie on lx. The

correspondence space is

F = PT ×M|Z∈lx =M× CP1.

This leads to a double fibration

M p←− F q−→ PT . (2.8)

The existence of LA can also be deduced directly from PT . The basic twistor

correspondence [56] states that points in M correspond in PT to rational curves

with normal bundle OA(1) := O(1) ⊕ O(1). The normal bundle to lx consists of

vectors tangent to x (horizontally lifted to T(x,λ)F) modulo the twistor distribution.

Therefore we have a sequence of sheaves over CP1

0 −→ D −→ C4 −→ OA(1) −→ 0.

The map C4 −→ OA(1) is given by V AA′ −→ V AA′πA′ . Its kernel consists of

vectors of the form πA
′
λA with λA varying. The twistor distribution is therefore

D = O(−1)⊗ SA and so LA ∈ Γ(D ⊗O(1)⊗ SA), has the form (2.7).

2.4 Some formulations of the ASD vacuum con-

dition

The ASD vacuum condition

CA′B′C′D′ = 0, ΦABA′B′ = 0 (2.9)

This is because (on functions of λ)

∂

∂πA′

(π0′
π1′

)
=
π1′o

A′ − π0′ιA
′

π1′2
=
πA

′

π1′2
.
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implies the existence of a normalised, covariantly constant frame on SA
′

oA
′
= (1, 0), ιA

′
= (0, 1),

such that ΓAA′B′C′ = 0. In this frame the Lax pair (2.7) consists of volume-preserving

vector fields on M. This fact was first observed in [1] in the context of (3 + 1)

decomposition. In the next chapters we shall use the covariant generalisation:

Proposition 2.1 (Mason & Newman [46].) Let ∇̂AA′ = (∇̂00′ , ∇̂01′∇̂10′∇̂11′) be

four independent holomorphic vector fields on a four-dimensional complex manifold

M and let ν be a nonzero holomorphic four-form. Put

L0 = ∇̂00′ − λ∇̂01′ , L1 = ∇̂10′ − λ∇̂11′ . (2.10)

Suppose that for every λ ∈ CP1

[L0, L1] = 0, LLAν = 0. (2.11)

Here LV denotes a Lie derivative. Then

∇AA′ = f−1∇̂AA′ , where f 2 := ν(∇̂00′ , ∇̂01′∇̂10′∇̂11′),

is a normalised null-tetrad for an ASD vacuum metric. Every such metric locally

arises in this way.

Lemma 7.3 generalises the last proposition to the hyper-Hermitian case. The trans-

formation to f 2 = 1 is always possible if the metric is non-degenerate. In this

thesis (except Chapter 10) we shall use the heavenly frames in which f 2 = 1 and

∇AA′ = ∇̂AA′ . For easy reference we rewrite the field equations (2.11) in full

[∇A0′ ,∇B0′ ] = 0, (2.12)

[∇A0′ ,∇B1′ ] + [∇A1′ ,∇B0′ ] = 0, (2.13)

[∇A1′ ,∇B1′ ] = 0. (2.14)

Let ΣA′B′ be the usual basis of SD two forms. Define (on a correspondence space)

Σ(λ) := ΣA′B′πA′πB′ . (2.15)

The formulation of the ASDVE condition dual to (2.11) is:
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Proposition 2.2 (Plebański [62], Gindikin [24]) If a two form

Σ(λ) := ΣA′B′πA′πB′

on a correspondence space satisfies

dh
Σ(λ)

(π · ι)2
= 0, Σ(λ) ∧ Σ(λ) = 0 (2.16)

then one forms eAA
′

give an ASD vacuum tetrad.

Note that the simplicity condition in (2.16) guarantees that ΣA′B′ comes from a

tetrad. Here dh is a horizontal lift of d to F and so λ is regarded as a parameter

and is not differentiated. To construct Gindikin’s two form starting from the twistor

space, one must fix a fibre of PT −→ CP1 and pull the symplectic structure back

to the projective spin bundle. The resulting two form is O(2) valued. To obtain

Gindikin’s two form one should divide it by a constant section of O(2).

Put Σ0′0′ = −α̃, Σ0′1′ = ω, Σ1′1′ = α . The second equation in (2.16) becomes

ω ∧ ω = 2α ∧ α̃ = −2ν, α ∧ ω = α̃ ∧ ω = α ∧ α = α̃ ∧ α̃ = 0.

Equivalence of (2.11) and (2.16) follows if one notices that LA can be defined as a

two-dimensional distribution which annihilates Σ(λ), or alternatively

εABΣ(λ) = ν(LA, LB, ..., ...).

Two one-forms eA := πA′e
AA′ by definition annihilate the twistor distribution. Define

(1, 1) tensors ∂B
′

A′ := eAB
′ ⊗∇AA′ so that

eA ⊗ LA = πB′π
A′∂B

′

A′ = ∂0 + λ(∂ − ∂̃)− λ2∂2

where (∂0′

0′ , ∂
0′

1′ , ∂
1′

0′ , ∂
1′

1′ ) = (∂̃, ∂0, ∂2, ∂). If the field equations are satisfied then the

Euclidean slice of M is equipped with three integrable complex structures given

by Ja := {i(∂2 − ∂0), (∂ − ∂̃), (∂2 + ∂0)} and three symplectic structures {(i(α −
α̃), iw, (α + α̃)} compatible with Ja. It is therefore a hyper-Kähler manifold.
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2.5 ASD Yang–Mills equations

Consider a Yang–Mills vector bundle over a four-dimensional manifold M (taken here

to be C4 in general, or R4 when reality conditions are imposed) with connection one-

form A = Aa(x
b)dxa ∈ T ∗M⊗ g, where g is the Lie algebra of some gauge group G.

The corresponding curvature F = Fabdx
a ∧ dxb is given by

Fab = [Da, Db] = ∂bAa − ∂aAb + [Aa, Ab], (2.17)

where Da = ∂a − Aa is the covariant derivative. The curvature decomposes as

Fab = ΦABεA′B′ + Φ̃A′B′εAB.

The ASDYM equations on a connection A are the anti-self-duality conditions on the

curvature under the Hodge star operation:

F = − ∗ F, or Φ̃A′B′ = 0. (2.18)

They are conformally invariant and are also preserved by the gauge transformations

A→ g−1Ag − g−1dg, g ∈Map(M, G). (2.19)

The condition (2.18) is equivalent to the vanishing of the Yang–Mills curvature on

every α plane. This observation underlies the Ward construction [78].

The ASDYM equations are the compatibility conditions [L0, L1] = 0 for the

linear system of equations L0F = 0, L1F = 0 where the ‘Lax pair’ is given by

LA = πA
′
DAA′ , (2.20)

and F := F (xAA
′
πA′ , π

A′) is an n-component column vector.

In Chapter 10 we shall need a coordinate description of YM anti-self-duality

condition. Let us introduce double-null coordinates xAA
′
= (w, w̃, z, z̃), in which the

metric on M is ds2 = 2dwdw̃ − 2dzdz̃. In these coordinates Dw = ∂w − Aw, ... and

the ASDYM equations may be rewritten as

Fwz = 0 (2.21)

Fw̃z̃ = 0 (2.22)

Fww̃ − Fzz̃ = 0. (2.23)
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2.6 Three-dimensional Einstein–Weyl spaces

Let W be a n-dimensional complex manifold, with a torsion-free connection D and

a conformal metric [h]. We shall call W a Weyl space if the null geodesics of [h] are

also geodesics for D. This condition implies

Dihjk = νihjk (2.24)

for some one form ν. Here hjk is a representative metric in the conformal class. The

indices2 i, j, k, ... go from 1 to n. If we change this representative by h −→ φ2h,

then ν −→ ν+ 2d lnφ. The one form ν ‘measures’ the difference between D and the

Levi-Civita connection of h:

(Di −∇i)V
j = γjikV

k,

where (as a consequence of (2.24))

γijk := −δi(jνk) +
1

2
hjkh

imνm.

The Ricci tensor Wij of D is related to the Ricci tensor Rij of ∇ by

Wij = Rij +
n− 1

2
∇iνj −

1

2
∇jνi +

n− 2

4
νiνj + hij

(
− n− 2

4
νkν

k +
1

2
∇kν

k
)
.

The relation between the curvature scalars is

W := hijWij = R + (n− 1)∇kνk −
(n− 2)(n− 1)

4
νkνk.

The conformally invariant Einstein–Weyl (EW) condition on (W , h, ω) is

W(ij) =
1

n
Whij.

From now on we shall assume that dimW = 3. The Einstein–Weyl equations

are

Rij +
1

2
∇(iνj) +

1

4
νiνj =

1

3

(
R +

1

2
∇kνk +

1

4
νkνk

)
hij. (2.25)

All three-dimensional EW spaces can be obtained as spaces of trajectories of con-

formal Killing vectors in four-dimensional ASD manifolds:

2In Chapters 8 and 9, when we consider the three-dimensional case, we shall use the spinor
notation, and the abstract index convention V i = V (A′B′) = v(A

′
πB

′) based on an isomorphism
T iW = S(A′ ⊗ SB′). The reason for using primed spinors will be explained in Chapter 8.
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Proposition 2.3 (Jones & Tod [37]) Let (M, g) be an ASD four manifold with

a conformal Killing vector K. The EW structure on the space W of trajectories of

K (which is assumed to be non-pathological) is defined by

h := |K|−2g − |K|−4K�K, ν := 2|K|−2 ∗g (K ∧ dK), (2.26)

where |K|2 := gabK
aKb, K is a one form dual to K and ∗g is taken with respect to

g. All EW structures arise in this way. Conversely, let (h, ν) be a three–dimensional

EW structure onW, and let (V, α) be a function and a one-form onW which satisfy

the generalised monopole equation

∗h(dV + (1/2)νV ) = dα, (2.27)

where ∗h is taken with respect to h. Then

g = V 2h+ (dt+ α)2 (2.28)

is an ASD metric with an isometry K = ∂t.

The twistor construction of 3D EW spaces is given by the following proposition

Proposition 2.4 (Hitchin [30]) Any solution to the EW equations (2.25) is equiv-

alent to a complex surface Z (called a mini-twistor space) with a family of rational

curves with a normal bundle O(2).

Points ofW correspond to curves in Z with self-intersection number 2. The Kodaira

theorem (A.4) guarantees the existence of a three-dimensional complex family of

such curves. Points of Z correspond to totally geodesic hyper-surfaces in W . Non-

null geodesics inW consists of all the curves in Z which intersect at two fixed points

in Z. Null geodesics correspond to curves passing through one point with a given

tangent direction.

It follows from [36, 37] that the mini-twistor space Z corresponding to W is a

factor space PT /K where PT is the twistor space of (M, g) and K is a holomorphic

vector field on PT corresponding to conformal Killing vector K.

In three dimensions the general solution of (2.24)-(2.25) depends on four arbi-

trary functions of two variables [10]. This result is a direct consequence of twistor

theory: The patching data of a general twistor space PT depends on three complex
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functions of three variables. The factorisation process reduces the number of vari-

ables by one, but keeps the number of functions fixed. One function determines a

solution to a linear Bogomonly equation, and remaining two determine the charac-

teristic data for a solution to EW equations. The Cauchy data is (in terms of free

functions) twice as large as the characteristic data, which yields the desired result.

In Chapters 8 and 9 we shall consider a class of solutions to EW equations which

depend on two arbitrary functions of two variables.

2.7 The Schlesinger equation and isomonodromy

Consider the system of ODEs

( d

dλ
− Λ

)
Ψ(λ) = 0, Λ =

n+3∑
a=1

Aa
λ− ta

(2.29)

where t = t1, ..., tn+3 ∈ C are constants and Ai are constant N×N matrices in some

complex Lie algebra g (which we take to be sl(N,C)) and λ ∈ CP1.

Here Ψ is a fundamental matrix solution to (6.1). Assume that there is no extra

pole at ∞, i.e.
∑n+3

a=1 Aa = 0, and that eigenvalues of Aa have no integer difference

for each a. Here a, b, c,= 1...n are vector indices on Cn, and i, j = 1...dimg = k are

indices on g. Let

Σt := CP1/{t1, ..., tn+3}

be a punctured sphere with n + 3 points removed. And let π : Σ̃t −→ Σt be the

universal covering. Let γ be a path in Σ̃t starting at λ and ending at λγ such that

π(λ) = λγ. The function

Ψ(λγ) = Ψ(λ)gγ

is a solution to (6.1). Here gγ is a nonsingular constant matrix depending on the

homotopy class [γ] of γ. The mapping [γ] −→ gγ defines the monodromy represen-

tation of the fundamental group of Σt

π1(Σt) −→ SL(N,C)

The monodromy group Γ is in general the infinite discrete subgroup (with n + 3

generators) of SL(N,C).
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The fundamental matrix solution Ψ(λ) is a multi valued function with branch

points at ta. If λ moves around a singular point ta then the fundamental solution

undergoes a transformation by an element of the monodromy group

Ψ(λ) −→ Ψ(ta + (λ− ta)e2πi) = Ψ(λ)ga,

where ga ∈ Γ. The transformation ga is conjugated to exp (−2πAa).

When the poles ta move the monodromy representation of (6.1) remains fixed if

matrices Aa(t) satisfy the Schlesinger equation

dAa =
∑
a6=b

[Ab, Aa]dln(ta − tb). (2.30)

The common geometric interpretations are:

• Take a connection

∇ = d−
n+3∑
a=1

Aadλ

λ− ta

on the vector bundle with fibres CN over Σt. Since A is holomorphic it is a flat

connection (there are no holomorphic two forms in one dimension). Equations

(6.2) imply that the holonomy of ∇ is fixed

• Treat∇ as a connection over Cn+3×Σt with logarithmic singularity. Equations

(6.2) imply the flatness of ∇.
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Chapter 3

The recursion operator

In this chapter the recursion operator R for the anti-self-dual Einstein vacuum equa-

tions is constructed [17]. It is proven that R acts on twistor functions by multiplica-

tion. The recursion operator is then used to construct the hidden symmetry algebra

of heavenly equations, and Killing spinors. The general ASD linear fields on ASD

vacuum backgrounds are discussed [19].

3.1 The ASD condition and heavenly equations

Part of the residual gauge freedom in (2.11) is fixed by selecting one of Plebański’s

null coordinate systems.

1. Equations (2.13) and (2.14) imply the existence of a coordinate system

(w, z, w̃, z̃) =: (wA, w̃A)

and a complex-valued function Ω such that

∇AA′ =

(
Ωww̃∂z̃ − Ωwz̃∂w̃ ∂w
Ωzw̃∂z̃ − Ωzz̃∂w̃ ∂z

)
=
( ∂2Ω

∂wA∂w̃B
∂

∂w̃B

∂

∂wA

)
. (3.1)

Equation (2.12) yields the first heavenly equation

Ωwz̃Ωzw̃ − Ωww̃Ωzz̃ = 1 or
1

2

∂2Ω

∂wA∂w̃B

∂2Ω

∂wA∂w̃B
= 1. (3.2)

The dual tetrad is

eA1′ = dwA, eA0′ =
∂2Ω

∂wA∂w̃B
dw̃B (3.3)
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with the flat solution Ω = wAw̃A. The only nontrivial part of ΣA′B′ is Σ0′1′ =

∂∂̃Ω so that Ω is a Kähler scalar. The Lax pair for the first heavenly equation

is

L0 : = Ωww̃∂z̃ − Ωwz̃∂w̃ − λ∂w,

L1 : = Ωzw̃∂z̃ − Ωzz̃∂w̃ − λ∂z. (3.4)

Equations L0Ψ = L1Ψ = 0 have solutions provided that Ω satisfies the first

heavenly equation (3.2). Here Ψ is a function on F .

2. Alternatively we can adopt (w, z, x, y) =: (wA, xA) as a coordinate system.

Equations (2.12) and (2.13) imply the existence of a complex-valued function

Θ such that

∇AA′ =

(
∂y ∂w + Θyy∂x −Θxy∂y
−∂x ∂z −Θxy∂x + Θxx∂y

)
=

(
∂

∂xA
∂

∂wA
+

∂2Θ

∂xA∂xB
∂

∂xB

)
.

(3.5)

As a consequence of (2.14) Θ satisfies second heavenly equation

Θxw +Θyz +ΘxxΘyy−Θxy
2 = 0 or

∂2Θ

∂wA∂xA
+

1

2

∂2Θ

∂xB∂xA
∂2Θ

∂xB∂xA
= 0. (3.6)

The dual frame is given by

eA0′ = dxA +
∂2Θ

∂xB∂xA
dwB, eA1′ = dwA (3.7)

with Θ = 0 defining the flat metric. The Lax pair corresponding to (3.6) is

L0 = ∂y − λ(∂w −Θxy∂y + Θyy∂x),

L1 = ∂x + λ(∂z + Θxx∂y −Θxy∂x). (3.8)

Both heavenly equations were originally derived by Plebański [62] from the formu-

lation (2.16). The closure condition is used, via Darboux’s theorem, to introduce

ωA, canonical coordinates on the spin bundle, holomorphic around λ = 0 such that

the two form (2.15) is Σ(λ) = dhω
A ∧ dhωA. The various forms of the heavenly

equations can be obtained by adapting different coordinates and gauges to these

forms. Significant progress towards understanding the symmetry structure of the

heavenly equations was achieved by Boyer and Plebański [7, 8] who obtained an

infinite number of conservation laws for the ASDVE equations and established some

connections with nonlinear graviton construction.
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3.2 The recursion operator

The recursion operator R is a map from the space of linearised perturbations of the

ASDVE equations to itself. This can be used to construct the ASDVE hierarchy

by generating new flows acting on one of the coordinate flows with the recursion

operator R.

We will identify the space of linearised perturbations to the ASDVE equations

with solutions to the background coupled wave equations as follows.

Lemma 3.1 Let �Ω and �Θ denote wave operators on the ASD background deter-

mined by Ω and Θ respectively. Linearised solutions to (3.2) and (3.6) satisfy

�ΩδΩ = 0, �ΘδΘ = 0. (3.9)

Proof. In both cases �g = ∇A1′∇A
0′ since

�g =
1
√
g
∂a(g

ab√g∂b) = gab∂a∂b + (∂ag
ab)∂b

but ∂ag
ab = 0 for both heavenly equations. For the first equation (∂∂̃(Ω+ δΩ))2 = ν

implies

0 = (∂∂̃Ω ∧ ∂∂̃)δΩ = d(∂∂̃Ω ∧ (∂ − ∂̃)δΩ) = d ∗ dδΩ.

Here ∗ is the Hodge star operator corresponding to g. For the second equation we

make use of the tetrad (3.5) and perform coordinate calculations.

2

From now on we identify tangent spaces to the spaces of solutions to (3.2) and (3.6)

with the space of solutions to the curved background wave equation, Wg. We will

define the recursion operator on the space Wg.

The above lemma shows that we can consider a linearised perturbation as an

element ofWg in two ways. These two will be related by the square of the recursion

operator. The linearised vacuum metrics corresponding to δΩ and δΘ are

hIAA′BB′ = ι(A′oB′)∇(A1′∇B)0′δΩ, hIIAA′BB′ = oA′oB′∇A0′∇B0′δΘ.

where oA
′

= (1, 0) and ιA
′

= (0, 1) span the constant spin frame. Given φ ∈ Wg we

use the first of these equations to find hI . If we put the perturbation obtained in
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this way on the LHS of the second equation and add an appropriate gauge term we

obtain φ′ - the new element of Wg that provides the δΘ which gives rise to

hIIab = hIab +∇(aVb). (3.10)

To extract the recursion relations we must find V such that hIAA′BB′−∇(AA′VBB′) =

oA′oB′χAB. Take VBB′ = oB′∇B1′δΩ, which gives

∇(AA′VBB′) = −ι(A′oB′)∇(A0′∇B)1′δΩ + oA′oB′∇A1′∇B1′δΩ.

This reduces (3.10) to

∇A1′∇B1′φ = ∇A0′∇B0′φ
′. (3.11)

Definition 3.2 Define a recursion operator R :Wg −→Wg by

ιA
′∇AA′φ = oA

′∇AA′Rφ, (3.12)

so formally R = (∇A0′)
−1 ◦ ∇A1′ (no summation over the index A).

From (3.12) and from (2.11) it follows that if φ belongs to Wg then so does Rφ. We

also have R2δΩ = δΘ. Note that the operator φ 7→ ∇A0′φ is over-determined, and

its consistency follows from the wave equation on φ. Furthermore, this definition

is formal in that in order to invert the operator φ 7→ ∇A0′φ we need to specify

boundary conditions. To summarise:

Proposition 3.3 Let Wg be the space of solutions of the wave equation on the

curved ASD background given by g.

(i) Elements of Wg can be identified with linearised perturbations of the heavenly

equations.

(ii) There exists a (formal) map R : Wg −→ Wg given by (3.12) which generates

new elements of Wg from old.

3.3 Connections with the Nonlinear Graviton

This section links the construction of the recursion operator with twistor theory.

First we use R to build a family of foliations by twistor surfaces starting from a

given one. In Subsection 3.3.2 we give the method for constructing the hierarchy of

curved twistor spaces. In Section 3.5 the algebra of hidden symmetries of the second

heavenly equation is constructed.
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3.3.1 The recursion operator and twistor functions

A function f on the correspondence space F descends to twistor space if LAf = 0.

Given φ ∈ Wg, define, for i ∈ Z, a hierarchy of linear fields, φi ≡ Riφ0. Put

Ψ =
∑∞
−∞ φiλ

i and observe that the recursion equations are equivalent to LAΨ = 0.

Thus Ψ is a function on the twistor space PT . Conversely every solution of LAΨ = 0

defined on a neighbourhood of |λ| = 1 can be expanded in a Laurent series in λ

with the coefficients forming a series of elements of Wg related by the recursion

operator. The function Ψ can be thought of as a Čech representative of the element

of H1(PT ,O(−2)) that corresponds to the solution of the wave equation φ.

It is clear that a series corresponding to Rφ is the function λ−1Ψ. Note that

R is not completely well defined when acting on Wg because of the ambiguity in

the inversion of ∇A0′ . This means that if one treats Ψ(λ) as a twistor function

on PT , pure gauge elements of the first sheaf cohomology group H1(PT ,O(−2))

of the twistor space corresponding to M are mapped to nontrivial terms. Note,

however, that the action of R is well defined on twistor functions. By iterating R

on functions and then taking the corresponding cohomology classes we generate an

infinite sequence of elements of H1(PT ,O(−2)) belonging to different classes.

Put ωA0 = wA = (w, z); the surfaces of constant ωA0 are twistor surfaces. We have

that ∇A
0′ω

B
0 = 0 so that in particular ∇A1′∇A

0′ω
B
0 = 0 and if we define ωAi = RiωA0

then we can choose ωAi = 0 for negative i. We define

ωA = ωA0 +
∞∑
i=1

ωAi λ
i. (3.13)

We can similarly define ω̃A by ω̃A0 = w̃A and choose ω̃Ai = 0 for i > 0. Note that ωA

and ω̃A are solutions of LA holomorphic around λ = 0 and λ =∞ respectively and

they can be chosen so that they extend to a neighbourhood of the unit disc and a

neighbourhood of the complement of the unit disc.

3.3.2 Twistor construction of the recursion operator

The recursion operator acts on linearised perturbations of the ASDVE equations.

Under the twistor correspondence, these correspond to linearised holomorphic de-

formations of (part of) PT .
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Cover PT by two sets, U and Ũ with |λ| < 1 + ε on U and |λ| > 1 − ε on Ũ

with (ωA, λ) coordinates on U and (ω̃A, λ−1) on Ũ . The twistor space PT is then

determined by the transition function ω̃B = ω̃B(ωA, πA′) on U ∩ Ũ .

It is well known that infinitesimal deformations are given by elements of

H1(PT ,Θ),

where Θ denotes a sheaf of germs of holomorphic vector fields. Let

Y = fA(ωB, πB′)
∂

∂ωA
∈ H1(PT ,Θ)

be defined on the overlap U ∩ Ũ . Infinitesimal deformation is given by

ω̃A = (1 + tY )(ωA) +O(t2). (3.14)

From the globality of Σ(λ) = dωA ∧ dωA it follows that Y is a Hamiltonian vector

field with a Hamiltonian f ∈ H1(PT ,O(2)) with respect to the symplectic structure

Σ. The finite version of (3.14) is given by integrating

dω̃B

dt
= εBA

∂f

∂ω̃A
.

from t = 0 to 1 with ω̃A(0) = ωA to obtain ω̃A = ω̃A(1). We are interested in the

linearised version of the last formula

δω̃A =
∂δf

∂ω̃A
. (3.15)

This should be understood as follows: ω̃A is the patching function obtained by

exponentiating the Hamiltonian vector field of f and corresponds to the ASD met-

ric determined by Θ and δfA = εBA∂δf/∂ωB (or more simply δf) is a linearised

deformation corresponding to δΘ ∈ Wg.

The recursion operator acts on linearised deformations as follows

Proposition 3.4 Let R be the recursion operator defined by (3.12). Its twistor

counterpart is the multiplication operator

R δf =
π1′

π0′
δf = λ−1δf. (3.16)
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Note that R acts on δf without ambiguity (alternatively, the ambiguity in bound-

ary condition for the definition of R on space-time is absorbed into the choice of

explicit representative for the cohomology class determined by δf).

Proof. We work on the primed spin bundle. Restrict δf to the section of µ and

represent it as a coboundary

δf(πA′ , x
a) = h(πA′ , x

a)− h̃(πA′ , x
a) (3.17)

where h and h̃ are holomorphic on U and Ũ respectively (here we abuse notation

and denote by U and Ũ the open sets on the spin bundle that are the preimage of

U and Ũ on twistor space). Splitting (3.17) is given by

h =
1

2πi

∮
Γ

(πA
′
oA′)

3

(ρC′πC′)(ρB
′oB′)3

δf(ρE′)ρD′dρ
D′ , (3.18)

h̃ =
1

2πi

∮
Γ̃

(πA
′
ιA′)

3

(ρC′πC′)(ρB
′ιB′)3

δf(ρE′)ρD′dρ
D′ .

Here ιA′ is a constant spinor satisfying oA′ι
A′ = 1 and ρA′ are homogeneous coordi-

nates of CP1 pulled back to the spin bundle. The contours Γ and Γ̃ are homologous

to the equator of CP1 in U∩Ũ and are such that Γ−Γ̃ surrounds the point ρA′ = πA′ .

The functions h and h̃ do not descend to PT . They are global and homogeneous

of degree 2 in πA′ therefore

πA
′∇AA′h = πA

′∇AA′h̃ = πA
′
πB
′
πC
′
ΣAA′B′C′ (3.19)

where ΣAA′B′C′ is the third potential for a linearised ASD Weyl spinor. ΣAA′B′C′ is

defined modulo terms of the form∇A(A′γB′C′) but a part of this gauge freedom is fixed

by choosing the Plebański coordinate system (there is also a freedom in δΘ which

we shall describe in the next subsection) in which ΣAA′B′C′ = oA′oB′oC′∇A0′δΘ. The

condition∇A(D′Σ
A
A′B′C′) = 0 follows from equation (3.19) which, with the Plebański

gauge choice, implies δΘ ∈ Wg. Define δfA by ∇AA′δf = ρA′δfA. Equation (3.19)

becomes ∮
Γ

δfA(ρE′)

(ρB′oB′)3
ρD′dρ

D′ = 2πi∇A0′δΘ. (3.20)

The twistor function δf is not constrained by the RHS of (3.20) being a gradient.

To see this define δfAB by ∇AA′(δfBρB′) = δfABρA′ρB′ and note that in the ASD

vacuum δfAB is symmetric which implies ∇A
A′δfA = 0. Therefore the RHS of (3.20)
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is also a solution of a neutrino equation so (in the ASD vacuum) it must be given

by αA
′∇AA′φ where αA

′
is a constant spinor and φ ∈ Wg. Equation (3.20) gives the

formula for a linearisation of the second heavenly equation

δΘ =
1

2πi

∮
Γ

δf

(ρB′oB′)
4ρD′dρ

D′ . (3.21)

Now recall formula (3.12) defining R. Let Rδf be the twistor function corresponding

to RδΘ by (3.21). The recursion relations yield∮
Γ

RδfA
(ρB′oB′)3

ρD′dρ
D′ =

∮
Γ

δfA
(ρB′oB′)2(ρB′ιB′)

ρD′dρ
D′

so Rδf = λ−1δf .

2

Let δΩ be the linearisation of the first heavenly potential. From R2δΩ = δΘ it

follows that

δΩ =
1

2πi

∮
Γ

δf

(ρA′oA
′)2(ρB′ιB

′)2
ρC′dρ

C′ .

3.4 Z.R.M Fields on heavenly backgrounds

Now consider a general situation of linear fields on ASD vacuum backgrounds [18].

Let δf be a function on a curved twistor space homogeneous of degree n. Then

contour integrals that give a splitting on the spin bundle can be chosen to be

h =
1

2πi

∮
Γ

(πA
′
oA′)

n+1

(ρC′πC′)(ρB
′oB′)n+1

δf(ρE′)ρ · dρ

and similarly for h̃. The equality πA
′∇AA′h = πA

′∇AA′h̃ defines a global, homogene-

ity n+ 1 function

πA
′∇AA′h = πA

′
1πA

′
2 ...πA

′
n+1ΣAA′1A

′
2...A

′
n+1
.

With the chosen splitting formulae, ΣAA′1A
′
2...A

′
n+1

= oA′1oA′2 ...oA′n+1
∇A0′δΘ which can

be thought of as a potential for the spin (n+2)/2 field (the field itself is well defined

only in flat space)

ψA1A2...An+2 = ∇A10′∇A20′ ...∇An+20′δΘ
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where

δΘ =
1

2πi

∮
Γ

δf

(ρB′oB′)
n+2ρ · dρ.

Differentiating under the integral one shows that ψA1A2...An+2 satisfies

∇An+2A′n+2ψA1A2...An+2 = CBCA1(A2∇BA′1∇CA′2∇A′3
A3 ...∇A′n

AnΣAn+1)A′1A
′
2...A

′
n

A′n+2 .

(3.22)

The last formula generalises the one given in [57] for a left-handed Rarita–Schwinger

field. The Weyl spinor CABCD is present because one needs to use expressions like

∇CC′δfAB (compare the proof of the Proposition 3.16). Note that the Buchdahl

constraints do not appear. This can be seen by operating on (3.22) with ∇An+1
C′ .

The usual algebraic expression will cancel out with the RHS. (Note, however, that

the definition of the field is not independent of the gauge choices as it would be in

flat space.)

The notion of the recursion operator generalises to solutions of equations of type

(3.22). We restrict ourselves to the case of ASD neutrino and Maxwell fields on

an ASD background. For these two cases the RHS of equation (3.22) vanishes and

fields are gauge invariant.

Define the recursion relations

RψA := ∇A0′RδΘ. (3.23)

for a neutrino field, and

RψAB := ∇A0′∇B0′RδΘ

for a Maxwell field. It is easy to see that R maps solutions into solutions, although

again the definition is formal in that boundary conditions are required to eliminate

the ambiguities. A conjugate recursion operator R will in Section ?? play a role in

the Hamiltonian formulation.

3.5 Hidden symmetry algebra

The ASDVE equations in the Plebański forms have a residual coordinate symme-

try. This consists of area preserving diffeomorphisms in the wA coordinates together

with some extra transformations that depend on whether one is reducing to the first

or second form. By regarding the infinitesimal forms of these transformations as
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linearised perturbations and acting on them using the recursion operator, the co-

ordinate (passive) symmetries can be extended to give hidden (active) symmetries

of the heavenly equations. Formulae (3.21) and (3.16) can be used to recover the

known relations (see for example [71]) of the hidden symmetry algebra of the heav-

enly equations. We deal with the second equation as the case of the first equation

was investigated by other methods [54].

Let M be a volume preserving vector field on M. Define δ0
M∇AA′ := [M,∇AA′ ].

This is a pure gauge transformation corresponding to addition of LMg to the space-

time metric. Define also

[δ0
M , δ

0
N ]∇AA′ := δ0

[M,N ]∇AA′ .

Once a Plebański coordinate system and reduced equations have been selected,

the field equation will not be invariant under all the SDiff(M) transformations.

We restrict ourselves to transformations which preserve the SD two-forms Σ1′1′ =

dwA ∧ dwA and Σ0′1′ = dxA ∧ dwA. The conditions LMΣ0′0′ = LMΣ0′1′ = 0 imply

that M is given by

M =
∂h

∂wA

∂

∂wA
+
( ∂g

∂wA
− xB ∂2h

∂wA∂wB

) ∂

∂xA

where h = h(wA) and g = g(wA). The space-time is now viewed as a cotangent

bundle M = T ∗N 2 with wA being coordinates on a two-dimensional complex man-

ifold N 2. The full SDiff(M) symmetry breaks down to the semi-direct product of

SDiff(N 2), which acts onM by a Lie lift, with Γ(N 2,O) which acts onM by trans-

lations of the zero section by the exterior derivatives of functions on N 2. Let δ0
MΘ

correspond to δ0
M∇AA′ by

δ0
M∇A1′ =

∂2δ0
MΘ

∂xA∂xB
∂

∂xB
.

The ‘pure gauge’ elements of Wg are

δ0
MΘ = F + xAG

A + xAxB
∂2g

∂wA∂wB
+ xAxBxC

∂3h

∂wA∂wB∂wC

+
∂g

∂wA

∂Θ

∂xA
+

∂h

∂wA

∂Θ

∂wA
− xB ∂2h

∂wA∂wB
∂Θ

∂xA
(3.24)
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where F,GA, g, h are functions of wB only1. The above symmetry can be seen to

arise from symmetries on twistor space as follows. We have the symplectic form Σ =

dωA∧dωA on the fibres of µ : PT −→ CP 1. Consider a canonical transformation of

each fibre of µ leaving Σ invariant on a neighbourhood of λ = 0. Let H = H(xa, λ) =∑∞
i=0 hiλ

i be the Hamiltonian for this transformation pulled back to the projective

spin bundle. Functions hi depend on space time coordinates only. In particular h0

and h1 are identified with h and g from the previous construction (3.24). This can

be seen by calculating how Θ transforms if ωA = wA+λxA+λ2∂Θ/∂xA+ ... −→ ω̂A.

Now Θ is treated as an object on the first jet bundle of a fixed fibre of PT and it

determines the structure of the second jet.

Let δM
iΘ := RiδMΘ ∈ Wg and let δiMf be the corresponding twistor function (by

(3.21)) treated as an element of Γ(U ∩ Ũ ,O(2)) rather than H1(PT ,O(2)). Define

[δiM , δ
j
N ] by

[δiM , δ
j
N ]Θ :=

1

2πi

∮
{δiMf, δ

j
Nf}

(π0′)4
πA′dπ

A′

where the Poisson bracket is calculated with respect to a canonical Poisson structure

on PT . From Proposition (3.16) it follows that

[δiM , δ
j
N ]Θ =

1

2πi

∮
λ−i−j

{δMf, δNf}
(π0′)4

πA′dπ
A′ = Ri+jδ[M,N ]Θ

1A similar result could be obtained for the first equation by demanding

LM (dwA ∧ dwA) = LM (dw̃A ∧ dw̃A) = 0.

However, we can present a different derivation based on gauge freedom for corresponding ASDYM
equations. Consider ASDYM with gauge group G =SDiff(Σ2) where Σ2 is a symplectic manifold
with the symplectic form Σ0′0′ .

DAA′ =
∂

∂ yAA′ +AAA′ =
∂

∂yAA′ +
∂hAA′

∂w̃B
∂

∂w̃B
.

Here yAA
′

are space time coordinates and w̃B are coordinates on Σ2. The infinitesimal gauge
transformation of the Hamiltonian is given by

δhAA′ = {f(y, w̃), hAA′}+ ∂AA′f + gAA′(y).

The Poisson bracket is evaluated with respect to Σ0′0′ . Perform the reduction by ∂/∂yA1′ and use
the gauge freedom to set

hA0′ = hA0′(y
B1′), hA1′ = ∂Ω/∂yA1′

where Ω is a function of (w̃A, yA1′) = (w̃A, wA) = xAA
′
. With this choice ASDYM are equivalent

to the first heavenly equation. The ASD tetrad is ∇AA′ = DAA′ . The residual gauge freedom
yields

δ∂Ω/∂wA = {f, ∂Ω/∂wA}+ FA(wB).
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so finally we have

Proposition 3.5 Generators of the hidden symmetry algebra of the second heavenly

equation satisfy the relation

[δM
i, δN

j] = δ[M,N ]
i+j. (3.25)

3.6 Recursion procedure for Killing spinors

Let (M, g) be an ASD vacuum space. We say that LA′1...A′n is a Killing spinor of

type (0, n) if

∇A
(A′LB′1...B′n) = 0. (3.26)

Killing spinors of type (0, n) give rise to Killing spinors of type (1, n− 1) by

∇A
A′LB′1...B′n = εA′(B′1K

A
B′2...B

′
n).

In the ASD vacuum KBB′2...B
′
n is also a Killing spinor [22]

∇(A
(A′K

B)
B′1...B

′
n) = 0.

Put (for i = 0, ..., n)

Li := ιB
′
1 ...ιB

′
ioB

′
i+1 ...oB

′
nLB′1...B′n ,

and contract (3.26) with ιB
′
1 ...ιB

′
ioB

′
i+1 ...oB

′
n+1 to obtain

i∇A1′Li−1 = −(n− i+ 1)∇A0′Li, i = 0, ..., n− 1.

We make use of the recursion relations (3.12):

−i
n+ 1− i

R(Li−1) = Li.

This leads to a general formula for Killing spinors (with ∇A0′L0 = 0)

Li = (−1)i
(
n

i

)−1

Ri(L0), LB′1B′2...B′n =
n∑
i=0

o(B′1
...oB′iιB′i+1

...ιB′n)Li. (3.27)
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3.7 Example

Now we shall illustrate the Propositions 3.3 and 3.4 with the example of the Sparling–

Tod solution [70]. The calculations involved in this subsection where performed on

MAPLE. I would like to thank David Liebowitz for introducing me to the use of

computers in mathematics. In this section we shall not use the spinor notation. The

coordinate formulae for the pull back of twistor functions are:

µ0 = w + λy − λ2Θx + λ3Θz + ... ,

µ1 = z − λx− λ2Θy − λ3Θw + ... . (3.28)

Consider

Θ =
σ

wx+ zy
, (3.29)

where σ = const. It satisfies both (1.1) and (3.6).

3.7.1 The flat case

First we shall treat (3.29), with σ = 1, as a solution φ0 to the wave equation on the

flat background (1.1). Recursion relations are

(Rφ0)x =
y

(wx+ zy)2
, (Rφ0)y =

−x
(wx+ zy)2

.

They have a solution φ1 := Rφ0 = (−y/w)φ0. More generally we find that

φn := Rnφ0 =
(
− y

w

)n 1

wx+ zy
. (3.30)

The last formula can be also found using the twistor methods. The twistor function

corresponding to φ0 is 1/(µ0µ1), where µ0 = w+λy and µ1 = z−λx. By Proposition

3.16 the twistor function corresponding to φn is λ−n/(µ0µ1). This can be seen by

applying the formula (3.21) and computing the residue at the pole λ = −w/y. It

is interesting to ask whether any φn (apart from φ0) is a solution to the heavenly

equation. Inserting Θ = φn to (3.6) yields n = 0 or n = 2. We parenthetically

mention that φ2 yields (by formula (1.4)) a metric of type D which is conformal to

the Eguchi-Hanson solution.
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3.7.2 The curved case

Now let Θ given by (3.29) determine the curved metric

ds2 = 2dwdx+ 2dzdy + 4σ(wx+ zy)−3(wdz − zdw)2. (3.31)

The recursion relations

∂y(Rφ) = (∂w −Θxy∂y + Θyy∂x)φ, −∂x(Rφ) = (∂z + Θxx∂y −Θxy∂x)φ

are

−∂x(Rψ) = (∂z + 2σw(wx+ zy)−3(w∂x − z∂y))ψ,

∂y(Rψ) = (∂w + 2σz(wx+ zy)−3(w∂x − z∂y))ψ,

where ψ satisfies

�Θψ = 2(∂x∂w + ∂y∂z + 2σ(wx+ zy)−3(z2∂x
2 + w2∂y

2 − 2wz∂x∂y))ψ = 0. (3.32)

One solution to the last equation is ψ1 = (wx + zy)−1. We apply the recursion

relations to find the sequence of linearised solutions

ψ2 =
(
− y

w

) 1

wx+ zy
, ψ3 = −2

3

σ

(wx+ zy)3
+
(
− y

w

)2 1

wx+ zy
, ...,

ψn =
n∑
k=0

Ak(n)

(
− y

w

)k
(wx+ zy)k−n.

To find Ak(n) note that the recursion relations imply

R
((
− y

w

)k
(wx+ zy)j

)
=

=
((
− y

w

)
− σ

(
− y

w

)−1

(wx+ zy)−2 k

j + 2

)(
− y

w

)k
(wx+ zy)j

)
.

This yields a recursive formula

Ak(n+1) = Ak−1
(n) − 2σ

k + 1

n− k + 1
Ak+1

(n) , A0
(1) = 1, A1

(1) = 0, A−1
(n) = 0, k = 0...n,

(3.33)

which determines the algebraic (as opposed to the differential) recursion relations

between ψn and ψn+1. It can be checked that functions ψn indeed satisfy (3.32).
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Notice that if σ = 0 (flat background) then we recover (3.30). We can also find the

inhomogeneous twistor coordinates pulled back to F

µ0 = w + λy +
∞∑
n=0

σλn+2

n∑
k=0

Bk
(n)w

(
− y

w

)k
(wx+ zy)k−n−1,

µ1 = z − λx+
∞∑
n=0

σλn+2

n∑
k=0

Bk
(n)z
(x
z

)k
(wx+ zy)k−n−1.

where

Bk
(n+1) = Bk−1

(n) − 2σ
k + 1

n− k + 2
Bk+1

(n) , B0
(1) = 1, B1

(1) = 0, B−1
(n) = 0, k = 0...n.

The polynomials µA solve LA(µB) = 0, where now

L0 = −λ∂w − 2λσz2(wz + zy)−3∂x + (1 + 2λσwz(wz + zy)−3)∂y,

L1 = λ∂z + (1− 2λσwz(wz + zy)−3)∂x + 2λσw2(wz + zy)−3)∂y.
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Chapter 4

The Hamiltonian description of
twistor lines and generating
functions on the spin bundle

In this chapter we shall give an alternative view on heavenly potentials as generating

functions on the spin bundle. The second potential Θ will be used to construct the

twistor space, and then all heavenly potentials will be reinterpreted as the generating

functions on the spin bundle.

4.1 The Hamiltonian interpretation

of the second heavenly potential

Newman et. al. [51] make the first heavenly equation (3.2) λ-dependent and show

that ωA may be found by integrating the Hamiltonian system which has Ω as its

Hamiltonian. In their treatment λ plays the role of time. We give an analogous

interpretation of the second equation.

Choose a spinor say oA′ = (0, 1) in the base space of the fibration µ : PT −→ CP1

and parametrise a section of µ by the coordinates

xAA
′
:=

∂ωA

∂πA′

∣∣∣
πA′=oA′

, xA1′ = ωA0 = (w, z), xA0′ = xA = (y,−x).

Here xA1′ gives the initial point on the curve, while xA0′ is a tangent vector to

the curve. To proceed further, ie to find higher terms in (3.13) we do one of the

following:

(a) Insert the second heavenly tetrad into the recursion relations (3.12) and solve
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for ωA3

ωA = xA1′ + λxA0′ + λ2εBA
∂Θ

∂xB0′
+ λ3εBA

∂Θ

∂xB1′
+ ... . (4.1)

Note that (3.12) is used to find the fourth term in the series, since the third one is

the definition of Θ. This is because Σ0′1′ ∧Σ0′0′ = 0 implies ∂A0′ω
A
2 = 0 which gives

integrability conditions for the existence of Θ.

(b) Make the second equation πA′ ( i.e. λ)-dependent. Define XAA′ = ∂ωA/∂πA′ .

Continue the curve to another order in λ (Figure 1), so that to order λ2

XA1′ = xA1′ + λxA0′ , XA0′ = xA0′ + λεBA
∂Θ

∂xB0′
.

We then put the space-time metric into a standard, second heavenly form with

respect to the coordinates XAA′

ds2 = 2εABdhX
A1′dhX

B0′ + 2
∂2Θ′

∂XA0′∂XB0′
dhX

A1′dhX
B1′

which forces us to introduce Θ′, differing from Θ by terms of order λ

Θ′(XAA′ , πA′) = Θ(xAA
′
) + λτ(xAA

′
).

We find Θ′ and can then iterate the process1 to obtain the subsequent orders in

XAA′ . The parameter λ plays the role of time and Θ′ plays the role of a time

dependent Hamiltonian. In homogeneous coordinates, Θ is homogeneous of degree

−4 in πA′ .

Proposition 4.1 The construction of a compact holomorphic curve in PT is equiv-

alent to the integration of the Hamiltonian system

ẊA1′ = XA0′ , ẊA0′ = εBA
∂Θ′

∂XB0′
, Θ̇′ = τ,

∂τ

∂XA0′
=

∂Θ′

∂XA1′
(4.2)

with a ‘time’ dependent Hamiltonian Θ′ ∈ Γ(U ∩ Ũ ,O(−4)).

The dot means differentiation with respect to λ. The last equation (which gives the

recursion relations) is valid up to the addition of f(XA1′).

1The difference between approaches (a) and (b) is clear. If we understand the problem of
constructing a holomorphic curve in PT as the formal exponentiation of the operator λR then
(4.1) corresponds to the Picard method, while the process described in (b) resembles the method
of Euler lines.
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Figure 4.1: Construction of a holomorphic curve.

Define ð - a differential operator on the sphere - by

πA
′
1 ...πA

′
kðkf = (−1)k

∂k

∂πA1′
...∂πAk′

f.

The first two equations can be written as

ð2ωA = πA
′∇A

A′Θ, or ðXAA′ = {XAA′ ,Θ}Π, (4.3)

where Π = πA
′
πB
′∇AA′ ∧ ∇A

B′ is a (homogeneous) Poisson structure defined on

the spin bundle tangent to the α-planes (note that it projects down to zero by the

twistor fibration). The third one implies that Θ′ satisfies the anti-twistor equation.

∂

∂XAA′

∂

∂πA′
Θ′ = 0. (4.4)

4.2 Heavenly potentials as generating functions

This section provides another geometric interpretation of the various heavenly poten-

tials, viz. as generating functions for canonical transformations of the spin bundle.
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This approach was (implicitly) suggested in [56] and used in connection with the

first equation in [11]. Here we apply it also to the second equation and to other

forms of the first equation. First introduce another parametrisation of a curve in Ũ

given by

x̃AA
′
= − ∂ω̃

A

∂πA′

∣∣∣
πA′=ιA′

, x̃A0′ = x̃A, x̃A1′ = w̃A.

Lift Σ = dωA∧dωA and Σ̃ = dω̃A∧dω̃A to the spin bundle and expand them around

λ = 0 and λ =∞ respectively. Since the relations

Σ0′1′ = dxA ∧ dwA = d(xAdwA) = dθ, Σ̃0′1′ = dw̃A ∧ dx̃A = −d(x̃Adw̃A) = dθ̃

define the same symplectic form we conclude that (wA, xA) and (w̃A, x̃A) are related

by a canonical transformation. Let S defined by dS = θ− θ̃ be a generating function

corresponding to this transformation. We define finite heavenly equations as

those which are satisfied by S as a consequence of algebraic identity Σ0′1′ ∧ Σ̃0′1′ =

−2ν. We list three possibilities

• Let S = Ω(wA, w̃A) so that xA = ∂Ω/∂wA and x̃A = ∂Ω/∂w̃A. The relation

Σ0′1′ ∧ Σ̃0′1′ = −2ν written in (wA, w̃A) coordinates yields the first heavenly

equation for Ω. The flat solution then corresponds to the identity transforma-

tion Ω = wAw̃A.

• By a Legendre transformation we can define another generating function

M(xA, w̃A) = Ω− wAxA

which satisfies

∂MA

∂w̃B
∂MA

∂w̃B
+
∂MA

∂xB
∂MA

∂xB
= 0, where MA =

∂M

∂xA
. (4.5)

This can be considered as a new form of (3.2). Note however, that now

ν(e00′ , e01′ , e10′ , e11′) 6= 1

since the corresponding tetrad

eA1′ = dxA + εABeB
0′ , eA0′ = (MCDM

CD)−1∂M
A

∂w̃B
dw̃B

becomes degenerate for an identity transformation.
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• One can also perform ‘half’ of the Legendre transformation which led from

Ω to M . This choice will produce the evolution form of first the heavenly

equation [26], which originally was derived from the Ashtekar-Jacobson-Smolin

formulation of the anti-self-duality condition. Indeed, defining h(x, z, w̃A) by

dh = d(Ω− w0x0) we obtain by the usual method

hxx = hxw̃hzz̃ − hxz̃hzw̃. (4.6)

The tetrad is (now xA1′ = (x,−z))

eA0′ =
1

hxx

∂2h

∂xA1′∂w̃B
dw̃B, e

11′ = dx11′ , e01′ = dx01′ +
1

hxx

∂2h

∂x01′∂w̃B
dw̃B.

The function h, similarly to M , is degenerate for identity transformations.

However the evolution form of (4.6) enabled Grant to write down a formal

solution. The symmetry structure of (4.6) was investigated by Strachan in

[69]. His results can be recovered by inserting Grant’s tetrad into the recursion

relations (3.12) and finding higher infinitesimal symmetries.

The method of generating functions can be also applied to the second heavenly

equation, which according to our terminology is a representative of infinitesimal

heavenly equations. It can be obtained as an infinitesimal form of the first equa-

tion. Consider an infinitesimal generating function

S = wAw̃A + εΘ(wB, w̃B). (4.7)

In the flat case w̃A = xA. Replace wA = const by wA + εxA. This, when inserted to

the first heavenly equation, gives the second heavenly equation for Θ.
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Chapter 5

Zero–Rest–Mass fields from
O(n)⊕O(n) twistor spaces

5.1 Preliminaries

So far we have been looking at O(n) ⊕O(n) twistor curves from the point of view

of integrable systems. Now we shall elaborate on an associated paraconformal ge-

ometry. We shall see that the zero-rest-mass field equations on the moduli space of

O(n)⊕O(n) curves can be solved by means of twistor functions.

We start by describing the flat case. The moduli space of twistor lines is C2n+2

(A.1). Its tangent space has an inner product

ηab = εABε
(A′1

(B′1
...εA

′
n)
B′n),

where, according to the abstract index notation, va = vA(A′1...A
′
n). The incidence

relation between a point and a twistor is

ωA = xAA
′
1...A

′
nπA′1 ...πA′n . (5.1)

Each pair of spinors Z = (ωA, πA′) determines the 2n dimensional null surface

spanned by vectors of the form λA(A′1...A
′
n−1πA

′
n), with λAA

′
1...A

′
n−1 varying. We shall

call these kind of surfaces α planes. Points of the α plane given by Z are solutions

to (5.1). The other way of interpreting (5.1) is fixing xAA
′
1...A

′
n and solving for

(ωA, πA′). The solution, when factored out by the relation (ωA, πA′) ∼ (knωA, kπA′),

is a rational curve with normal bundle O(n) ⊕ O(n). Normal vectors to the curve

are

V = V AA′1...A
′
nπA′1 ...πA′n

∂

∂ωA
.
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The 2n+3 dimensional projective primed spin bundle F = C2n+2×CP1 is equipped

with 2n–dimensional distribution LAA′2...A′n = πA
′
1∂AA′1...A′n . Lifts of objects constant

on α–planes are Lie derived along LAA′2...A′n . The other type of null surfaces in C2n+2

are two-dimensional β planes spanned by λAρA
′
1...A

′
n with λA fixed. The space of

all β-planes is the dual twistor space PT ∗. It is an open subset in CPn+2. The

incidence relation between a point and a β plane (dual twistor) is

ρA
′
1...A

′
n = −xAA′1...A′nλA. (5.2)

The dual twistor space arises as a factor space of a projective unprimed spin bundle

by the n+ 1 dimensional dual twistor distribution

MA′1...A
′
n

= λA∂AA′1...A′n .

This leads to a dual double fibration picture1

C2n+2 ←− PSA2n+3 −→ PT ∗n+2.

Let Z = (ωA, πA′) be a twistor and W = (λA, ρ
A′1...A

′
n) be a dual twistor. Define the

scalar product

(Z,W ) := ωAλA + πA′1 ...πA′nρ
A′1...A

′
n .

We say that Z is incident to W iff (Z,W ) = 0. The incidence relation holds at

points of C2n+2 which are incident to both W and Z.

Introduce the reality conditions on σ : N −→ N by σ(λA) = σ(λ0, λ1) =

(λ1,−λ0), σ(πA
′
) = σ(π0′ , π1′) = (−π1′ , π0′) (which are the usual definitions of the

Euclidean structure on SA and SA
′
). The Atiyah–Hitchin–Singer picture (C.6) could

be reproduced for β planes. The projective unprimed spin bundle is now viewed as

a 2n+ 4 dimensional real manifold. The n+ 2 dimensional distribution

MA′1...A
′
n
, ∂λ

1Our definition of β planes resembles the approach to α planes given in [81, 49], which we shall
briefly describe: Let A = 0...n, A′ = 0, 1. The α planes are defined as

xAA
′
πA′ = const

so that α plane is n+1 dimensional. The twistor space is a subset in CPn+2. Coordinates transform
as

xAA
′
−→ ΛxAA

′
Λ̃

where Λ ∈ GL(n+ 1,C) and Λ̃ ∈ GL(2,C). The twistor distribution is n+ 1 dimensional.
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is an integrable almost complex structure (C.5), which takes (PSA)2n+4 to an n+ 2

dimensional complex manifold. It can be identified with the dual twistor space, on

which

σ(λA, ρ
A′1...A

′
n) = (−λA,−ρA′1...A′n).

For odd n σ does not have fixed points on PT ∗, so one can define lines joining

W to σ(W ). This gives rise to a non-holomorphic fibration of PT ∗ over C2n+2.

5.2 ZRM fields

In this section we shall study the ZRM fields on C2n+2 and the associated integral

formulae. Fields with primed indices appear in the usual way (this is a concrete

realisation of the Serre duality (A.2) and π ·dπ is the section of a bundle which does

not depend on n). The construction for the negative helicity fields is more elaborate.

In particular the ‘fields’ associated with twistor functions of positive homogeneity

have both primed and unprimed symmetric indices. Their potentials have two sets

of separately symmetric indices.

From now on the upper numerical index denotes the homogeneity in πA′ . Let

Zr(k, l′) denote the subspace space of sections of S(A1...Ak)(A′1...A
′
l) homogeneous of

degree r in πA′ which satisfy

∇A1B′1...B
′
nΨA1...AkA

′
1...A

′
l

= 0, ∇BA′1B
′
2...B

′
nΨA1...AkA

′
1...A

′
l

= 0.

Proposition 5.1 There is a one to one isomorphism

H1(PT ,O(kn− 2− l)) ' Z0(k, l′).

Proof. Let f r be a twistor function homogeneous in πA′ of some non-negative degree

r = pn+ q where p > 0 and 0 6 q < n. Define an element of H1(PT ,O(−1)) by

fA1...Ap+1A′1...A
′
n−q−1

= πA′1 ....πA′n−q−1

∂p+1f r

∂ωA1 ...∂ωAp+1
.

This can be split uniquely using the Sparling formula (B.1)

fA1...Ap+1A′1...A
′
n−q−1

= FA1...Ap+1A′1...A
′
n−q−1

− F̃A1...Ap+1A′1...A
′
n−q−1

.

Define the field on C2n+2 by

LBB′2...B′nFA1...Ap+1A′1...A
′
n−q−1

= ΨA1...Ap+1BB′2...B
′
nA
′
1...A

′
n−q−1

. (5.3)
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It has p + 2 unprimed and 2n− 2− q primed indices. Using (B.1) and making the

replacement
∂

∂xAA
′
1...A

′
n
−→ ρA′1 ...ρA′n

∂

∂ωA
(5.4)

under the integral sign yields the integral formula

ΨA1...Ap+1BB′2...B
′
nA
′
1...A

′
n−q−1

=
1

2πi

∮
Γ

ρA′1 ....ρA′n−q−1
ρB′2 ...ρB′n

∂p+2f

∂ωA1 ...∂ωAp+1∂ωB
ρ · dρ.

(5.5)

It satisfies

∇A1C′1...C
′
nΨA1...Ap+1BB′2...B

′
nA
′
1...A

′
n−q−1

= 0, ∇CB′2C
′
2...C

′
nΨA1...Ap+1BB′2...B

′
nA
′
1...A

′
n−q−1

= 0.

(5.6)

Solutions to equation (5.6) are therefore given by H1(PT ,O(pn + q)). To obtain

the statement of the proposition set 2 6 k = p + 2, n − 1 6 l = 2n − 2 − q. We

treat the case of f−1 (or p = −1, q = n − 1, or k = 1, l = n − 1) separately. The

standard arguments give

f−1 = F−1 − F̃−1, ΨAA′2...A
′
n

= LAA′2...A′nF
−1 =

1

2πi

∮
Γ

ρA′2 ...ρA′n
∂f−1

∂ωA
ρ · dρ.

Conversely given a solution to (5.6) we can find two solutions FAp+1A′n−q−1
and

F̃Ap+1A′n−q−1
to (5.3) which are holomorphic on UF and ŨF respectively. Their dif-

ference descends to PT . As a consequence of (5.6) it vanishes when contracted (on

the left) with πA
′

or ∂/∂ωA. This gives rise to an element of H1(PT ,O(r)).

2

The fields obtained in the above proposition are symmetric in all the primed and

unprimed indices. Now we shall see that (if n > 1) the potentials are not symmetric

in the primed indices.

5.3 Contracted potentials

We shall start from constructing the kth potential for the field (5.5). Let f ∈
H1(PT ,O(r)) and let r > kn− 2 for some integer k. We split the derivative

∂k−1f r

∂ωA1 ...∂ωAk−1
= F̃A1...Ak−1

−FA1...Ak−1
,
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where, from (B.4),

FA1...Ak−1
=

1

2πi

∮
Γ

(π · o)r−(k−1)n+1

(ρ · π)(ρ · o)r−(k−1)n+1

∂k−1f r

∂ωA1 ...∂ωAk−1
ρ · dρ.

This gives rise to a global polynomial of degree r − (k − 1)n+ 1 in πA′ on F

LAA′2...A′nFA1...Ak−1
= ΦA1...AkA

′
2...A

′
nB
′
1...B

′
r−(k−1)n+1

πB
′
1 ...πB

′
r−(k−1)n+1 ,

which produces the kth potential

ΦA1...AkA
′
2...A

′
nB
′
1...B

′
r−(k−1)n+1

=

oB′1 ...oB′r−(k−1)n+1

1

2πi

∮
Γ

ρA′2 ...ρA′n
(ρ · o)r−(k−1)n+1

∂kf r

∂ωA1 ...∂ωAk
ρ · dρ. (5.7)

The homogeneity of the integrand is

r − kn+ 2 + n− 1− r + kn− n− 1 = 0.

Contracting n− 1 primed in indices in the last formula yields

Φ̂A1...AkB
′
1B
′
r−kn+2

= oB′1 ...oB′r−kn+2

1

2πi

∮
Γ

1

(ρ · o)r−kn+2

∂kf r

∂ωA1 ...∂ωAk
ρ · dρ.

This is a symmetric object in primed and unprimed indices. It is given by

H1(O(r),PT )

and it can be compared with the field (5.5) obtained in the previous section. Assume

that r = kn− 2. This yields an object with purely unprimed indices

Φ̂A1...Ak =
1

2πi

∮
Γ

∂kfkn−2

∂ωA1 ...∂ωAk
ρ · dρ (5.8)

which satisfy

∇A1A′1...A
′
nΦ̂A1...Ak = 0.

Thus, solutions to (5.8) are given by elements of H1(PT ,O(kn− 2)). If n = 1 then

(5.8) is the usual contour integral formula for right-handed fields.

One can also introduce the Hertz Potential, which (for a homogeneity r twistor

function) has r + 2 primed indices. Let ΦAA′2...A
′
nB
′
1...B

′
r+1

be the first potential given

by the k = 1 case of the formula (5.7). It can be written as

ΦAA′2...A
′
nB
′
1...B

′
r+1

= oB′1 ...oB′r+1
oA
′
1∇AA′1...A

′
n

1

2πi

∮
Γ

f r

(ρ · o)r+2
ρ · dρ, (5.9)
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where

δΘ =
1

2πi

∮
Γ

f r

(ρ · o)r+2
ρ · dρ (5.10)

satisfies

∇AB′1...B
′
n∇A0′A′2...A

′
n
δΘ = 0. (5.11)

The chain of potentials is formed by the relation (for r > n),

ΦABA′n−1B′r−n+1
= ∇B

′
n

B ΦAA′n−1B′r+1
.

Here A′ and B′ are multi-indices (see Appendix B). The (p + 1)th potential is the

field (5.5), and the 0th potential is the Hertz potential

ΦA′1...A
′
r+2

= oA′1 ...oA′r+2
δΘ.

The first potential (5.9) can be used to find the inverse twistor function correspond-

ing to the field (5.5)

f r(πC′ , x
CC′1...C

′
nπC′1 ...πC′n) =

∮
C

ΦAA′2...A
′
nB
′
1...B

′
r+1
πB
′
1 ...πB

′
rdxAA

′
2...A

′
nB
′
r+1

=

∮
C

(π · o)r∇A0′A′2...A−n′δΘdxA1′A′2...A
′
n

where C is a contour in C2n+2, coming from the Ward triangle.

5.3.1 O(2n) twistor functions

A special role is played by f 2n ∈ H1(PT ,O(2n)) as it can be used for active defor-

mations of the twistor space. Let ω̃A = ωA be the standard patching relation for

PT and let fA ∈ SA ⊗H1(PT ,O(n)) give the infinitesimal deformation

ω̃A = ωA + tfA +O(t2).

The globality of a symplectic structure dω̃A∧dω̃A = dωA∧dωA implies fA = εAB ∂f
∂ωB

.

We form an indexed element of H1(PT ,O(−1)) (which can be split uniquely)

πA′2 ...πA′n
∂3f 2n

∂ωA∂ωB∂ωC
= fABCA′2...A′n = F̃ABCA′2...A′n −FABCA′2...A′n .

From Sparlings formula (B.1)

FABCA′2...A′n =
1

2πi

∮
Γ

fABCA′2...A′n
ρA′πA

′ ρ · dρ.
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This gives rise to a global (symmetric) object

CABCDA′2...A′nD′2...D′n = LDD′2...D′nFABCA′2...A′n

which is given by the integral (which is the special case p = 2, q = 0 of (5.5))

CABCDA′2...A′nD′2...D′n =
1

2πi

∮
Γ

ρA′2 ...ρA′nρD′2 ...ρD′n
∂4f 2n

∂ωA∂ωB∂ωC∂ωD
ρ · dρ.

Another way of seeing this is by potentials. Use the non-unique splitting f 2n =

F2n − F̃2n and define a global object of degree 2n+ 1 by

LAA′2...A′nF
2n = ΣAA′2...A

′
nB
′
1...B

′
nC
′
1...C

′
nD
′
1
πB
′
1 ...πB

′
nπD

′
1πC

′
1 ...πC

′
n .

It is easy to see that

∇AE′1...E
′
nΣAA′2...A

′
nB
′
1...B

′
nC
′
1...C

′
nD
′
1

= 0,

and ΣAA′2...A
′
nB
′
1...B

′
nC
′
1...C

′
nD
′
1

is one of the potentials (5.7), related to the field by

CABCDA′2...A′nD′2...D′n = ∇D′1
DD′2...D

′
n
∇C′1...C

′
n

C ∇B′1...B
′
n

B ΣAA′2...A
′
nB
′
1...B

′
nC
′
1...C

′
nD
′
1
.

The chain of potentials is

δΘA′1B
′
1...B

′
nC
′
1...C

′
nD
′
1

= oA′1oB′1 ...oB′noC′1 ...oC′noD′1δΘ

ΣAA′2...A
′
nB
′
1...B

′
nC
′
1...C

′
nD
′
1

= oB′1 ...oB′noC′1 ...oC′noD′1∇A0′A′2...A
′
n
δΘ

HABA′2...A
′
nB
′
1...B

′
nD1′

= oB′1 ...oB′noD′1∇B0′∇A0′A′2...A
′
n
δΘ

ΓABCA′2...A′nD′1 = oD′1∇C0′∇B0′∇A0′A′2...A
′
n
δΘ

CABCDA′2...A′nD′2...D′n = ∇C0′∇B0′∇A0′A′2...A
′
n
∇D0′D′2...D

′
n
δΘ.

This can be compared with the corresponding chain for n = 1 [39].

We exemplify the ‘abstract multi-index notation’ (Appendix B) by the chain of

potentials associated with a twistor function homogeneous of degree 2n.

In a ‘weighted calculation’ we first sum homogeneity indices, and then convert

what is left to primed multi-index. The symbol ; means ‘gives rise to a field’.

f 2n = F2n − F̃2n, L1
AA′n−1

F2n ; ΣAA′n−1B′2n+1
−→ Σ̂AA′n+1

∂f 2n

∂ωB
= FnB − F̃nB, L1

AA′n−1
FnB ; HABA′n−1B′n+1

−→ ĤABA′B′

∂2f 2n

∂ωB∂ωC
= F0

BC − F̃0
BC , L1

AA′n−1
F0
BC ; ΓABCA′n−1B

′ −→ Γ̂ABCA′n−2
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and

πA′1 ...πA′n−1

∂3f 2n

∂ωB∂ωC∂ωD
= F−1

BCDA′n−1
− F̃−1

BCDA′n−1
,

L1
AA′n−1

F−1
BCDA′n−1

; CABCDA′2n−2
.

The hatted objects denote contracted potentials. The relation between ΓABCA′n and

CABCDA′2n−2
is

∇D
A′1A

′
2...A

′
nΓABCA′1

B′2...B
′
n = C

A′2...A
′
nB
′
2...B

′
n

ABCD .

5.3.2 The Sparling distribution

Consider a 2n + 5 dimensional space with coordinates xa, πA′ , ηA′ constrained by

πA′η
A′ = 1, η ∼ η + kπ. The 2n+ 2 dimensional distribution spanned by

{πA′ ∂

∂ηA′
, πA

′∇AA′1...A
′
n
,Υ}

is integrable. In calculations we use

ηA
′
1 ...ηA

′
n∇AA′1...A

′
n

=
∂

∂ωA
.

The pullback of the twistor co-cycle

f(πA′ , x
AA′1...A

′
n) = F(xa, πA′ , ηA′)− F̃(xa, πA′ , ηA′)

gives rise to potentials:

πA
′ ∂

∂ηA′
F = πA

′ ∂

∂ηA′
F̃ = φ(xa, πA′ , ηA′),

and

LAA′2...A′nF = LAA′2...A′nF̃ = φAA′2...A′n(xa, πA′ , ηA′).

The relation between them is

LAA′2...A′nφ = πA
′ ∂

∂ηA′
φAA′2...A′n .
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5.4 Relations to space time geometry

In this section we shall study the geometry of the moduli space of sections from

Proposition (??). For n odd TN is equipped with a metric with holonomy SL(2,C).

For n even, TN is endowed with a skew form. They are both given by

G(U,W ) = εABεA′1B′1 ...εA′nB′nU
AA′1...A

′
nWBB′1...B

′
n . (5.12)

The bundle SA
′

p = Γ(O, Lp) is canonically trivial. The bundle SA on space-time

is the Ward transform of O(−n) ⊗ TVPT where the subscript V denotes the sub-

bundle of the tangent bundle consisting of vectors up the fibres of the projection to

CP1, so that SAp = Γ(O(−n)⊗ TVPT , Lp). The reducible torsion-free connection is

given by

deAA
′
1...A

′
n = Γ

AA′1...A
′
n

BB′1...B
′
n
∧ eBB′1...B′n ,

together with the decomposition

Γ
AA′1...A

′
n

BB′1...B
′
n

= ΓABε
(A′1
(B′1
...ε

A′n)
B′n) +

n∑
i=1

εABε
(A′1
(B′1
...ε

A′i−1

B′i−1
ε
A′i+1

B′i+1
...ε

A′n
B′n

Γ
A′i)

B′i)
.

The twistor space from Proposition ?? is fibered over CP1. This (and other assump-

tions of this Proposition) implies the existence of a covariantly constant primed

spinors ∇AA′1...A
′
n
πB′ = 0. We shall adopt a gauge in which Γ

A′i
B′i

= 0. The SL(2,C)

connection on SA is ΓAB = ΓABCC′1...C′ne
CC′1...C

′
n .

We shall use the Θ formalism. From proposition (??)

gABA′1...A′nB′1...B′n = εABεA′1B′1 ...εA′nB′n + oB′1 ...oB′noA′1∇A0′A′2...A
′
n
∇B0′Θ. (5.13)

To obtain the paraconformal structure gab we symmetrise over A′is and B′is. The

duals to ∇a are

eA1′A′2...A
′
n = dxA1′A′2...A

′
n , eA0′A′2...A

′
n = dxA0′A′2...A

′
n +

∂2Θ

∂xA0′
A′2...A

′
n
∂xB0′

dxB1′1′...1′ .

The symmetric part is

eA(A′1...A
′
n) = dxAA

′
1...A

′
n + o(A′1εA2

C′2
...ε

A′n)
C′n

∂2Θ

∂xA0′
C′2...C

′
n
∂xB0′

dxB1′...1′ ,

or

eAA
′
1...A

′
n = e

AA′1...A
′
n

BB′1...B
′
n
dxBB

′
1...B

′
n
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where

e
AA′1...A

′
n

BB′1...B
′
n

:=
(
εABε

(A′1
B′1
...ε

A′n)
B′n

+ oA
′
1ε

(A′2
C′2
...ε

A′n)
C′n

oB′1 ...oB′n
∂2Θ

∂xA0′
C′2...C

′
n
∂xB0′

)
.

In the Newman-Penrose notation

eAi = dxAi +
n− i
n

∂2Θ

∂xAn−i−1∂xB
dxBn, eA(A′1...A

′
n) =

n∑
i=0

ι(A
′
1 ...ιA

′
ioA

′
i+1 ...oA

′
n)eAi.

The Cartan equations yield

ΓABCC′1...C′n = oC′1
∂3Θ

∂xA∂xB∂xC0′C′2...C
′
n
,

and it follows that

CABCDC′2...C′nD′2...D′n =
∂4Θ

∂xA∂xB∂xC0′C′2...C
′
n∂xD0′D′2...D

′
n
.

We rewrite the heavenly hierarchy (??) as

∂A1′A′2...A
′
n
ΘBB′2...B

′
n
− ∂B1′B′2...B

′
n
ΘAA′2...A

′
n

+ {ΘAA′2...A
′
n
,ΘBB′2...B

′
n
}xy = 0,

where ΘAA′2...A
′
n

= ∇A0′A′1...A
′
n
Θ. To find some nontrivial examples we shall look for

a solution satisfying both the linear and the nonlinear parts of the hierarchy. It

satisfies the linear part, so

δΘ =
1

2πi

∮
Γ

f 2n

(ρ · o)2n+2
ρ · dρ.

To find an example generalising the one of Sparling and Tod we should find a solution

δΘAA′2...A
′
n

:= oA
′
1∂AA′1...A′nδΘ

to (5.11) with r = 2n

δΘAA′2...A
′
n

=
1

2πi

∮
Γ

(ρ · o)ρA′2 ...ρA′n
∂f−2

∂ωA
ρ · dρ

where f−2 = f 2n(π · o)−2n−2. Take f−2 = (π · o)(2n−2)/(ω0ω1) and write the integral

as

δΘ(xa) =
1

2πi

∮
Γ

λ2n−2

(x0n + λx0n−1 + ...+ λnx00)(x1n + λx1n−1 + ...+ λnx10)
.
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The poles are separated by demanding that for xAi = const where i > 1, the function

δΘ is the solution for the ordinary wave equation. We shall take the poles of ω0 to

lie inside the contour. For n = 2 this yields

δΘ =
x11x02 − x12x01

(x00x11 − x10x01)(x11x02 − x12x01) + (x10x02 − x12x00)2

which satisfies (5.11). It was a disappointment to see that this solution ( and

analogous solutions for higher ns) fails to satisfy the nonlinear part of the hierarchy.

It seems that one needs to look at the deformation theory. This will be done in the

next subsection.

5.5 Deformation theory

Take f 2n =
(π0′ )

4n

ω0ω1 . The deformation equations

ω̃A = ωA + tεAB
∂f 2n

∂ωB
+O(t2)

are

ω̃0 = ω0 + t
(π0)4n

ω0(ω1)2
, ω̃1 = ω1 − t (π0)4n

(ω0)2ω1
.

They imply that Q = ω0ω1 = ω̃0ω̃1 is a global twistor function (up to the linear

terms in t). Put Q = αA
′
1 ...βB

′
nπA′1 ...πB′n . The deformation equations integrate to

ω̃0 = exp(t(π0′)
4nQ−2)ω0, ω̃1 = exp (−t(π0′)

4nQ−2)ω1. (5.14)

Restrict the exponents in (5.14) to the twistor line and perform the splitting (the

method is given in Appendix B)

Q−2(o · π)4n = g̃ − g.

This give rise to global objects homogeneous of degree n on F

ω̃0e−g̃t = ω0e−gt = αA′1...A′nπ
A′1 ...πA

′
n , ω̃1eg̃t = ω1egt = βA′1...A′nπ

A′1 ...πA
′
n .

We compare the following expressions to (??)

ω0 = αA′1...A′nπ
A′1 ...πA

′
negt

= (π1′)
n(x0n + λx0n−1 + ...+ λnx00 + λn+1 ∂Θ

∂x10
+ +λn+2 ∂Θ

∂x11
+
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...+ λ2n ∂Θ

∂x1n
+ ...)

ω1 = βA′1...A′nπ
A′1 ...πA

′
ne−gt

= (π1′)
n(x1n + λx1n−1 + ...+ λnx10 + λn+1 ∂Θ

∂x00
+ +λn+2 ∂Θ

∂x01
+

...+ λ2n ∂Θ

∂x0n
+ ...) .

Expanding the pull back ωA to F of the above formulae in λ and identifying various

terms we recover the potential and so the paraconformal structure (5.13).

5.6 The foliation picture

If one considers N =M×X as being foliated by four dimensional slices tAi = const

then structures (1)-(3) on PT induce anti-self-dual vacuum metrics on the leaves

of the foliation. Consider Θ(xAA
′
, t) where t = {tAi, i = 2...n}. For each fixed

t the function Θ satisfies the second heavenly equation. The ASD metric on a

corresponding four-dimensional slice Nt=t0 is given by

ds2 = 2εABdxA1′dxB0′ + 2
∂2Θ

∂xA0′∂xB0′
dxA1′dxB1′ .

One would like to determine this metric from the structure of the O(n) ⊕ O(n)

twistor space.

If we fix 2n − 2 parameters in the expansion (??) then the normal vector W =

WA∂/∂ωA is given by

WA = δωA = λn−1WA1′ + λnWA0′ + λn+1∂δΘ

∂x0′
A

+ ...

where δΘ = WAA′∂Θ/∂xAA
′
. The metric is

g(U,W ) =
αC
′
βC′

(π0′)2n−2αA′πA′βB
′πB′

Σ(U(πD
′
),W (πD

′
)). (5.15)

Here αA′ and βA′ are zeros of U and W . The last formula follows also from (5.12) if

one puts

WAA′1...A
′
n = WA(A′1oA

′
2 ...oA

′
n)

for W tangent to tAi = const. Note that it is sufficient to consider the slice t = 0.

This is because an appropriate (canonical) coordinate transformation of PT , ωA →
ω̂A(ωB, λ) induces the transformation of parameters {t = t0} → {t̂ = 0}.
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Chapter 6

The Schlesinger equation and
curved twistor spaces

In this chapter we analyse the general curved twistor spaces with a ‘maximal sym-

metry condition’. Consider the system of ODEs( d

dλ
− Λ

)
Ψ(λ) = 0, Λ =

n+3∑
a=1

Aa
λ− ta

(6.1)

where t = t1, ..., tn+3 ∈ C are constants and Ai are constant N×N matrices in some

complex Lie algebra g (which we take to be sl(N,C)) and λ ∈ CP1.

Here Ψ is a fundamental matrix solution to (6.1). Assume that there is no extra

pole at ∞, i.e.
∑n+3

a=1 Aa = 0, and that eigenvalues of Aa have no integer difference

for each a.

We need some notation; a, b, c,= 1...n are vector indices on Cn, and i, j =

1...dimg = k are indices on g. Let

Σt := CP1/{t1, ..., tn+3}

be a punctured sphere with n + 3 points removed. And let π : Σ̃t −→ Σt be the

universal covering. Let γ be a path in Σ̃t starting at λ and ending at λγ such that

π(λ) = λγ. The function

Ψ(λγ) = Ψ(λ)gγ

is a solution to (6.1). Here gγ is a nonsingular constant matrix depending on the

homotopy class [γ] of γ. The mapping [γ] −→ gγ defines the monodromy represen-

tation of the fundamental group of Σt

π1(Σt) −→ SL(N,C)
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The monodromy group Γ is general the infinite discreet subgroup (with n + 3 gen-

erators) of SL(N,C).

The fundamental matrix solution Ψ(λ) is a multi valued function with branch

points at ta. If λ moves around a singular point ta then the fundamental solution

undergoes a transformation by an element of the monodromy group.

Ψ(λ) −→ Ψ(ta + (λ− ta)e2πi) = Ψ(λ)ga

where ga ∈ Γ. The transformation ga is conjugated to exp (−2πAa).

When the poles ta move the monodromy representation of (6.1) remains fixed if

matrices Aa(t) satisfy the Schlesinger equation

dAa =
∑
a6=b

[Ab, Aa]dln(ta − tb). (6.2)

The usual geometric interpretation is one of the following

• Take a connection

∇ = d−
n+3∑
a=1

Aadλ

λ− ta

on the vector bundle with fibres CN over Σt. Since A is holomorphic it is a flat

connection (there are no holomorphic two forms in one dimension). Equations

(6.2) imply the holonomy of ∇ is fixed

• Treat∇ as a connection over Cn+3×Σt with logarithmic singularity. Equations

(6.2) imply that ∇ is flat.

6.1 Twistor Construction

In [48, 49] Mason and Woodhouse established a connection between the Schlesinger

equation and twistor theory. In their construction solutions to (6.2) were parametrised

by GL(n+3,C) invariant holomorphic vector bundles over rational curves in CPn+2.

We shall demonstrate that the isomonodromy problem can in the Fuchsian case also

be understood in terms of curved twistor spaces.

By a projective transformation fix the position of 3 poles to 0, 1 and∞. Equation

(6.2) arises as the commutativity condition for n+ 1 operators

M0 =
∂

∂λ
− Λ, Ma =

∂

∂ta
+

Aa
λ− ta

. (6.3)
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Let F be the principal G bundle associated to CN ⊗Cn ⊗CP1 by the represen-

tation of Aa by left invariant vector fields on G. The geometry involved in (6.2) is

that of flat G connection on the principal bundle F over Cn × CP1. The vectors

M = (M0,Ma) ∈ TF span the (n + 1)-dimensional integrable horizontal distribu-

tion. Factorise F by distribution M and call the resulting quotient three dimensional

manifold Z - the twistor space of the Schlesinger equation

p : F = G× Cn × CP1 −→ Zt := F/{M}

Zt is a (possibly non-Hausdorf) manifold of dimension equal to the dimension of G.

Let νG be the volume form on G. We define

νF := νG ∧ dt1 ∧ ... ∧ dtn ∧ dλ

where dλ ∈ O(2)⊗Ω1 is a canonical section of CP1. The volume form on Zt is given

by

νZt := νF(M0,M1, ...,Mn).

Let X1, ..., Xk be the basis of the right (so they commute with Ak) invariant vector

fields on F , and let X ′i := p∗Xi be the set of holomorphic vector fields on Zt. They

are independent outside a divisor Q defined by

Q := {(z1, ..., zk) ∈ Zt|νZt(X ′1, ..., X ′k) = 0} ∈ Γ(O(n+ 3)).

Let

α : O ⊗ g −→ TZt (6.4)

be a vector bundles homomorphism. In general Λk(α) vanishes at n+ 3 points on a

line. Let

A := α−1 : TZt −→ O ⊗ g (6.5)

be a meromorphic connection on Zt. The g valued one form A is holomorphic on

the complement of Q. The connection A is flat on the complement of Q and has

logarithmic singularities on Q. The connection on the twistor lines is

A =
n∑
a=1

Aadλ

λ− ta
.
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The holonomy representation of A restricted to each twistor line (which does not lie

on the divisor) is the same. This can be seen as follows: Let π1(Zt/Q) −→ G be a

fixed holonomy representation. Restrict it to a line l

π1(CP1/{z1, ..., zk}) −→ π1(Zt/Q) −→ G.

The holonomy is unchanged since the second homomorphism is fixed.

Let l be a twistor line ( a copy of the CP1 under the projection p). Its normal

bundle Nl is a rank (k − 1) vector bundle, so, by the Grothendieck theorem,

Nl = O(m1)⊕O(m2)⊕ ...⊕O(mk−1),

but dim H0(CP1, Nl) = n+ k (dimension of the moduli space), so

m1 + ...mk−1 = n+ 1, mi > −1.

Let N be a moduli space of rational curves in Z. We consider vectors in T (N )

which correspond to sections of N vanishing outside Y at (how many?) points. If

the mis are all equal, this defines a paraconformal structure on N . The point is

that a paraconformal structure is a decomposition of the tangent space into a tensor

product of two vector bundles. This requires N = OB(m) for m = (n + 1)/(k − 1)

(which should be integer), and B = 1, ..., k−1 so that the tangent space is SB tensor

SB
′
1...B

′
n . One also requires a torsion free condition.

The manifoldN admits an action of G (with k dimensional orbits) preserving the

paraconformal structure. The paraconformal structure is given by a left invariant

metric on each orbit. Take a set of unit vectors ∂a, normal to the orbits. Then

g =
n∑

a,b=1

Bab(t)dtadtb +
k∑

i,j=1

Cij(t)σiσj. (6.6)

Here σi is an orthonormal basis of g∗

6.2 Examples

Let us give three examples in which the number of movable poles n and the dimension

of G are not independent. The first example retains analogy with the Nonlinear

Graviton construction, since the twistor space is three dimensional. Solutions to
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(6.2) are parametrised by flows of the ASD hierarchy. In the second example we

look at ‘special solutions’ to the Schlesinger equation. It follows from the work

of Dubrovin that they correspond to semi-simple Frobenius manifolds. The third

example we take the paraconformal structure on N to be a metric on the cotangent

bundle to the group G.

Example 1(G = SL(2,C). We restrict ourselves to the Garnier system which

corresponds to the N = 2 case of (6.2).

G = SL(2,C), Nl = O(m)⊕O(m), N = C2m−1 × SL(2,C).

A linear transformation {M} −→ {LAi} where i = 1...m gives ASD hierarchies.

Inverse construction: Let

L̃AA′2...A′m = πA
′
1DAA′1A

′
2...A

′
m

+ πA
′
1πB

′
γAA′1...A′mB′C′

∂

∂πC′

be the twistor distribution. Write it as

L̃Ap = L̃
A1′...1′︸ ︷︷ ︸

p

0′...0′︸ ︷︷ ︸
m−p

= LAp + fAp
∂

∂λ

where fAp = (π1′)
−3γAA′B′C′pπ

A′πB
′
πC
′
, and p = 1...m. Let N = C2m−1 × SL(2,C)

has a Bianchi IX type symmetry. Let Xi = (X1, X2, X3) be generators of the left

action of SL(2,C), and let Ta = ∂/∂ta be the 2m−1 vectors orthogonal to the orbits.

We now use the local (ta, ξi) coordinate system on N , where ξi are coordinates on

SL(2,C). The vector M0 is tangent to the orbits, and (Ta)
AA′1...A

′
m are orthogonal

to the orbits.

We have

πA
′
1 ...πA

′
mπB

′
2 ...πB

′
m(Ta)

A
A′1...A

′
m
L̃AB′2...B′m(ta) = 0.

Therefore

M0 =

∑2m−1
a=1 (βa)π

A′1 ...πA
′
mπB

′
1 ...πB

′
m(Ta)

A
A′1...A

′
n∑2m−1

b=1 (βb)πC
′
1 ...πC′mπD

′
1 ...πD′mπE′πF ′(Tb)CC′1...C′n

γAD′1...D′nE′F ′
∇AB′1...B

′
m

+
∂

∂λ

=
∂

∂λ
+
kiXi

Q
,
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where βa and ki are some functions to be specified, and

Q = πC
′
1 ...πC

′
mπD

′
1 ...πD

′
mπE

′
πF
′
(Tb)

C
C′1...C

′
m
γAD′1...D′mE′F ′ ∈ Γ(O(2m+ 2))

is a polynomial in λ of degree 2m+2. We shall assume that its zeros are distinct. A

Mobiüs transformation moves three of them to 0, 1 and ∞. Rescale the coordinates

such that the remaining 2m− 1 = n roots are in ta. Now define

Ma :=
∑
i+j=a

Pa(f1jL0i − f0iL1j)Qa(f1jL1i − f1iL1j)Pa(f0jL0i − f0iL0j)

where Pa, Qa, Ra are some functions. The conditions

[Ma,Mb] = [Ma,M0] = 0,
2m−1∑
a=1

Ma =
kiXi

Q
+

2m−1∑
a=1

∂

∂ta

should specify functions βa, Pa, Qa, Ra, ki, and we are left with the Lax system for

equations (6.2).

Example 2 (dimg = n2 + 2n). Frobenius manifolds. Dubrovin considers [13]

(
d

dλ
− U − 1

λ
V )Ψ = 0. (6.7)

Where U and V are (respectively, diagonal and skew-symmetric) (N + 1)× (N + 1)

matrices. The equation (6.7) has one single pole at λ = 0 and one double pole at

λ =∞. If we pass to the dual system [28], then we obtain an ODE of the form (6.1)

with Aa being (N + 1)× (N + 1) matrices (in sl(N + 1,C)) and N + 2 simple poles

(plus a simple pole at ∞ already fixed). Fix two more poles at 0 and 1. This yields

n = N (no Mobiüs freedom left). Now :

dimZt = n2 + 2n, dimN = n2 + 3n, Q ∈ O(n+ 3), rkNl = n2 + 2n− 1,

so that the moduli space of sections is even-dimensional.

Example 3 (dimg = n) Now we take n = dimG = k, therefore N = G×Ck = T ∗G.

The paraconformal structure may be the metric on the cotangent (or tangent) bundle

to the group.
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Chapter 7

The Twisted Photon Associated to
Hyper–Hermitian Four–Manifolds

In this chapter the twistor theory of four-dimensional hyper-Hermitian manifolds is

formulated as a combination of the Nonlinear Graviton Construction with the Ward

transform for anti-self-dual Maxwell fields.

The Lax formulation of the hyper-Hermiticity condition in four dimensions is

used to generalise the second heavenly equation to hyper-Hermitian four-manifolds.

A class of examples of hyper-Hermitian metrics which depend on two arbitrary

functions of two complex variables is given [16].

7.1 Complexified hyper-Hermitian manifolds

A smooth manifold M equipped with three almost complex structures (I, J,K)

satisfying the algebra of quaternions is called hypercomplex iff the almost complex

structure

Jλ = aI + bJ + cK

is integrable for any (a, b, c) ∈ S2. We shall use a stereographic coordinate λ =

(a+ib)/(c−1) on S2 which we will view as a complex projective line CP1. Let g be a

Riemannian metric onM. If (M,Jλ) is hypercomplex and g(JλX,JλY ) = g(X, Y )

for all vectors X, Y on M then the triple (M, Jλ, g) is called a hyper-Hermitian

structure. From now on we shall restrict ourselves to oriented four manifolds. In

four dimensions a hyper-complex structure defines a conformal structure, which in

explicit terms is represented by a conformal frame of vector fields (X, IX, JX,KX),

for any X ∈ TM.
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It is well known that this conformal structure is ASD with the orientation de-

termined by the complex structures. Let g be a representative of the conformal

structure defined by Jλ, and let ΣA′B′ = (Σ00′ ,Σ01′ ,Σ11′) be a basis of the space of

SD two forms Λ2
+(M). The following holds

Proposition 7.1 ([5]) The Riemannian four manifold (M, g) is hyper-Hermitian

if there exists a one form A (called the Lee form) depending only on g such that

dΣA′B′ = −A ∧ ΣA′B′ . (7.1)

Moreover if A is exact, then g is conformally hyper-Kähler.

In Section 7.2 we establish the twistor correspondence for the hyper-Hermitian four-

manifolds. In Section 7.3 we shall express the hyper-Hermiticity condition on the

metric in four dimensions in terms of Lax pairs of vector fields on M. The Lax

formulation will be used to encode the hyper-Hermitian geometry in a generalisation

of Plebański’s formalisms [62]. Some examples of hyper-Hermitian metrics are given

in Section 7.4. In the last two Sections we make further remarks about the hyper-

Hermitian equation, its symmetries and hierarchies.

7.2 The twistor construction

If M is real then the associated twistor space is identified with a sphere bundle

of almost-complex structures and the resulting twistor theory is well-known [5, 60].

We shall work with the complexified correspondence and assume that M is a com-

plex four-manifold. The integrability conditions under which (7.1) can hold are

dA ∈ Λ2
−(M) so dA can formally be identified with an ASD Maxwell field on an

ASD background. This will enable us to formulate the twistor theory of hyper-

Hermitian manifolds as a non-linear graviton construction ‘coupled’ to a Twisted

Photon Construction [79].

In this section we shall establish the following result:

Proposition 7.2 Let PT be a three-dimensional complex manifold with the follow-

ing structures

(A) a projection µ : PT −→ CP1,
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(B) a four complex dimensional family of sections with a normal bundle O(1) ⊕
O(1).

Then the moduli space M of sections of µ is equipped with hyper-Hermitian struc-

ture. Conversely given a hyper-Hermitian four-manifold there will always exist a

corresponding twistor space satisfying conditions (A) and (B).

Remarks

(i) Let K = Λ3(PT ) be the canonical line bundle. Proposition 4 is different

from the original Nonlinear Graviton construction because the line bundle

L := K∗ ⊗O(−4), where O(−4) = µ∗(T ∗CP1)⊗2, is in general nontrivial over

PT . It is the twisted photon line bundle associated with dA.

(ii) If M is compact then it follows from Hodge theory that dA = 0 and the

hyper-Hermitian structure is locally conformally hyper-Kähler. We focus on

the non-compact case.

(iii) IfM is real then PT is equipped with an antiholomorphic involution preserv-

ing (A) and we recover a result closely related to one of Petersen and Swann

[60] who constructed a twistor space corresponding to a real four-dimensional

ASD Einstein–Weyl metric with vanishing scalar curvature.

(iv) The correspondence is preserved under holomorphic deformations of PT which

preserve (A).

Proof. Consider the line bundle

L = K∗ ⊗O(−4)

over PT given by the transition function f = det(∂ω̃A/∂ωB). When pulled back to

F it satisfies

LAf = 0.

Since H1(F ,O) = 0, we can perform the splitting f = h0h
−1
∞ . By the standard

Liouville arguments (see [79]) we deduce that

h−1
0 LA(h0) = h−1

∞ LA(h∞) = −(1/2)AA (7.2)
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where AA = AAB′π
B′ is global on F . The integrability conditions imply that FAB =

∇A′(AA
A′

B) is an ASD Maxwell field on the ASD background. The one-form A =

AAA′e
AA′ is a Maxwell potential. The canonical line bundle of PT is K = O(−4)⊗

L∗. To obtain a global, line bundle valued three-form on PT one must tensor the

last equation with O(4) ⊗ L. We pick a global section ξ ∈ Γ(K ⊗ O(4) ⊗ L) and

restrict ξ to l

ξ|l = Σλ ∧ πA′dπA
′

(7.3)

where πA′dπ
A′ ∈ Ω1 ⊗O(2). A two-form

Σλ ∈ Γ(Λ2(µ−1(λ))⊗O(2)⊗ L) (7.4)

is defined on vectors vertical with respect to µ by Σλ(U, V )πA′dπ
A′ = ξ(U, V, ...).

Let p∗Σλ be the pullback of Σλ to F . Note that if

A −→ A− dφ (gauge transformation on L) then p∗Σλ −→ eφp∗Σλ.

Let p∗Σλ be defined over U and p∗Σ̃λ over Ũ . We have f(p∗Σλ) = p∗Σ̃λ. By

definition, p∗Σλ descends to the twistor space, i.e.,

LLA(p∗Σλ) = 0. (7.5)

We make use of the splitting formula, and define (on F) Σ0 = h0(p∗Σλ). The line

bundle valued two-form Σ0 is a globally defined object on F , and therefore it is

equal to πA′πB′Σ
A′B′ . Note that Σ0 does not descend to PT . Fix λ ∈ CP1 (which

gives a copy Mλ of M in F) and apply (7.5). This yields

LLAΣ0 = h−1
0 LA(h0)Σ0.

After some work we obtain formula (7.1):

dΣA′B′ = −A ∧ ΣA′B′ . (7.6)

The integrability conditions for the last equation are guaranteed by the existence

of solutions to (7.2). Equation (7.6) and the forward part of Proposition 7.1 imply

that M is equipped with hyper-Hermitian structure. If the line bundle L over PT
is trivial, then M is conformally hyper-Kähler.
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Now we discuss the converse problem of recovering various structures on PT
from the geometry of M. Let M by a hyper-Hermitian four-manifold. Therefore

CA′B′C′D′ = 0 and there exists a twistor space satisfying Condition (A). Equation

(7.6) implies that F = dA is an ASD Maxwell field, and we can solve

πA
′
(∇AA′ + (1/2)AAA′)ρ = 0

on each α-surface (self-dual, two dimensional null surface in M). We define fibres

of L as one-dimensional spaces of solutions to the last equation. The solutions on

α-surfaces intersecting at p ∈ M can be compared at one point, so L restricted to

a line lx in PT is trivial. In order to prove that PT is fibred over CP1 notice that

equation πA
′
(∇AA′+(1/2)AAA′)πB′ = 0 implies πA

′∇AA′λ = 0, so λ and 1/λ descend

to give meromorphic functions on twistor space and defines the map PT → CP1.

2

7.3 Hyper-Hermiticity condition as an integrable

system

The hyper-Hermiticity condition on a metric g can be reduced to a system of second

order PDEs for a pair of functions1. The Lax representation for such an equation

will be a consequence of the integrability of the twistor distribution. We shall need

the following lemma:

Lemma 7.3 Let ∇AA′ be four independent holomorphic vector fields on a four-

dimensional complex manifold M, and let

L0 = ∇00′ − λ∇01′ , L1 = ∇10′ − λ∇11′ , where λ ∈ CP1.

If

[L0, L1] = 0 (7.7)

for every λ, then ∇AA′ is a null tetrad for a hyper-Hermitian metric on M. Every

hyper-Hermitian metric arises in this way.

1K. P. Tod has given a generalisation the first heavenly equation to the case of real hyper-
Hermitian four-manifolds [75].
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Proof. Let ∇AA′ be a tetrad of holomorphic vector fields on M. It determines an

anti self-dual conformal structure if and only if the distribution on the primed spin

bundle SA
′

spanned by the vectors

LA = πA
′∇AA′ + ΓAA′B′C′π

A′πB
′ ∂

∂πC′

is integrable. This then implies that the spin bundle is foliated by the horizontal

lifts of α-surfaces. Here πA
′
= π0′oA

′
+ π1′ιA

′
is the spinor determining an α-surface

and is related to λ = (−π1′/π0′). From the general formula

dΣA′B′ + 2Γ
(A′

C′ ∧ ΣB′)C′ = 0,

we conclude that ΓAA′B′C′ = −AA(C′εB′)A′ for some AAA′ and

LA = πA
′∇AA′ + (1/2)πA

′
AAA′Υ,

where Υ = πA
′
/∂πA

′
is the Euler vector field. We have

[LA, LB] = πA
′
πB
′
([∇AA′ ,∇BB′ ] + 1/2([∇BB′ , AAA′Υ]− [∇AA′ , ABB′Υ]))

= πA
′
πB
′
([∇AA′ ,∇BB′ ] + (1/2)εAB∇C

(A′AB′)CΥ)

= πA
′
πB
′
[∇AA′ ,∇BB′ ] since dA is ASD. (7.8)

We shall introduce the rotation coefficient Cc
ab defined by

[∇a,∇b] = Cc
ab∇c,

They satisfy Cabc = Γacb − Γbca. From the last formula we can find a spinor decom-

position of Cabc,

Cabc = CABCC′εA′B′ + CA′B′CC′εAB

where

CA′B′CC′ = ΓC(A′B′)C′ + εC′(B′ΓA′)AC
A. (7.9)

Collecting (7.8), and (7.9) we obtain

[LA, LB] = εABπ
A′πB

′
((1/2)ACB′εA′

C′ + εA′
C′ΓB′D

CD)∇CC′ .

We choose a spin frame (oA, ιA) constructed from two independent solutions to the

charged neutrino equation

(∇AA′ + (1/2)AAA′)o
A = (∇AA′ + (1/2)AAA′)ι

A = 0.
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In this frame ΓAA′
BA = −(1/2)ABA′ . To obtain the equation (7.7) we project LA to

the projective prime spin bundle F = PSA′ . In terms of the tetrad

[∇A0′ ,∇B0′ ] = 0, (7.10)

[∇A0′ ,∇B1′ ] + [∇A1′ ,∇B0′ ] = 0, (7.11)

[∇A1′ ,∇B1′ ] = 0. (7.12)

The formulation of the hyper-complex condition in formulae (7.10-7.12) was in the

Riemannian case given in [38] and used in [33]. The Lax equation (7.7) can be

interpreted as the anti-self-dual Yang-Mills equations on C4 with the gauge group

G =Diff(M), reduced by four translations in C4.

2

Define (1, 1) tensors J A′

B′ := eAA
′ ⊗ ∇AB′ . As a consequence of (7.10-7.12) the

Nijenhuis tensors

NA′

B′ (X, Y ) := (J A′

B′ )
2[X, Y ]−J A′

B′ [J A′

B′X, Y ]−J A′

B′ [X,J A′

B′ Y ]+[J A′

B′X,J A′

B′ Y ] (7.13)

vanish for arbitrary vectors X and Y . Tensors J B′

A′ can be treated as ‘complexified

complex structures’ on M. The complex structure Jλ on SA
′

can be conveniently

expressed as

Jλ = πA′ π̃
B′J A′

B′ , where πA′ π̃
A′ = 1.

Now we shall fix some remaining gauge and coordinate freedom. Equations (7.10-

7.12) will be reduced to a coupled system of nonlinear differential equations for a

pair of functions.

Proposition 7.4 Let xAA
′

= (xA, wA) be local null coordinates on M and let ΘA

be a pair of complex valued functions on M which satisfy

∂2ΘC

∂xA∂wA
+
∂ΘB

∂xA
∂2ΘC

∂xA∂xB
= 0. (7.14)

Then

ds2 = 2dxA ⊗ dwA + 2
∂ΘA

∂xB
dwB ⊗ dwA (7.15)

is a hyper-Hermitian metric onM. Conversely every hyper-Hermitian metric locally

arises by this construction.
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Equation (7.1) and its connection with a scalar form of (7.14) was investigated by

different methods in [21] in the context of weak heavenly spaces. Other integrable

equations associated to Hyper-Hermitian manifolds have been studied in [27].

Proof. Choose a conformal factor such that AAA′ = oA′AA for some oA′ and AA.

This can be done since the two form Σ1′1′ is simple and therefore equation (7.1)

together with the Frobenius theorem imply the existence of the conformal factor

such that dΣ1′1′ = 0. Hence, using the Darboux’s theorem, one can introduce

canonical coordinates wA such that

Σ1′1′ = (1/2)εABdwA ∧ dwB,

and choose un unprimed spin frame so that oA′e
AA′ = dwA. Coordinates wA

parametrise the space of null surfaces tangent to oA
′
, i.e. oA

′∇AA′w
B = 0. Con-

sider

J 1′

0′ = oB
′
dwA ⊗∇AB′

The tensor J 1′

0′ is a degenerate complex structure. Therefore (J 1′

0′ )
2 = 0 where J 1′

0′

is now thought of as a differential operator acting on forms. Let h be a function on

M. Then

J 1′

0′ d(J 1′

0′ (dh)) = 0 implies that [∇A0′ ,∇B0′ ] = 0,

and our choice of the spin frame is consistent with (7.10-7.12). By applying the

Frobenius theorem we can find coordinates xA such that

∇A0′ =
∂

∂xA
, ∇A1′ =

∂

∂wA
−ΘA

B ∂

∂xB
.

Using equation (7.11), we deduce the existence of a potential ΘA such that ΘA
B =

∇A0′Θ
B. Now (7.12) gives the field equations (7.14)

∂2ΘC

∂xA∂wA
+
∂ΘB

∂xA
∂2ΘC

∂xA∂xB
= 0.

The dual frame is

eA0′ = dxA +
∂ΘA

∂xB
dwB, eA1′ = dwA,

which justifies formula (7.15).

2
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In the adopted gauge, the Maxwell potential is

A =
∂2ΘB

∂xA∂xB
dwA

and ∇aAa = 0 i.e. this is a ‘Gauduchon gauge’. Electromagnetic gauge transfor-

mations on A correspond to conformal rescalings of the tetrad (which preserve the

hypercomplex structure). The second heavenly equation (and therefore the hyper-

Kähler condition) follows from (7.14) if in addition ∇A0′Θ
A = 0. This condition

guarantees the existence of a scalar function Θ, such that ΘA = ∇A
0′Θ, which sat-

isfies the second Plebański equation (3.6). In this case A is exact so can be gauged

away by a conformal rescaling.

For convenience we express various spinor objects on M in terms of ΘA.

Tetrad eA0′ = dxA +
∂ΘA

∂xB
dwB, eA1′ = dwA,

dual tetrad ∇A0′ =
∂

∂xA
, ∇A1′ =

∂

∂wA
− ∂ΘB

∂xA
∂

∂xB
,

metric determinant det(g) = 1

Weyl spinors CA′B′D′E′ = 0, CABCD = ∇(A0′∇B0′∇C0′ΘD),

spin connections ΓAA′BC = −1

2
oA′(∇(B0′∇C0′ΘA) +∇B0′∇C0′ΘA),

ΓAA′B′C′ = − ∂2ΘB

∂xB∂xA
o(B′εC′)A′ ,

Lee form A =
∂2ΘB

∂xB∂xA
dwA,

wave operator �g = Aa∂a +∇A
1′∇A0′

=
∂2

∂xA∂wA
+

∂2ΘB

∂xA∂xB

∂

∂xA
+
∂ΘA

∂xB

∂

∂xA
∂

∂xB
,

Ricci scalar R = 1/12(∇aAa + AaA
a) = 0.

The last formula follows because A is null and satisfies the Gauduchon gauge.

7.4 Examples

We look for solutions to (7.14) for which the linear and nonlinear terms vanish

separately, ie.
∂2ΘC

∂xA∂wA
=
∂ΘB

∂xA
∂2ΘC

∂xA∂xB
= 0. (7.16)
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Put wA = (w, z), xA = (y,−x). A simple class of solutions to (7.16) is provided by

Θ0 = axl, Θ1 = byk, k, l ∈ Z, a, b ∈ C.

The corresponding metric and the Lee form are

ds2 = 2dw ⊗ dx+ 2dz ⊗ dy + 2(alxl−1 + bkyk−1)dw ⊗ dz, (7.17)

A = b (k − 1) kyk−2dw − a (l − 1) lxl−1dz.

From calculating the invariant

CABCDC
ABCD = (3/2)abk(k − 1)(k − 2)l(l − 1)(l − 2)xl−3yk−3

we conclude that the metric (7.17) is in general of type I or D (or type III or N if

a or b vanish, or k < 3 or l < 3).

7.4.1 Hyper-Hermitian elementary states

A more interesting class of solutions (which generalise the metric of Sparling and

Tod (3.31) to the hyper-Hermitian case) is given by

ΘC =
1

xAwA
FC(WA), (7.18)

where WA = wA/(xBw
B) and FC are two arbitrary complex functions of two com-

plex variables. The corresponding metric is

ds2 = 2dxA ⊗ dwA +
2

(xAwA)2

(
FC +

wB

(xAwA)

∂FC
∂WB

)
dwC ⊗ (wAdwA).

This metric is singular at the light-cone of the origin. The singularity may be moved

to infinity if we introduce new coordinates XA = xA/(xBw
B),WA = wA/(xBw

B)

and rescale the metric by (XAW
A)2. This yields

d̂s2 = 2dXA⊗dWA+2
(
FB +WC ∂FB

∂WC

)(
XAW

AdWB−WBd(XAW
A)
)
⊗WAdWA

(7.19)

and

A = −
(

3WAFA + 5WAWB ∂FA
∂WB

+WAWBWC ∂2FA
∂WB∂WC

)
WDdWD.

The metric of Sparling and Tod corresponds to setting FA = WA.

66



Let us consider the particular case FA = (aW kZ l, bWmZn). The metric is

ds2 = 2dw ⊗ dx+ 2dz ⊗ dy (7.20)

+2
(a(k + l + 1)wkzl

(wx+ zy)k+l+2
dw +

b(m+ n+ 1)wmzn

(wx+ zy)m+n+2
dz
)
⊗ (wdz − zdw).

If

a = −b, l = n+ 1, k = m− 1 then ΘA = ∇A0′Θ

where Θ = −awkzl−1(wx + zy)−(k+l). For these values of parameters the metric is

hyper-Kähler and of type N .

Some solutions to (7.16) have real Euclidean slices. For example

Θ0 = − y (2wx+ zy)

w2 (wx+ zy)2 , Θ1 = − y2

w (wx+ zy)2

with w = x̄, z = ȳ yield a solution of type D, which is equivalent to the Eguchi–

Hanson metric.

7.4.2 Twistor description

In this Subsection we shall give the twistor correspondence for the family of hyper-

Hermitian metrics (7.20). First we shall look at the passive twistor constructions

of ΘC by the contour integral formulae. It will turn out that ΘC are examples of

Penrose’s elementary states. Then we explain how the cohomology classes corre-

sponding to ΘC can be used to deform a patching description of PT . The deformed

twistor space will, by Proposition 7.2, give rise to the metric (7.20). Both passive

and active constructions in this subsection use methods developed by Sparling in

his twistorial treatment of the Sparling-Tod metric.

Parametrise a section of µ : PT −→ CP1 by the coordinates

xAA
′
:=

∂ωA

∂πA′

∣∣∣
πA′=oA′

=

(
y w
−x z

)
,

so that xA1′ = wA = (w, z), xA0′ = xA = (y,−x).

Let us consider the particular case FA = (aW kZ l, bWmZn) discussed in Subsec-

tion 3.1. We work on the non-deformed twistor space PT with homogeneous coor-

dinates (ωA, πA′). On the primed spin bundle ω0 = π1′(w + λy), ω1 = π1′(z − λx).

Consider two twistor functions (sections of H1(CP1,O(−2))

h0 = (−1)ka
(π0′)

k+l

(ω0)l+1(ω1)k+1
, h1 = (−1)mb

(π0′)
m+n

(ω0)n+1(ω1)m+1
.
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where a, b ∈ C and k, l,m, n ∈ Z are constant parameters. Then

ΘA(w, z, x, y) =
1

2πi

∮
Γ

hA(ωB, πB′)πA′dπ
A′ .

Here Γ is a contour in lx, the CP1 that corresponds to (w, z, x, y) ∈M. It separates

the two poles of the integrand. To find ΘA we compute the residue at one of these

poles, which gives

Θ0 = a
wkzl

(wx+ zy)k+l+1
, Θ1 = b

wmzn

(wx+ zy)m+n+1
, (7.21)

and hence the metric (7.20).

Now we shall use hA to deform the complex structure of PT . We change the

standard patching relations by setting

ω̃A = fA(ωA, t)

where t is a deformation parameter and fA is determined by the deformation equa-

tions

df 0

dt
=

bπm+n+3
0′

(ω̃0)n+1(ω̃1)m+1
(−1)m,

df 1

dt
=

aπk+l+3
0′

(ω̃0)l+1(ω̃1)k+1
(−1)k+1. (7.22)

This equation has a first integral. If a = −b, l = n+ 1, k = m− 1 then (7.22) imply

that ω0ω1 = ω̃0ω̃1 is a global twistor function. When pulled back to the spin bundle

this can be expressed as PA′B′π
A′πB

′
, and the corresponding metric admits a null

Killing vector KAA′ given by

∇AC′PA′B′ = KA(A′εB′)C′ .

Assume that n+ 1 6= l, and k + 1 6= m. Then the first integral of (7.22)

Q =
a(π0′)k+l+3(−1)k+1

n+ 1− l
(ω0)n+1−l +

b(π0′)m+n+3(−1)m+1

k + 1−m
(ω1)k+1−m

is given by a function homogeneous of degree k + n+ 4. Its pull backs to F (which

we also denote Q) satisfies LA(Q) = 0. This implies the existence of a Killing spinor

of valence (0, k + n+ 4) on M.
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7.5 Symmetries

The equation (7.14) has the obvious first integral given by functions ΛC which satisfy

∂ΘC

∂wA
+
∂ΘB

∂xA
∂ΘC

∂xB
=
∂ΛC

∂xA
.

It is implicit from the twistor construction that equation (7.14) has infinitely many

first integrals given by hidden symmetries. They should give rise to a hierarchy of

equations. Here we give a description of those symmetries that correspond to the

pure gauge transformations.

Let M be a vector field onM. Define δ0
M∇AA′ := [M,∇AA′ ]. This is a pure gauge

transformation corresponding to the addition of LMg to the space-time metric.

Once a coordinate system leading to equation (7.14) has been selected, the field

equations will not be invariant under all the diff(M) transformations. We restrict

ourselves to transformations that preserve the canonical structures on M, namely

Σ1′1′ = (1/2)dwA ∧ dwA, and J 1′

0′ = dwA ⊗ ∂

∂xA
.

The condition LMΣ0′0′ = LMJ 1′

0′ = 0 implies that M is given by

M =
∂h

∂wA

∂

∂wA
+
(
gA − xB ∂2h

∂wA∂wB

) ∂

∂xA

where h = h(wA) and gA = gA(wB). Space-time is now viewed as a tangent bundle

M = TN 2 with wA being coordinates on the two-dimensional complex manifold

N 2. The full diff(M) symmetry breaks down to sdiff(N 2) which acts on M by Lie

lift. Let δ0
MΘ corresponds to δ0

M∇AA′ by

δ0
M∇A1′ =

∂δ0
MΘB

∂xA
∂

∂xB
.

The ‘pure gauge’ elements are

δ0
MΘB = LM(ΘB) + FB − xA ∂g

B

∂wA
+ xAxC

∂2h

∂wA∂wC∂wB

where FB, gA and h are functions of wB only.
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7.6 gl(2,C) connection

A natural connection which arises in hyper-Hermitian geometry is the Obata connec-

tion [53]. In this section we discuss other possible choices of connections associated

with hyper-Hermitian geometry. We shall motivate our choices by considering the

conformal rescalings of the null tetrad. The first Cartan structure equations are

deAA
′
= eBA

′ ∧ ΓAB + eAB
′ ∧ ΓA

′
B′ .

Rescaling eAA
′ −→ êAA

′
= eφeAA

′
yields

dêAA
′
= êBA

′ ∧ ΓAB + êAB
′ ∧ ΓA

′
B′ + dφ ∧ êAA′ .

The last equation can be interpreted in (at least) three different ways;

(a) Introduce the torsion three-form by T = ∗(dφ) = Tabcê
a ∧ êb ∧ êc. Then

dêa + Γab ∧ êb = T a

where T a = (1/2)T abcê
b ∧ êc.

(b) Use the torsion-free sl(2,C)⊕ s̃l(2,C) spin connection

ΓAB −→ ΓAB + (1/4) ∗ (dφ∧ΣAB), ΓA′B′ −→ ΓA′B′ + (1/4) ∗ (dφ∧ΣA′B′),

(c) Work with the torsion-free gl(2,C)⊕ g̃l(2,C) connection

GAB = ΓAB + aεABdφ, GA′B′ = ΓA′B′ + (1− a)εA′B′dφ

with ΓAB = Γ(AB) ∈ sl(2,C)⊗Λ1(T ∗M), ΓA′B′ = Γ(A′B′) ∈ s̃l(2,C)⊗Λ1(T ∗M)

and a ∈ C. This leads to

dêa + Γab ∧ êb = 0

where Gab = Γab + εA′B′εABdφ. The structure group reduces to

sl(2,C)⊕ s̃l(2,C)⊕ u(1) ⊂ gl(2,C)⊕ g̃l(2,C).

For (complexified) hyper-Hermitian four-manifolds dφ is replaced by the Lee form

−A in the above formulae. The possibility (a) would then correspond to the heterotic

geometries studied by physicists in connection with (4, 0) supersymmetric σ-models
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(see [12] and references therein). Choice (b) is what we have used in this chapter.

Let us make a few remarks about the possibility (c).

Equation (7.1) implies that a = 1/2 and

GAB = ΓAB − (1/2)εABA, GA′B′ = −(1/2)εA′B′A

with ΓAB = Γ(AB) ∈ sl(2,C). In the adopted coordinate system

ΓAA′BC = −oA′
(
∇(A0′∇B0′ΘC) +

1

2
εBC

∂ΘD

∂xA∂xD

)
, ΓAA′B′C′ = −1

2
oA′εB′C′

∂ΘD

∂xA∂xD
.

The curvatures of GAB and GA′B′ are

RA
B = dGA

B + GA
C ∧GC

B = RA
B − (1/2)εABF, RA′

B′ = −(1/2)εA
′
B′F

where F = dA is an ASD two form. It would be interesting to investigate this

possibility with connection to gl(2,C) formulation of Einstein–Maxwell equations

[61], and its Lagrangian description [66].
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Chapter 8

Einstein–Weyl metrics from
conformal Killing vectors

In this Chapter we shall consider ASD vacuum spaces with a conformal symmetry1.

By the general construction [36, 37] such spaces will give rise to Einstein–Weyl

structures on the space of trajectories of a given conformal symmetry K. The

cases where K is a pure or a conformal tri-holomorphic Killing vector have been

extensively studied [6, 86, 12, 43]. Therefore we shall consider the most general case

of K being a conformal, non-triholomorphic Killing vector. In the next section we

shall give the canonical form of an allowed conformal Killing vector. Then we shall

look at solutions to the first heavenly equation (3.2) which admit the symmetry

K. This will give rise to a new integrable system in three dimensions and to the

corresponding EW geometries. In Section 8.2 we shall give the Lax representation

of the reduced equations. When Euclidean reality conditions are imposed we shall

recover some known results [6, 86] as limiting cases of our construction. In Section 8.6

we shall find and classify the Lie point symmetries (and so the Killing vectors) of the

field equations in three dimensions, and consider some group invariant solutions. In

Section 8.7 we shall study hidden symmetries and the recursion operator associated

to the 3D system. In Section 8.8 we shall consider a tri-holomorphic conformal

reduction of the second heavenly equation.

1The results of this chapter have now appeared in [93]
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8.1 Heavenly spaces with conformal Killing vec-

tors

Let g be a compexified hyper-Kähler metric on a complex four-manifold M and

xAA
′
= (w, z, w̃, z̃) be a null coordinate system on M. Locally g is given by

ds2 = 2(Ωww̃dwdw̃ + Ωwz̃dwdz̃ + Ωzw̃dzdw̃ + Ωzz̃dzdz̃) (8.1)

where Ω = Ω(w, z, w̃, z̃) is a solution to the first heavenly equation (3.2). Assume

that g admits a conformal Killing vector K;

LKg = ηg, or equivalently ∇aKb = φA′B′εAB + ψABεA′B′ + (1/2)εA′B′εABη

where symmetric spinors φA′B′ and ψAB are respectively SD and ASD parts of the

covariant derivative of K. In vacuum the following integrability conditions hold

∇AA′φB′C′ = 2CA′B′C′D′KA
D′ − 2εA′(B′∇C′)Aη, ∇AA′∇BB′η = 0, CABCD∇A

A′η = 0

(similar for ψAB). In particular in an ASD vacuum φA′B′ = const and η = const (or

the space time is of type N).

In this chapter we shall analyse a situation where K is not hyper–surface or-

thogonal and det(φA′B′) 6= 0, η 6= 0. Reductions by pure (η = 0) Killing vectors

were considered in [6, 23]. See [64, 73] (and Subsection 9.1.2) for the case of the

non-vanishing cosmological constant.

Lemma 8.1 In an ASD vacuum the most general conformal Killing vector with

det(φA′B′) 6= 0 can be transformed to the form

K = η(z∂z − z̃∂z̃) + ρ(z∂z + z̃∂z̃). (8.2)

Proof. The proof is along the lines of the derivation of the canonical form of a pure

Killing vector given in [6]. In the adopted coordinate system

Σ0′0′ = dw̃ ∧ dz̃, Σ1′1′ = dw ∧ dz,

Σ1′0′ = Ωww̃dw ∧ dw̃ + Ωwz̃dw ∧ dz̃ + Ωzw̃dz ∧ dw̃ + Ωzz̃dz ∧ dz̃.
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Let K = KA∂/∂wA + K̃A∂/∂w̃A, where wA = (w, z) and w̃A = (w̃, z̃). The action

of K on self-dual two forms is determined by

LKΣ0′0′ = mΣ0′0′ + nΣ1′1′ ,

LKΣ1′1′ = ñΣ0′0′ + m̃Σ1′1′ ,

LKΣ0′1′ = ηΣ0′1′

for some constants m, m̃, n, ñ. This is because for non-degenerated φA′B′ the Kähler

structure can be identified with dK+ = φA′B′Σ
A′B′ . It follows that n = ñ = 0,

and KA = mwA, K̃A = m̃w̃A. From 2Σ0′0′ ∧ Σ1′1′ = Σ0′1′ ∧ Σ0′1′ we find that

η := (m + m̃)/2. Define ρ := (m − m̃)/2. We have the freedom to transform

wA → WA(wB) and w̃A → W̃A(w̃B) in a way which preserves Σ0′0′ and Σ1′1′ . Put

Z = z2/2,W = w/z, Z̃ = z̃2/2, W̃ = w̃/z̃. This yields (coming back to (wA, w̃A))

(8.2). Now

∇AA′K
A
B′ =

(
0 ρ+ η

ρ− η 0

)
.

2

The real form of the Killing vector (8.2) also appears in the list of Lie point sym-

metries of (3.2) given in [9].

8.1.1 Symmetry reduction

In this section we shall look at the heavenly equation (3.2) with the additional

constraint LKg = ηg. This will lead to a new integrable equation describing a class

of three–dimensional Einstein–Weyl geometries.

Proposition 8.2 Every ASD vacuum metric with conformal symmetry is locally

given by

ds2 = eηt(V −1h+ V (dt+ ω)2) where (8.3)

h = −e2ρudwdw̃ − 1

16
(η2Fdu+ η(Fwdw − Fw̃dw̃)− dFu)

2 (8.4)

ω =
η(dF − Fudu) + (dw̃∂w̃ − dw∂w)Fu

η2F − Fuu
, V =

1

4
(η2F − Fuu), (8.5)

and F = F (w, w̃, u) is a holomorphic function on an open setW ⊂ C3 which satisfies

(ηFw̃ + Fuw̃)(ηFw − Fuw)− (η2F − Fuu)Fww̃ = 4e2ρu (8.6)

for constants η, ρ ∈ C.
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Corollary 8.3 The metric h is defined on the space W of trajectories of K in M.

From Proposition 2.3 it follows that h is the most general Einstein–Weyl (EW)

metric which arises as a reduction of ASD vacuum solutions. Equations (8.6) are

therefore equivalent to the Einstein–Weyl equations (2.25).

Proof. The general ASDV metric can locally be given by (8.1). From Lemma 8.1

it follows that we can take K as in (8.2). Perform the coordinate transformation

(z, z̃)→ (t, u) given by

2t := ln(z1/mz̃1/m̃), 2u := ln(z1/mz̃−1/m̃).

In these coordinates K = ∂t and so Ω(t, u, w, w̃) = eηtF (u,w, w̃). The first heavenly

equation is equivalent to (8.6). Rewriting the metric (8.1) in the new coordinate

system yields (8.3) and det(h) = −(1/4)V 2e4ρu.

The dual to K is K = eηtV (dt + ω). From Proposition 2.3 we find the EW

one-form to be

ν = 2 ∗g
K ∧ dK

|K|2
= 2eηtV ∗g ((dt+ ω) ∧ dω)

= 2ηω − ρ

V

1

2
(η2Fdu+ η(Fwdw − Fw̃dw̃)− dFu)

= 2
(η − ρ)(ηFw − Fuw)dw + (η + ρ)(ηFw̃ + Fuw̃)dw̃ − ρ(η2F − Fuu)du

η2F − Fuu

where ∗g and ∗h are the Hodge operators determined by g and h respectively.

2

8.2 Lax representation

In this section we shall represent equation (8.6) as the integrability condition for a

linear system of equations. We shall interpret the Lax pair as a (mini twistor) dis-

tribution on a reduced projective spin bundle. The local coordinates on a projective

primed spin bundle F are (w, w̃, z, z̃, λ). Define the Lie lift of a Killing vector K to

F by

K̃ := K +Q∂λ, where Q := πA′πB′φ
A′B′/(π1′)

2. (8.7)
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The flow of K̃ in F determines the behaviour of α-planes under the action of K

in M. The linear system LA for equation (3.2) is given by (3.4). The vector fields

(L0, L1, K̃) span an integrable distribution. This can be seen as follows:

[K,LA] = −πA′(φA′B
′
εA

B + ψA
BεA′

B′ + (1/2)ηεA
BεA′

B′)∇BB′

= −πC′φC′A
′∇AA′ + (ψA

B + ηεA
B)LB.

The Lie lift of K to SA
′

is

K̃ = K + πA′φ
A′B′ ∂

∂πB′
+

1

2
ηπA

′ ∂

∂πA′
. (8.8)

Now [K̃, LA] = 0 modulo LA.

The projection of K̃ to F is given by (8.7), where the factor π2
1′ is used to

dehomogenise a section ofO(2). If K is given by (8.2) then K̃ = K+ρλ∂λ. Introduce

an invariant spectral parameter λ̃ (which is constant along K̃) by (λ, t) −→ (λ̃ :=

λe−ρt, t̂ := t). In the new coordinates

∂t = ∂t̂ − ρλ̃∂λ̃, ∂λ = e−ρt̂∂λ̃, so that K̃ = ∂t̂.

The linear system for the reduced equation is obtained from (3.4) by rewriting it in

(w, w̃, u, t̂, λ̃) coordinates and ignoring ∂t̂. This yields (after rescaling)

L0′ = mem̃u
(
Fww̃

( ∂
∂u

+ ρλ̃
∂

∂λ̃

)
+ (ηFw − Fuw)

∂

∂w̃

)
+ 2λ̃

∂

∂w
(8.9)

L1′ = m̃em̃u
(

(ηFw̃ + Fuw̃)
( ∂
∂u

+ ρλ̃
∂

∂λ̃

)
+ (η2F − Fuu)

∂

∂w̃

)
+ 2λ̃

( ∂
∂u
− ρλ̃ ∂

∂λ̃

)
.

The mini-twistor space Z corresponding to solutions of (8.6) is the quotient of

F by the integrable distribution (L0′ , L1′ , K̃). This gives rise to a double fibration

picture

W p←− FW
q−→ Z. (8.10)

where FW = F/K̃ is coordinatised by (w, w̃, u, λ̃). The volume form on FW is

νFW = dλ̃ ∧ dt̂ ∧ dw ∧ dw̃.

In Chapter 9 we shall study an interesting two form νFW (L0′ , L1′ , ..., ...) on a reduced

correspondence space.
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8.3 Spinor formulation

The reason for using primed spinor indices for a minitwistor distribution comes from

Hitchin’s construction [30]; the basic mini-twistor correspondence states that points

inW correspond in Z to rational curves with normal bundle O(2). Let lx be the line

in Z that corresponds to x ∈ W . The normal bundle to lx consists of tangent vectors

at x (horizontally lifted to T(x,λ)FW ) modulo the twistor distribution. Therefore we

have a sequence of sheaves over CP 1

0 −→ DW −→ C3 −→ O(2) −→ 0.

The map C3 −→ O(2) is given by V A′B′ −→ V A′B′πA′πB′ . Its kernel consists of

vectors of the form π(A′vB
′) with vB

′
varying. The twistor distribution is therefore

DW = O(−1)⊗ SA′ and so LA′ is the global section of Γ(DW ⊗O(1)⊗ SA′). Let Z

be a totally geodesic two-plane corresponding to a point Z of a mini-twistor space.

This two plane is spanned by vectors of the form V a = π(A′vB
′) with πA

′
fixed. Let

W a = π(A′wB
′) be another vector tangent to Z. The Frobenius theorem implies that

the Lie bracket [V,W ] must be tangent to some geodesic in Z, i.e.

[V,W ] = aV + bW

for some a, b. The last equation determines the mini-twistor distribution. Consider

πB
′
DA′B′πC′ = −ΓA′B′C′D′π

B′πD
′
+

1

4
πA′νB′C′π

B′−1

2
εC′A′νB′D′π

B′πD
′
+

1

2
νA′D′π

D′πC′ ,

where ΓA′B′C′D′ is a spinor Levi-Civita connection. Define LA′ to be a horizontal lift

of πB
′
DA′B′ to the weighted spin bundle by demanding LA′πC′ = 0. This yields

LA′ = πB
′
DA′B′ + ΓA′B′C′D′π

B′πD
′ ∂

∂πC′

+
1

2
νB′D′π

B′
(
πD
′ ∂

∂πA′
− 1

2
πA′

∂

∂πD′
− εA′D

′
π · ∂

∂π

)
. (8.11)

The integrability conditions imply

[LA′ , LB′ ] = 0 (mod LA′).

In fact if one picks two independent solutions of a ‘neutrino’ equation on the EW

background, say ρA
′

and λA
′
, then L̂0′ := ρA

′
LA′ , and L̂1′ := λA

′
LA′ commute

exactly:

[L̂0′ , L̂1′ ] = 0.
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Let us now formulate Einstein–Weyl equations in terms of spinors. Let εijk be the

totally antisymmetric object on W . We shall use the abstract index notation, and

put i = (A′B′), j = (C ′D′), k = (E ′F ′) etc. The metric h and the volume form volh

are

hij = εA′(C′εD′)B′ , εijk = εA′(C′εD′)(E′εF ′)B′ .

In three dimensions the Ricci tensor of the Levi-Civita connection determines the

Riemann tensor. However it is also true that the the Riemann tensor Wijkl of the

Weyl connection is determined by its Ricci tensor:

Wijkl = εmklε
n
ij(

1

2
hmnW +Wmn −

2

3
W[mn]) +

2

3
hijW[kl].

Therefore it is enough to study the spinor decomposition of the Ricci tensor Wij =

WA′B′C′D′ into irreducible symmetric spinors

Wij = χA′B′C′D′ + ψA′(C′εD′)B′ +
1

3
WεA′(C′εD′)B′ ,

where

χA′B′C′D′ = W(A′B′C′D′) = W(ij) −
1

3
Whij, ψA′B′ = ψi =

1

2
εi
jkWjk, W = hijWij.

The spinor Levi–Civita connection

∇A′B′πC′ = −ΓA′B′C′D′π
D′

decomposes according to

ΓA′B′C′D′ = φA′B′C′D′ + ρA′(C′εD′)B′

where

φA′B′C′D′ = Γ(A′B′C′D′), ρA′B′ = ρi = Γmjkε
jknεmni.

The Einstein–Weyl equations are

χA′B′C′D′ = 0,

or

ΦA′B′C′D′ +
1

2
∇(A′B′νC′D′) +

1

4
ν(A′B′νC′D′) = 0,

where ΦA′B′C′D′ is the symmetric part of Ricci spinor of the Levi-Civita connection.
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8.4 Reality conditions

To obtain real Einstein–Weyl metrics we have to impose reality conditions on coor-

dinates (w, w̃, z, z̃)

• The reduction from the Euclidean slice (z = z̃, w = −w̃) yields positive definite

EW metrics with u := iv for v ∈ R. We can impose the condition mm̃ = 1, so

η = cosα and ρ = i sinα. The Euclidean version of (8.6) is

(F cos2 α+Fvv)Fww − (Fw cosα− iFvw)(Fw cosα+ iFvw) = 4e−2v sinα. (8.12)

To obtain another form introduce G by G = ev sinαF . The transformed equa-

tion, the metric (rescaled by e2v sinα) and the EW one-form are:

(G+Gvv − 2Gv sinα)Gww − (eiαGw − iGvw)(e−iαGw + iGvw) = 4, (8.13)

h = dwdw +
1

16
(Gdv + dGv − 2Gv sinαdv + ieiαGwdw − ie−iαGwdw)2

ν = 2
(e−iαGw + iGvw)dw + (eiαGw − iGvw)dw

G+Gvv − 2Gv sinα
. (8.14)

• On an ultra-hyperbolic slice we have z = z̃, w = w̃ which again implies u = iv.

The metric (8.3) has signature (+ + −). Another possibility is to take all

coordinates as real. This gives a different real metric of signature (+ + −).

The function F is real and η = sinhα, ρ = coshα.

The analogous reality conditions are imposed on the linear system (8.9). From now

on we shall be mostly concerned with the positive definite case. The correspondence

space is now viewed as a real six-dimensional manifold. The real lift of a Killing

vector is

K̃ = ∂t + i sinα(λ∂λ − λ∂λ).

8.5 Special cases

Solutions to (8.12) describe the most general EW metrics which arise as reductions

of hyper-Kähler structures. In this section we look at limiting cases and recover

special EW spaces [12], and LeBrun-Ward EW spaces which come from the SU(∞)
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Toda equation. The real form of the Killing vector (8.2) is a linear combination of

a rotation and a dilation;

K = KD cosα+KR sinα, α ∈ [−π/2, 0], KD := z∂z + z∂z, KR := i(z∂z − z∂z).

8.5.1 LeBrun–Ward spaces

Take α = −π/2. This is a pure Killing vector which does not preserve the complex

structures on M. This case was studied in [6, 87, 43]. Put Fv = j, Fw = p and

rewrite equation (8.12) as

dp ∧ dj ∧ dw = 4e2vdw ∧ dw ∧ dv

dj ∧ dw ∧ dv = dp ∧ dw ∧ dw. (8.15)

Use (j, w, w) as coordinates and eliminate p to obtain

vww − 2(e2v)jj = 0 (8.16)

which is the Boyer–Finley equation [6]. The metric (8.3) reduces to

h = e2vdwdw +
1

16
dj2, ν = 2vjdj.

Let us come back to complex coordinates and put w = es+θ, w̃ = es−θ and M =

2u+ 2s. In the (s, u, θ) coordinates equation (8.16) and the metric become

Mss −Mθθ − 8(eM)jj = 0, h = −eM(ds2 − dθ2)− 1

16
dj2.

Imposing a symmetry in θ = ln(
√
w/w̃) direction we arrive at

Mss − 8(eM)jj = 0,

which was solved by Ward [87] who transformed it to a linear equation. The conclu-

sion is that LeBrun–Ward EW metrics with w∂w− w̃∂w̃ symmetry are solved by the

same anzatz as those with ∂w − ∂w̃ symmetry. In Subsection 8.6.1 it will be shown

that imposing ∂w − ∂w̃ symmetry leads to a linear equation even if α is arbitrary.
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8.5.2 Gauduchon–Tod spaces

Put α = 0. This is a triholomorphic conformal symmetry. The corresponding EW

metrics were in [25] called ‘special’. The equation (8.12) reduces to

Fww(F + Fvv)− (Fw + iFvw)(Fw − iFvw) = 4, (8.17)

which is the form given in [76]. The corresponding Lax pair is

L0 = eiv
(
iFww

∂

∂v
− (Fw + iFuw)

∂

∂w

)
+ 2λ

∂

∂w

L1 = eiv
(

(Fvw + iFw)
∂

∂v
− (F + Fvv)

∂

∂w

)
− 2iλ

∂

∂v
.

8.6 Lie point symmetries

In order to find the Lie algebra of infinitesimal symmetries of (8.13) we shall convert

it to system of differential forms [29]. Introduce Q and J by J := Gw, Q :=

(eiαG− iGv)

ω1 := idQ ∧ dJ ∧ dw + e−iα(QdJ − JdQ) ∧ dw ∧ dv

+dQ ∧ dQ ∧ dv − 4dw ∧ dw ∧ dv,

ω2 := dQ ∧ dw ∧ dv + eiαJdw ∧ dw ∧ dv − idJ ∧ dw ∧ dw. (8.18)

This system forms a closed differential ideal. Its integral manifold is a subspace of

R6 on which ωµ = 0. This integral manifold represents a solution to (8.13).

Let X be a vector field on R6. The action of X does not change the integral

manifold if

LXωµ = Λν
µων

where Λν
µ is a matrix of differential forms. The general solution is

X = (Aw +B)
∂

∂w
+ (Aw +B)

∂

∂w
+ C

∂

∂v
+

1

2
(A+ A)G

∂

∂G

+ D1e
v sinα cos(v cosα)

∂

∂G
+D2e

v sinα sin(v cosα)
∂

∂G
,

where A,B ∈ C, and C,D1, D2 ∈ R are constants2. Real generators are

X1 = ∂w + ∂w, X2 = i(∂w − ∂w), X3 = i(w∂w − w∂w) (8.19)

2Note that a corresponding algebra of Lie point symmetries for the heavenly equation (3.2) is
infinite dimensional [9]. In order to obtain a finite dimensional algebra one needs to factorize it
by the infinite dimensional gauge algebra corresponding to the freedom in the definition of Ω. In
our case the gauge freedom in Ω was already used to find the canonical form of the Killing vector.
There is no residual gauge freedom in F .
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X4 = ∂v, X5 = w∂w + w∂w +G∂G,

X6 = ev sinα sin (v cosα)∂G, X7 = ev sinα cos (v cosα)∂G.

The commutation relations between these vector fields are given by the following
table, the entry in row i and column j representing [Xi, Xj].

X1 X2 X3 X4 X5 X6 X7

X1 0 0 X2 0 X1 0 0
X2 0 0 −X1 0 X2 0 0
X3 −X2 X1 0 0 0 0 0
X4 0 0 0 0 0 sinαX6 + cosαX7 sinαX7 − cosαX6

X5 −X1 −X2 0 0 0 −X6 −X7

X6 0 0 0 − sinαX6 − cosαX7 X6 0 0
X7 0 0 0 − sinαX7 + cosαX6 X7 0 0

This list of symmetries may seem disappointingly small (as equation (8.13) is an

integrable PDE). Further symmetry properties reflecting the existence of infinitely

many conservation laws will require the recursive procedure of constructing ‘hidden

symmetries’. This will be developed in Section 8.7.

8.6.1 Group invariant solutions

We can simplify equation (8.13) by looking at group invariant solutions. The finite

transformation generated by X7 does not change the metric. The one by X5 rescales

it by a constant factor. All transformations are conformal Killing vectors for h.

• X3 = i(w∂w − w∂w) and the corresponding solutions depend on (v,R :=

ln(ww)). This will lead to a new 2D integrable system (8.21). Multiplying

(8.13) by eR yields

(G+Gvv − 2αGv)GRR − (eiαGR − iGvR)(e−iαGR + iGvR) = 4eR.

The ideal (8.18) reduces to

0 = idQ ∧ dJ + e−iα(JdQ ∧ dv −QdJ ∧ dv)− 4d(eR) ∧ dv,

0 = dQ ∧ dv − eiαJdR ∧ dv − idJ ∧ dR,

where J = GR, Q = (eiαG− iGv). Eliminate Q and use (J, v) as coordinates

to obtain an equation for R(J, v)

4(eR)JJ +Rvv + 2(JRJ)v sinα + J(JRJ)J = 0. (8.20)
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With the definition ξ := ln J,M := M(v, ξ) = R− 2ξ we have

Mvv + 2Mvξ sinα +Mξξ + 4eM(Mξξ +Mξ
2 + 3Mξ + 2) = 0. (8.21)

A simple solution is

G = ev sinαww

b
+ 4e−v sinα b

1 + 3 sin2 α
. (8.22)

With the definition w =
√
reiφ the Einstein–Weyl metric is

h = (e2v sinα cos2 α+ 1)r2dφ2 + (
1

4
e2v sinαr2 cos4 α+

1

2
r2 cos2 α+

1

4
e−2v sinα)dv2

+
1

4r
dr2 + (r cosα + e2v sinαr2 cos3 α)dvdφ.

It has

Ω(w, z, w, z) = (zz)(cos2 α)/2
(z
z

)(i sinα cosα)/2ww

b
+ (zz)1+(cosα)/2 4b

1 + 3 sin2 α
.

Calculation of curvature components shows it describes a flat metric on R4.

• X4 = ∂v. Equation (8.13) reduces to

GGww −GwGw = 4. (8.23)

With no loss of generality3 we can take

G = 4b+
ww

b
(8.24)

which (with the definition w = reiφ) gives

h = 4(dr2 + r2dφ2) +
1

16
((4 + r2)dv − 2r2 cosαdφ− 2r sinαdr)2. (8.25)

Calculating the curvature components shows that the corresponding hyper-

Kähler metric is flat. K.P. Tod [75] shows that (8.25) is conformal to the metric

3With the definition lnG = g, (8.23) becomes the the Liouville equation

gww = 4e−2g.

Let P := P (w) be an arbitrary holomorphic function of w. The general solution

eg =
i(P − P )

4
√
PwPw

can be generated from (8.24) by a Backlund transformation.
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on the Berger sphere. The transformation of solution (8.24) corresponding to

Lie point symmetries

G(w,w) −→ G̃(w,w, v) = Be−v sinα(G(w,w) + g(v)),

where

g(v) = −4b+
be2v sinα

B cos2 α
+ Ceiv cosα + Ce−iv cosα

gives a new solution. In particular (8.22) can be obtained in this way. There-

fore the metric corresponding to (8.22) also describes a Berger sphere. If α = 0

then (8.24) and (8.22) coincide and give the standard metric on S3. Put b = 2.

We have ν = d ln (1 + ww/2). Rescale ĥ = V −2h to have ν̂ = 0 and put

w = tan
θ

2
eiφ, dv = dψ − dφ

to obtain

ĥ = dθ2 + sin2 θdφ2 + (dψ − cos θdφ)2

which is S3.

• X2 = i(∂w − ∂w) (or X1). This reduction leads to a linear equation. Put

w + w = f to obtain

(G+Gvv − 2αGv)Gff − (eiαGR − iGvf )(e
−iαGf + iGvf ) = 4.

With the definition J := Gf , Q := (eiαG− iGv) this yields

0 = idQ ∧ dJ + e−iα(JdQ ∧ dv −QdJ ∧ dv)− 4df ∧ dv,

0 = dQ ∧ dv − eiαJdf ∧ dv − idJ ∧ df.

Now eliminate Q and use (v, ξ = ln J) as coordinates to obtain a linear equa-

tion for f(ξ, v)

4e−2ξ(fξξ − fξ) + fvv + 2 sinαfξv + fξξ = 0. (8.26)
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8.7 Hidden symmetries

In this section we shall find a recursion procedure for generating ‘hidden symmetries’

of (8.12). We start with discussing the general conformally invariant wave equation

in Einstein–Weyl background.

A tensor object T which transforms as

T −→ φmT when hij −→ φ2hij

is said to be conformally invariant of weight m. Let β be a p-form of weight m. The

covariant derivative

Dβ := dβ − m

2
ν ∧ β

is a well defined p+ 1 form of weight m. Its Hodge dual, ∗hDβ, is a (2− p)-form of

weight m + 1 − p. Therefore we can write the weighted Weyl wave operator which

takes p-forms of weight m to (3− p)-forms of weight m+ 1− p

D ∗h D =
(

d− m+ 1− p
2

ν ∧
)
∗h
(

d− m

2
ν ∧

)
.

Consider the case p = 0. Let φ be a function of weight m. The most general wave

equation is

D ∗h Dφ = kWφ volh

where k is some constant. The RHS has weight m + 1 so the whole expression is

conformally invariant. Adopting the index notation we obtain

∇i∇iφ−
(
m+

1

2

)
νi∇iφ+

1

4

(
m(m+ 1)νiνi− 2m∇iνi

)
φ = k

(
R+ 2∇iνi−

1

2
νiν

i
)
φ.

(8.27)

At this stage one can make some choices concerning the values of m and k. One

can also fix the gauge freedom. In [12] it was assumed that k = 0,m = −1 and

∇iν
i = 0 (the Gauduchon gauge) which led to the derivative of the generalised

monopole equation (2.27):

∇i∇iφ+
1

2
νi∇iφ = 0.

Another possibility is to set m = −(1/2), k = 1/8. With this choice equation (8.27)

simplifies to

∇i∇iφ =
1

8
Rφ,
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which is the well known conformally invariant wave equation in the 3D Riemannian

geometry. Note that the gauge freedom was not fixed to derive the last equation.

All we did was to get rid of the ‘non-Riemannian’ data.

8.7.1 The recursion procedure

Let δF be a linearised solution to (8.6) (i.e. F + δF satisfies (8.6) up to the linear

terms in δF ). Then(
[(ηFw − Fuw)

∂2

∂u∂w̃
− (ηFw̃ + Fuw̃)

∂2

∂u∂w
− (η2F − Fuu)

∂2

∂w̃∂w
+ Fww̃

∂2

∂u2
]

+η[(ηFw − Fuw)
∂

∂w̃
+ η(ηFw̃ + Fuw̃)

∂

∂w
]
)
δF = Fww̃δF. (8.28)

This equation can be viewed more geometrically: let �Ω denote the wave operator

on an ASDV curved background given by Ω, let δΩ be the linearised solution to

the first heavenly equation and let WΩ be the kernel of �Ω. From Lemma (3.1) we

know that δΩ ∈ WΩ. Impose the additional constrain LKδΩ = ηδΩ. This implies

δΩ = eηtδF . This yields

0 = d ∗g d(eηtδF )

= eηt((η2(dt ∧ ∗gdt) + ηd ∗g dt)δF + ηdt ∧ ∗gdδF + ηdδF ∧ ∗gdt+ d ∗g dδF ).

But d ∗g dt = �Ωt = 0 and

dt ∧ ∗gdt = |dt|2νg =
1

4
Ωww̃z

−1/mz̃−1/m̃νg =
2

V
eηt+2ρvFww̃dt ∧ volh.

Therefore (8.28) is equivalent to

�ΩδF + η2|dt|2δF = 0.

It seems likely (although we have not proven it) that there exist a choice of m and

k which, in the appropriate gauge, reduces equation (8.27) down to (8.28).

Let WF be the space of solutions to (8.28) around a given solution F . We shall

construct a map R :WF −→WF . Recall that WΩ denotes the kernel of the curved

wave operator determined by the solution Ω to the first heavenly equation.
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Let φ ∈ WΩ. In Section 3.2 we constructed a recursion operator R :WΩ −→WΩ

given by (3.12), where in coordinates (w, w̃, t, u),

∇00′ =
m

2
eρt+m̃u

(
Fww̃

( ∂
∂t
− ∂

∂u

)
− (ηFw − Fuw)

∂

∂w̃

)
,

∇10′ =
1

4
e−ηt−2ρu

(
(ηFw̃ + Fuw̃)

( ∂
∂t
− ∂

∂u

)
− (η2F − Fuu)

∂

∂w̃

)
,

∇01′ =
∂

∂w
,

∇11′ =
1

2m
e−m(t+u)

( ∂
∂t

+
∂

∂u

)
.

To construct a reduced recursion operator we should be able to Lie derive (3.12)

along K. In order to do so we introduce an invariant spin frame

ôA
′
:= e−(1/2)ρtoA

′
, ι̂A

′
:= e(1/2)ρtιA

′
,

in which λ̃ = (πA′ ô
A′)/(πA′ ι̂

A′). Note that now ΓA′B′ 6= 0. Recursion relations are

e−ρt∇A0′(e
ηtRδF ) = ∇A1′e

ηtδF.

This yields the following result

Proposition 8.4 The map R :WF −→WF defined by

mem̃u(Fww̃(η − ∂u)− (ηFw − Fuw)∂w̃)RδF = 2∂wδF (8.29)

m̃em̃u((ηFw̃ + Fuw̃)(η − ∂u)− (η2F − Fuu)∂w̃)RδF = 2(η + ∂u)δF.

generates new elements of WF from the old ones.

By cross differentiating we verify that two equations in (8.29) are consistent as a

consequence of (8.6).

We start the recursion from two solutions (e−ηu, 2m̃
m+η

emu) to (8.28). Equations

(8.29) yield

e−ηu −→ −ηF + Fu
2m

−→ ...,
2m̃

m+ η
emu −→ Fw −→ ... .

Suppose that F = F (u,w, w̃,T) depends on three local coordinates on a complex

EW space and a sequence of parameters T = (T2, T3, ...). Put

∂F

∂Tn
:= Rn

( 2m̃

m+ η
emu
)
,
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so that T1 = w. The recursion relations R(∂TnF ) = ∂Tn+1F form an over-determined

system of equations which involve arbitrarily many independent variables, but initial

data can be specified freely only on a two dimensional surface. To look for solutions

to (8.6) invariant under some combination of hidden symmetries (‘finite gap’ type

solutions) assume that

n∑
i=1

ci
∂F

∂Ti
= 0,

m∑
j=1

bj
∂F

∂Tj
= 0.

for constants c1, ..., cn, b1, ..., bm. This would reduce (8.6) down to an ODE solvable

by the theta–function (see Section 11.1 for a relevant discussion).

8.8 Conformal reduction of the second heavenly

equation

In this section we shall look at a conformal reduction of the second heavenly equa-

tion. Let (w, z, x, y) be the coordinates on C4. Let Θ = Θ(x, y, w, z) satisfy the

second heavenly equation (3.6) and let K = z∂z + x∂x be a homothetic Killing vec-

tor LKg = g. This implies (after some work) that LKΘ = Θ. Put Θ = zA(w, y, t :=

x/z) which yields

AttAyy + A2
ty + Atw + Ay − tAty = 0. (8.30)

The metric (with exi = z) is

ds2 = 2eξ(dξdw + dtdw + dξdy + Attdξ
2 + Ayydw

2 − 2Atydwdξ).

Write the reduced equation as

dAt ∧ dAy ∧ dw + dAt ∧ dt ∧ dy + d(A− tAt) ∧ dw ∧ dt = 0.

Now eliminate t; Set B = B(u,w, y) = A− tu, u = At, t = −Bu which yields4

Byy +Buw +BuBuy −ByBuu = 0. (8.31)

4This equation is now known as the hyper-CR integrable system [95].
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8.9 Alternative formulations

Here we shall give an alternative formulation (due to K.P. Tod) of equation (8.6).

Define functions (V, S, S̃) by

4V := η2F − Fuu, 2S := ηFw − Fuw, 2S̃ := ηFw̃ + Fuw̃,

so equation (8.6) takes the form

V =
(−e2ρu + SS̃)η

Sw̃ + S̃w
, Su + ηS = 2Vw, −S̃u + ηS̃ = 2Vw̃. (8.32)

The hyper-Kähler metric is

ds2 = eηt(V (dt2 − du2) + V −1(SS̃ − e2ρu)dwdw̃ + S(dt− du)dw + S̃(dt+ du)dw̃

= ent(V −1h+ V (dt+ ω)2)

where

h := −e2ρudwdw̃ −
(
V du+

Sdw − S̃dw̃

2

)2

ω :=
Sdw + S̃dw̃

2V
.

The EW one form is

ν = 2ηω − 2ρe3

V
=
m̃(Sdw + V du) +m(S̃dw̃ − V du)

V
.

Euclidean reality conditions force S = −S̃ and V real. On the + + −− slice we

have S = S̃, or alternatively (on a different real slice) functions V, S, S̃ real and

independent. The orthonormal frame on the Euclidean slice is

e1 =
1

2
(eimvdw + e−imvdw), ∇1 = e−imv∂w + eimv∂w + i

Se−imv − Seimv

2V
∂v

e2 =
i

2
(e−imvdw − eimvdw), ∇2 = i(e−imv∂w − eimv∂w)− Se−imv + Seimv

2V
∂v

e3 = V dv − iSdw − Sdw

2
, ∇3 =

1

V
∂v.

The EW one form is

ν =
cosα(Sdw + Sdw) + i sinα(Sdw − Sdw − 2iV dv)

V

89



The three and four dimensional volume elements are:

volh =
i

2
V e−2v sinαdw ∧ dw ∧ dv, νg =

2

V
e2v sinα+2t cosαvolh ∧ dt.

Equations (8.32) can be rewritten in a compact form

de3 = ω ∧ e3 cosα +
cosα

V
e1 ∧ e2.
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Chapter 9

Einstein–Weyl equations as a
differential system on the spin
bundle

In this chapter we shall reformulate Einstein–Weyl equations in terms of a certain

two-form on the reduced correspondence space. Roughly speaking, if an Einstein–

Weyl space admits a solution of a generalised monopole equation, which yields four

dimensional ASD vacuum or Einstein metrics, then the four-dimensional correspon-

dence space FW =W × CP1 is equipped with a two-form Π which satisfies

dΠ = 0, Π ∧ Π = 0, (9.1)

where d is a full exterior derivative on FW . We shall establish this fact in the next

two sections. In Section 9.3 we shall find Einstein–Weyl structures corresponding to

solutions to the dispersion-less Kadomtsev–Petviashvili equation1.

9.1 Construction of the two form

Let K be a Killing vector on a general ASD conformal manifold (M, [g]), and let

Ξ = DπA′ ∧DπA
′ ∧ ν be a volume form on the non-projective primed spin bundle

SA
′
. Here DπA

′
:= dπA

′
+ ΓA

′B′πB′ is a pair of forms which annihilates horizontal

vectors. Define the two form on SA
′

Σ̃ := Ξ(L0, L1, K̃,Υ, ..., ...). (9.2)

1The results of this chapter have now appeared in [94]
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Here Υ = πA
′
/∂πA

′
is the Euler vector field on SA

′
, LA is the twistor distribution,

and K̃ is a Lie lift of K to SA
′
. From

LΥΣ̃ = 4Σ̃, Υ Σ̃ = 0

it follows that Σ̃ descends to F where it takes values in O(4). Note however that

dΣ̃ does not descend as

Υ dΣ̃ = LΥΣ̃ 6= 0.

Therefore to differentiate Σ̃ on F we either need a connection on O(4) or a nonzero

section of O(4) which could be used to dehomogenise Σ̃. The three-form dΣ̃ never-

theless makes sense on Λ3T ∗(SA
′
) and we have the following result:

Proposition 9.1 The two form Σ̃ defined by (9.2) satisfies

Σ̃ ∧ Σ̃ = 0, dΣ̃ = β ∧ Σ̃ LK̃Σ̃ = 0 (9.3)

for some one form β homogeneous of degree 0 in πA
′
.

Proof. From the definition of Σ̃ it follows that the integrable twistor distribution LA

belongs to the kernel of Σ̃. Therefore equations (9.3) are implied by the Frobenius

theorem C.2.

2

The one-form β is defined up to the addition of d(ln σ) where σ is a twistor function

homogeneous of degree 0.

The two-form (9.2) can be equivalently constructed from the twistor space. Let

T be a non-projective twistor space corresponding to (M, [g]), and let φ be a section

of the canonical bundle of T . Let K be the holomorphic vector field on T which

corresponds to the Killing vector K on M. Define

Σ̂ := φ(K,Υ, ..., ...), (9.4)

where Υ = πA
′
/∂πA

′
+ ωA/∂ωA is the homogeneity operator on T . The two-form

Σ̂ descends to PT where it takes its value in the dual canonical bundle K∗. Let

q : SA
′ −→ T be the standard factorisation by the twistor distribution. From

q∗φ = Ξ(L0, L1, ..., ...)
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it follows that q∗Σ̂ = Σ̃. By the Frobenius theorem (C.2) Σ̃ defines an integrable dis-

tribution on F . This is to be identified with a Lax pair for Einstein–Weyl equations.

The factor space of the reduced spin bundle by this distribution is the mini-twistor

space.

9.1.1 Hyper-Kähler case

Now assume that (M, g) is also vacuum. Consequently φA′B′ = const and the

spin bundle is equipped with a canonical divisor2 Q := πA′πB′φ
A′B′ ∈ O(2) which

descends to the reduced spin bundle3 (9.1). It is easy to prove that now

Σ̃ = πA′πB′πC′πD′φ
A′B′ΣC′D′ + πA′πB′πC′dπ

C′ ∧ (K ΣA′B′),

β =
4φA′B′π

A′dπB
′

πA′πB′φA
′B′

= d lnQ2. (9.5)

On the projective spin bundle F define

Π := Q−2Σ̃.

We have the following result:

Proposition 9.2 The two-form Π is well defined on the Einstein–Weyl correspon-

dence space FW . It satisfies

dΠ = 0, Π ∧ Π = 0, (9.6)

where d = dxi ⊗ ∂i + dλ̃ ⊗ ∂λ̃ is the exterior derivative on FW . Any two linearly

independent vectors LA′ such that LA′ S = 0 form a Lax pair for the EW equations.

Proof. To prove the closure use (9.3) and (9.5). The simplicity follows from Σ̃∧Σ̃ =

0. The form S descends to FW because K̃ dΠ = 0 and d(K̃ Π) = 0.

2

2We assume that φA′B′ 6= 0. If φA′B′ = 0 then K is triholomorphic and a section of O(2) which
descends to the reduced spin bundle is (ι · π)2 where ιA′ is any constant spinor.

3By the reduced spin bundle (correspondence space) we mean the space of orbits of K̃ in SA
′

(in F).
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Figure 9.1: Divisor on a mini-twistor space.

Again, the twistor construction of Π is much simpler. The twistor space fibres over

CP1 and so π ·dπ is well defined on PT . Let ξ ∈ O(4)⊗Λ3(T ∗PT ) be a holomorphic

volume form. Killing vectors on M correspond in the double fibration picture to

holomorphic volume preserving vector fields on PT

K = KA ∂

∂ωA
+KA′ ∂

∂πA′
.

Vector field K is obtained from K̃ by KA := K̃(ωA) and KA′ := φA
′

B′π
B′ + (η/2)πA

′

where φA
′

B′ is a symmetric spinor. In fact we have the following

Proposition 9.3 Let Σ be an O(2) valued symplectic form on the fibres of µ :

PT −→ CP1 and let K be a holomorphic volume preserving vector field on PT such

that LKΣ = ηΣ. Then K = p∗q
∗K is a conformal Killing vector on M.

Proof. We have

0 = LKξ = ηΣ ∧ π · dπ + Σ ∧ LK(π · dπ)

so LKπ · dπ = −ηπ · dπ which yields KA′ = φA
′

B′π
B′ + (η/2)πA

′
. The spinor φA

′

B′

is symmetric and homogeneous of degree 0 in πA
′
. It also doesn’t depend on ωA,
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therefore it is constant. Lift K to cal F and fix λ. From the assumption

0 = πA
′ ∂

∂ω(A
KB) = πA

′
πB
′ ∂

∂ω(A
KB)B′ = ∇(A′

(A K
B′)
B) .

Conversely CA′B′C′D′ = 0,Φab = 0 imply that φA′B′ = const and {K̃, LA} is an

integrable distribution so K̃ projects to a holomorphic vector yield on PT . The

condition ∇(A′

(A K
B′)
B) = 0 proves that LKΣ = ηΣ.

2

The two form

Π̂ :=
K ξ

K (π · dπ)
(9.7)

descends to the mini-twistor space Z. On Z it is closed and simple (as it is a two

form on a two-dimensional manifold). The two-form Π from Proposition 9.2 is a

pull back of Π̂ to FW .

9.1.2 ASD Einstein case

Consider the situation when (M, g) is ASD Einstein (Λ 6= 0). It turns out that in

this case we can also find a divisor to dehomogenise Σ̃ and the proposition (9.2)

holds. This can be best seen from the twistor construction.

Let PT E be a projective twistor space corresponding to solutions of ASD Einstein

equations. It is not fibred over CP1 but nevertheless it is equipped with a contact

structure τ ∈ Λ2(T ∗PT E)⊗O(2) such that [80]

τ ∧ dτ = Λξ.

Although τ ∧ dτ is defined on PT E, dτ is not as

Υ dτ = LΥτ = 2τ 6= 0.

Therefore we choose to work on the non-projective twistor space TE.

Lemma 9.4 If K is a Killing vector on an ASD Einstein manifold then the corre-

sponding holomorphic vector field on the non-projective twistor space is Hamiltonian

with respect to the symplectic structure dτ .

Proof. Define a section of O(2) by Q := K τ . We have dQ = LKτ − K dτ =

−K dτ as K is a symmetry.
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2

The pull back of Q to SA
′

is φA′B′π
A′πB

′
. The difference with the vacuum case is

that

∇AA′φB′C′ = −2

3
ΛεA′(B′KC′)A 6= 0.

The two form (9.4) is

Σ̂ = K (Λτ ∧ dτ) = Q2Λd(τ/Q),

so that Σ̂ ∧ τ = Qξ. The two form on F given by

Π = q∗
( Σ̂

Q2

)
satisfies equations (9.1). Therefore Einstein–Weyl metrics which come from ASD

Einstein and hyper-Kähler four manifolds give rise to the same structure on the

reduced spin bundle, which is in agreement with results of Przanowski [65] and Tod

[74].

9.2 Examples

We shall now illustrate the construction of Π and Proposition 9.2 with some exam-

ples. In the case of reductions from ASD vacuum we can work with the covariantly

constant spin frame (given by ΓA′B′ = 0), or with an invariant spin frame (charac-

terised by K = K̃). We shall compare these approaches. First assume that (M, g)

is C4 with a flat metric. The flat twistor distribution and the lifted symmetry are:

L0 = ∂w̃ − λ∂z, L1 = ∂z̃ − λ∂w, K̃ = z∂z − z̃∂z̃ + λ∂λ.

The volume form on F and the Gindikin two form are given by

Ξ = dλ∧dz∧dz̃∧dw∧dw̃, Σ(λ) = −λ2dw̃∧dz̃+λ(dw∧dw̃−dz∧dz̃) + dw∧dz.

• In the covariantly constant frame we introduce

2r := ln(zz̃), 2φ := ln(z/z̃), so that K̃ = ∂φ + λ∂λ.

In these coordinates

Σ(λ) = −λ2er−φdw̃∧(dr−dφ)+λ(dw∧dw̃+2e2rdr∧dφ)+er+φdw∧(dr+dφ)
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and

Π = λ−2Ξ(K̃, L0, L1, ..., ...)λ
−2(dλ ∧ (K Σ)− λΣ)

= er(dw ∧ dλ̃+ λ̃−2dw ∧ dλ̃+ λ̃dw̃ ∧ dr − λ̃−1dw ∧ dr)

+ 2λ̃−1e2rdr ∧ dλ̃− dw ∧ dw̃ (9.8)

where λ̃ = λe−φ is an invariant spectral parameter.

• In the invariant frame we use the coordinate system

(λ̃, s, r, w, w̃) defined by λ̃ = λe−φ, s = φ+ lnλ.

In these coordinates

Ξ = λ̃−1/2e2r+s/2dλ̃ ∧ ds ∧ dr ∧ dw ∧ dw̃,

K̃ = ∂s,

L0 = ∂w̃ − (1/2)λ̃e−r(∂r − λ̃∂λ̃), λ−1L1 = (1/2)λ̃−1e−r(∂r + λ̃∂λ̃)− ∂w.

This gives rise to

Π = (λ̃es)−1Ξ(∂s, L0, L1, ..., ...),

which agrees with the formula (9.8).

• The two form Π can be also obtained as a pull-back from PT .

Let (λ, µ0, µ1) be inhomogeneous coordinates on PT . On the spin bundle they

are given by

λ, µ1 = λw̃ + z, µ0 = λz̃ + w.

The holomorphic vector field on PT is K = µ0∂µ0 + λ∂λ. From (9.7) we have

Σ̃ = q∗(K (dλ ∧ dµ0 ∧ dµ1) = (µ0dλ− λdµ1) ∧ dµ1 = λ2dµ1 ∧ d(µ0/λ).

Thus

Π = λ−2Σ̃ = dµ1 ∧ d(µ0/λ) = dP ∧ dQ

where P = w̃ + λ̃−1er and Q = λ̃er + w are coordinates on mini-twistor

space pulled back to the reduced spin bundle. Foliate reduced F by planes

R = const, S = const where L0 = ∂R1 , L1 = ∂R2 . This defines 2D mini-twistor

space which is CP1 × CP1. This can be seen from the transition relations for

(P ,Q).
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Now analyse the curved case in the covariantly constant frame. Using the twistor

distribution (3.4) we find

Π = e−r(dw̃∧dλ̃+
1

λ̃2
dw∧dλ̃+ λ̃dw̃∧dr− 1

λ̃
dw∧dr)− ∂∂̃Ω− 1

2λ̃
dΩr ∧dλ̃, (9.9)

where

∂ := dw ⊗ ∂w +
1

2
dr ⊗ ∂r, ∂̃ := dw̃ ⊗ ∂w +

1

2
dr ⊗ ∂r.

It is obvious that dΠ = 0. The simplicity condition yields field equations:

Π ∧ Π = dr ∧ d ln λ̃ ∧ dw ∧ dw̃(4e2r + ΩrrΩww̃ − Ωrw̃Ωrw),

so

Ωrw̃Ωrw − ΩrrΩww̃ = 4e2r.

Put Ωr = J, Ωw̃ = q and make use of a hodograph transformation (8.15) to obtain

the SU(∞) Toda equation

rww̃ = 2e2r
JJ .

If we choose to work in the invariant frame:

λ̃ = λe−φ, s = 1/2ln(z/z̃) + lnλ,

then Π is obtained by the contraction of the rescaled volume form

λ−1Ξ = e2rdlnλ̃ ∧ ds ∧ dr ∧ dw ∧ dw̃

with ∂s together with the Lax pair for the SU(∞) Toda equation

L0 =
1

4
e−2r(Ωrw̃(∂r + λ̃∂λ̃)− Ωrr∂w̃)− λ̃

2
e−r(∂r − λ̃∂λ̃)

L1 = es/2
√
λ̃(
e−r

2λ̃
Ωww̃(∂r + λ̃∂λ̃)−

e−r

2λ̃
Ωwr∂w̃ − ∂w).

To finalise, we shall look at the most general reduction of ASD vacuum metric. The

two-form corresponding to the solution of equation (8.6) is

Π = dλ ∧ K Σ(λ)

Q2
− Σ(λ)

Q
(9.10)

= e−ηΛ((η − ρ)eρ(Λ+u)−ηudw̃ ∧ d(Λ− u) + (η + ρ)e−ρ(Λ−u)+ηudw ∧ d(Λ + u)

+ 2V dΛdu+ Sdw ∧ d(Λ− u)− S̃dw̃ ∧ d(Λ + u)− η−1(Sw̃ + S̃w)dw ∧ dw̃.
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Here Λ := ρ−1 ln λ̃ is an invariant spectral parameter. In the derivation we used a

covariantly constant spin frame.

Formulae (9.1) resemble Gindikin’s formulation (2.16) of ASD vacuum condition.

This motivates a practical method of constructing Π:

1. rewrite the two-form πA′πB′Σ
A′B′ in the coordinates in which K = ∂t,

2. replace all dts by dΛs for a suitably defined invariant spectral parameter Λ,

3. put

Π =
πA′πB′Σ

A′B′(dt→ dΛ)

Q
.

9.3 Einstein–Weyl spaces from the

dispersion-less Kadomtsev–Petviashvili equa-

tion

In this section we shall use Proposition 9.2 to construct Einstein–Weyl metrics out

of solutions to the dispersion-less Kadomtsev–Petviashvili (dKP) equation.

Following Krichever [42] define

Ω2 :=
λ2

2
+ u, Ω3 :=

λ3

3
+ λu+ w

for some u = u(x, y, t) and w = w(x, y, t). The two form

Π = dx ∧ dλ+ dy ∧ dΩ2 + dt ∧ dΩ3 (9.11)

is closed by its definition. It is also simple iff u and w satisfy

wx = uy, ut − uux = wy.

Eliminating w yields the dKP equation

(ut − uux)x = uyy. (9.12)

Therefore, by Proposition 9.2, it should correspond to some Einstein–Weyl geometry.

The simplicity gives rise to

[∂y +XΩ2 , ∂t +XΩ3 ] = 0
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where Xh stands for a vector field Hamiltonian with respect to dλ ∧ dx. Define a

triad of vectors

∇0′0′ := ∂x, ∇0′1′ := ∂y, ∇1′1′ := ∂t − u∂x

and introduce a Lax pair (which is a kernel of (9.11))

L0′ := ∇0′1′ − λ∇0′0′ + (∇0′0′u)∂λ, L1′ := ∇1′1′ − λ∇1′0′ + (∇1′0′u)∂λ,

or LA′ = πB
′∇A′B′ + (oB

′∇B′A′u)∂λ̃, which has the form (8.11). The dKP equation

is equivalent to

[L1′ , L0′ ] = −uxL0′ , or [L1′ − λL0′ , L0′ ] = 0.

The next proposition shows that we can find a one form ν such that ∇A′B′ is a

contravariant triad for an EW metric:

Proposition 9.5 Let u := u(x, y, t) be a solution of the dKP equation (9.12). Then

the metric and the one-form

h = dy2 − 4dxdt− 4udt2, ν = −4uxdt (9.13)

give an EW structure.

Proof. Let x1 := x, x2 := y, x3 := t. Define trace-free part of the Ricci tensor of

the Weyl connection

χij := Rij +
1

2
∇(iνj) +

1

4
νiνj −

1

3

(
R +

1

2
∇kνk +

1

4
νkνk

)
hij

Five (out of six) EW equations χij = 0 are satisfied identically by anzatz (9.13).

The equation χ33 = 0 is equivalent to (9.12). We also find W = uxx.

2
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Chapter 10

ASD vacuum metrics from soliton
equations

In this chapter we explain how to construct solutions to the anti-self-dual Einstein

vacuum equations from solutions of various two-dimensional integrable systems by

exploiting the fact that the Lax formulations of both systems can be embedded in

that of the anti-self-dual Yang–Mills equations. We illustrate this by constructing

explicit ASDV metrics on R2×Σ, where Σ is a homogeneous space for a real subgroup

of SL(2,C) associated with the two-dimensional system.

Ward [82] has observed that many integrable systems in two dimensions may

be obtained from the anti-self-dual Yang–Mills (ASDYM) equations reduced by

two translations. On the other hand Proposition 2.1 implies, that solutions of the

ASDYM equations with two translational symmetries and gauge group SDiff(Σ) for

some two-manifold Σ determine solutions of the ASDVE equations (see also [86]).

But SL(2,C) ∈SDiff(Σ), therefore the reduced SL(2,C) ASDYM will give rise to

ASDV metrics.

In the next section we review briefly the classification of two-dimensional inte-

grable systems arising from the SL(2,C) ASDYM equations. Section 10.2 is devoted

to the construction of normalised null tetrads and hence metrics on R2×Σ from the

ASDYM Lax pairs for the two-dimensional integrable systems. In the last section

we outline the twistor interpretation of the construction.

101



10.1 Anti-self-dual Yang-Mills and 2D integrable

systems

For the notation and conventions see Section 2.5. We shall consider the reality

conditions for real ultra-hyperbolic spaces, recovered by imposing w = x − y, z =

t+ v, w̃ = x+ y, z̃ = t− v. (Reality conditions for Euclidean space are recovered by

imposing w̃ = w̄ and z̃ = −z̄.) Solutions to (2.21–2.23) can be real for this choice

of signature.

We fix the gauge group to be SL(2,C) or one of its real subgroups. Conformal

reduction of the ASDYM equations involves the choice of the group H of conformal

isometries of M. We shall restrict ourselves to the simplest case and suppose that

a connection A is invariant under the flows of two independent translational Killing

vectors X and Y . These reductions are classified partially by the signature of the

metric restricted to two-plane spanned by the translations.

1) Nondegenerate cases (H1)

a) X = ∂w − ∂w̃, Y = ∂z − ∂z̃.

Aw =
1

4

(
φt −2cos(φ/2)

−2cos(φ/2) −φt

)
,

Aw̃ =
1

4

(
φt 2cos(φ/2)

2cos(φ/2) −φt

)
,

Az =
1

4

(
−φx −2sin(φ/2)

2sin(φ/2) φx

)
,

Az̃ =
1

4

(
−φx 2sin(φ/2)

−2sin(φ/2) φx

)
. (10.1)

The ASDYM equations are satisfied in ultra-hyperbolic signature if φxx+

φtt = sinφ; the elliptic sine-Gordon equation.

b) G = SU(2), X = ∂w, Y = ∂w̃.

Az̃ = 0, Aw = cosφ

(
0 i
i 0

)
+ sinφ

(
0 1
−1 0

)
,

Aw̃ =

(
0 i
i 0

)
, Az = 1/2(φv − φt)

(
i 0
0 −i

)
. (10.2)

The ASDYM equations in ultra-hyperbolic signature yield φtt − φvv =

4sinφ, the hyperbolic sine-Gordon equation.
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For details of these reductions, see [2]. Note also that if we reduce from

Euclidean signature we obtain Hitchin’s Higgs bundle equations (which can

also be represented as harmonic maps from R2 to SL(2,C)/G where G is

SU(2) or SU(1, 1)) [49].

2) Partially degenerate case (H2)

We consider ultra-hyperbolic signature with X = ∂w − ∂w̃ and Y = ∂z̃.

a)

Aw =

(
q 1
b −q

)
, Aw̃ = 0, 2Az =

(
bx −2qx
2w −bx

)
, Az̃ =

(
0 0
−1 0

)
,

(10.3)

where 4w = qxxx − 4qqx − 2qx
2 + 4q2qx and b = qx − q2. The ASDYM

equations (with the definition u = −qx) are equivalent to the Korteweg

de Vries equation 4uz = uxxx+12uux. The reduced Lax pair (2.20) yields

a zero curvature representation of KdV.

b)

Aw =

(
0 φ

∓φ 0

)
, Aw̃ = 0,

Az = i

(
| φ |2 ±φx
φx −| φ |2

)
, 2Az̃ = ±i

(
1 0
0 −1

)
. (10.4)

Here the upper (lower) sign corresponds to G = SU(2) (or SU(1, 1)). The

ASDYM become iφz = −φxx∓2| φ |2φ which is the nonlinear Schrödinger

equation with an attractive (respectively repulsive) self interaction [47].

10.2 Anti-self-dual metrics on principal bundles

We connect the anti-self-duality equations on a Yang-Mills field and those on a four-

dimensional metric by considering gauge potentials that take values in a Lie algebra

of vector fields on some manifold. Proposition 2.1 reveals one such connection:

∇AA′ =

(
Z̃ W

W̃ Z

)

and W, W̃ , Z and Z̃ are generators of the group of volume-preserving (holomorphic)

diffeomorphisms of (M, ν). We make the identification: W = Dw, W̃ = Dw̃, Z =
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Dz, Z̃ = Dz̃. By comparing (2.11) with (2.20), we see that the half flat equation

is a reduction of the ASDYM with this gauge group by translations along the four

coordinate vectors ∂w, ∂w̃, ∂z, ∂z̃.

In order to understand the relationship with two-dimensional integrable systems,

we look at this in a slightly different way. Let (Σ, ΩΣ) be a two-dimensional sym-

plectic manifold and let SDiff(Σ) be the group of canonical transformations of Σ.

Consider the ASDYM equations with the gauge group G, where G is the subgroup

of SDiff(Σ). We can represent the components of the connection form of D by

Hamiltonian vector fields and hence by Hamiltonians on Σ depending also on the

coordinates on M:

W = ∂w −XHw , W̃ = ∂w̃ −XHw̃ , Z = ∂z −XHz , Z̃ = ∂z̃ −XHz̃ (10.5)

where XHµ denotes the Hamiltonian vector field corresponding to Aµ with Hamil-

tonian Hµ.

Now we suppose that D is invariant under two translations. The reduced Lax

pair will then descend to R2 × Σ and give rise to a half flat metric. This requires

that the gauge group is a subgroup of the canonical transformations of Σ. Although

it has been observed that SDiff(Σ) ≈ SL(∞), it seems that SL(n,C) is a subgroup

of such defined SL(∞) only for n = 2. In this case we can take the linear action

of SL(2,R) on R2 or a Möbius action of SU(2) and SU(1, 1) on CP1 or D (the

Poincaré disc) respectively. We shall restrict ourselves to real vector fields, which

will imply that our ASDV metrics will have ultra-hyperbolic signature (Euclidean

examples can also be obtained in a similar way).

To be more explicit we write down the Hamiltonian1 corresponding to the matrix

Aµ =

(
a b
c −a

)
∈ LSL(2,C).

In the three cases we have

Σ = R2, ΩΣ = dm ∧ dn, Hµ = (
bn2

2
+ amn− cm2

2
), (10.6)

Σ = CP1, ΩΣ =
idξ ∧ dξ

(1 + ξξ)
2 , Hµ = −iξb− ξb+ 2a

1 + ξξ
, (10.7)

1We only require the representation of Aµ by volume-preserving vector fields on Σ; Hamiltonians
are defined up to the addition of a function of the (residual) space variables, but different choices
of such functions do not change the metric.
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Σ = D, ΩΣ =
idξ ∧ dξ

(1− ξξ)2 , Hµ = −iξb− ξb− 2a

1− ξξ
. (10.8)

The covariant metric is conveniently expressed in terms of the dual frame (see Propo-

sition 2.1)

g = 2f 2(eW � eW̃ − eZ � eZ̃), (10.9)

where

eW = f−2ν(..., W̃ , Z, Z̃) , eW̃ = f−2ν(W, ..., Z, Z̃)

eZ = f−2ν(W, W̃ , ..., Z̃) , eZ = f−2ν(W, W̃ , Z, ...). (10.10)

Self-dual two-forms on M are

α = f 2eW ∧ eZ , ω = f 2(eW ∧ eW̃ − eZ ∧ eZ̃), α̃ = f 2eW̃ ∧ eZ̃ . (10.11)

The metric and two-forms obtained after the two-dimensional reductions of ASDYM

are as follows: (i) H1 (X = ∂w, Y = ∂w̃), ν = dz ∧ dz̃ ∧ ΩΣ

f 2 = ν(W, W̃ , Z, Z̃) = ΩΣ(W, W̃ ) = {Hw, Hw̃} = Fww̃. (10.12)

In the last formula Fww̃ is a function rather then a matrix. This follows from the

identification (via (10.6)-(10.8)) of 2× 2 matrices in the Lie algebra of SL(2,C) and

Hamiltonians. Let dΣ stand for the exterior derivative on Σ.

eW = f−2(ΩΣ(W̃ , Z)dz + ΩΣ(W̃ , Z̃)dz̃ + ΩΣ(..., W̃ ))

= f−2({Hw̃, Hz}dz + {Hw̃, Hz̃}dz̃ − dΣHw̃)

eW̃ = f−2({Hw, Hz}dz − {Hw, Hz̃}dz̃ + dΣHw)

eZ = dz (10.13)

eZ̃ = dz̃

Σ1′1′ = −{Hw̃, Hz̃}dz ∧ dz̃ − dΣHw̃ ∧ dz

Σ0′1′ = ({Hz, Hz̃} − {Hw, Hw̃})dz ∧ dz̃ + ΩΣ + dΣHz ∧ dz + dΣHz̃ ∧ dz̃

Σ0′0′ = {Hw, Hz}dz ∧ dz̃ + dΣHw ∧ dz̃.

The gauge freedom is used to set Az̃ (and hence Hz̃) to 0.

ds2 =
2

{Hw, Hw̃}

(
− ({Hw̃, Hz}{Hw, Hz})dz2 − {Hw, Hw̃}2dzdz̃
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−(∂ξHw∂ξHw̃)dξ2 − (∂ξHw∂ξHw̃)dξ
2 − ((∂ξHw̃∂ξHw) + (∂ξHw̃∂ξHw))dξdξ

+(∂ξHw̃{Hw, Hz}+∂ξHw{Hw̃, Hz})dzdξ+(∂ξHw̃{Hw, Hz}+∂ξHw{Hw̃, Hz})dzdξ
)
.

(ii) H2, (X = ∂w − ∂w̃, Y = ∂z̃), ν = dx ∧ dz ∧ ΩΣ,

f 2 = {Hw −Hw̃, Hz̃} = Fwz̃, (10.14)

eW = f−2({Hz̃, Hw̃}dx+ {Hz̃, Hz}dz − dΣHz̃)

eW̃ = f−2(−{Hz̃, Hw}dx− {Hz̃, Hz}dz + dΣHz̃)

eZ = dz (10.15)

eZ̃ = f−2({Hw, Hw̃}dx+ {Hw −Hw̃, Hz}dz − dΣ(Hw −Hw̃))

Σ1′1′ = {Hz̃, Hw̃}dx ∧ dz + dΣHz̃ ∧ dz

Σ0′1′ = ({Hw, Hz} − {Hw̃, Hz̃})dx ∧ dz + dΣHz̃ ∧ dx− dΣ(Hw −Hw̃) ∧ dz

Σ0′0′ = {Hw, Hz}dx ∧ dz + ΩΣ + dΣHw ∧ dx− dΣHz ∧ dz.

We can perform a further gauge transformation to set Hw̃ = 0 in which case

ds2 = −2
(({Hz̃, Hz}2

{Hw, Hz̃}
+ {Hw, Hz}

)
dz2 − (∂ξHz̃)

2

{Hw, Hz̃}
dξ2 −

(∂ξHz̃)
2

{Hw, Hz̃}
dξ

2

+

(
∂ξHw + 2

{Hz̃, Hz}
{Hw, Hz̃}

∂ξHz̃

)
dz dξ +

(
∂ξHw + 2

{Hz̃, Hz}
{Hw, Hz̃}

∂ξHz̃

)
dzdξ

−
2∂ξHz̃∂ξHz̃

{Hw, Hz̃}
dξdξ + {Hz̃, Hz}dxdz − ∂ξHz̃dxdξ − ∂ξHz̃dxdξ

)
.

Reductions byX = ∂w, Y = ∂z are not considered because the resulting metric turns

out to be degenerate everywhere as a direct consequence of the ASDYM equations.

Equation (2.21) becomes now [XHw , XHz ] = 0 which, in the case of finite dimensional

sub-algebras of LSDiff(Σ), implies linear dependence of XHw and XHz .

The construction naturally applies to complex four-manifolds. We start from

the ASDYM equations on C4 with gauge group SL(2,C). Then we perform one of

the possible reductions to C2. Let Σ2
C be a two-dimensional complex manifold, for

example CP1 × CP1∗. SL(2,C) acts on one Riemann sphere by a Möbius transfor-

mation, and the other by the inverse:

(ξ, ξ̃) −→

(
Aξ +B

Cξ +D
,
Dξ̃ − C
−Bξ̃ + A

)
.
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Here ξ and ξ̃ are independent complex coordinates on CP1 and CP1∗. The action

preserves the symplectic form ΩΣC = (1 + ξξ̃)−2(dξ∧dξ̃) defined on the complement

of 1 + ξξ̃ = 0. All results of this section may be extended to the complex case by

replacing ξ by the independent coordinate ξ̃.

10.2.1 Solitonic metrics

We can now establish the connection between the integrable systems reviewed in

Section 10.1 and anti-self-dual vacuum metrics. We do so by expressing the Hamilto-

nians above in terms of solutions to various soliton equations. From a given solution

of a two-dimensional nonlinear equation we can generate a null tetrad (10.10).

1) NlS

W = ∂x + (φξ2 + φ)∂ξ + (φξ
2

+ φ)∂ξ

W̃ = ∂x

Z̃ = −iξ∂ξ + iξ∂ξ

Z = ∂z + i(−φxξ2 + 2| φ |2ξ + φx)∂ξ − i(−φxξ
2

+ 2| φ |2ξ + φx)∂ξ

f 2 =
2Re(ξφ)

1 + | ξ |2

2) KdV

W = ∂x + (qm+ n)∂m + (bm− qn)∂n

W̃ = ∂x

Z̃ = m∂n

Z = ∂z + (
bx
2
m− qxn)∂m + (wm− bx

2
n)∂n

f 2 = −m(q +mn)

where b = qx − q2 and 4w = qxxx − 4qqxx − 2qx
2 + 4q2qx.

3) SG; elliptic case.

W = ∂x +
1

4
(φtm− 2 cos(φ/2)n)∂m +

1

4
(−φtn− 2 cos(φ/2)m)∂n

W̃ = ∂x +
1

4
(φtm+ 2 cos(φ/2)n)∂m +

1

4
(−φtn+ 2 cos(φ/2)m)∂n
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Z̃ = ∂t +
1

4
(−φxm− 2 sin (φ/2)n)∂m +

1

4
(φxn− 2 sin (φ/2)m)∂n

Z = ∂t +
1

4
(−φxm+ 2 sin (φ/2)n)∂m +

1

4
(φxn+ 2 sin (φ/2)m)∂n

f 2 = (sinφ)mn

4) SG; hyperbolic case

W = (−iξ2e−iφ + ieiφ)∂ξ + (iξ
2
eiφ − ie−iφ)∂ξ

W̃ = (−iξ2 + i)∂ξ + (iξ
2 − i)∂ξ

Z̃ = ∂z̃

Z = ∂z − i(∂z̃φ)ξ∂ξ + i(∂z̃φ)ξ∂ξ

f 2 =
4 sinφ(| ξ |2 − 1)

| ξ |2 + 1
.

Put dAξ = dξ + iξ∂z̃φ dz. Then we have

ds2 =
2

1 + ξξ

(
[(1− ξ2

)2 cotφ+ i(1− ξ4
)]dAξ ⊗ dAξ + 2 sinφ dz ⊗ dz̃

+(cotφ(1− ξ2
)(1− ξ2) + i[(1 + ξ

2
)(1− ξ2) (10.16)

−(1− ξ2
)(1 + ξ2)])dAξ ⊗ dAξ + [(1− ξ2)2 cotφ− i(1− ξ4)]dAξ ⊗ dAξ

)
.

If one takes a solution describing the interaction of a half kink and a half anti-kink

(two topological solitons travelling in z − z̃ direction and increasing from 0 to π as

z + z̃ goes from −∞ to ∞) then the singularity in sinφ = 0 may be absorbed by a

conformal transformation of z + z̃ [15].

From the Yang-Mills point of view, the solutions that we have obtained are

metrics on the total space of E , the Σ-bundle associated to the Yang-Mills bundle.

Therefore it is of interest to consider the effect of gauge transformations. First notice

that diffeomorphisms of R2 × Σ given by

xa −→ xa + εXF (xa) (10.17)

yield Hµ −→ Hµ + ε({Hµ, F} + ∂µF ) which is an infinitesimal form of the full

gauge transformation (2.19). Here µ is an index on M, whereas a is an index

on M = R2 × Σ. The vector field XF is Hamiltonian with respect to ΩΣ, with

Hamiltonian F = F (xa).

If (10.17) preserves the Kähler structure of Σ then Hµ transforms under (a real

form of) SL(2,C) and therefore our construction remains ‘invariant’.
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10.2.2 The twistor correspondence

To finish, we explain how our construction ties in with the twistor correspondences

for the anti-self-duality equations. We consider only the complex case of the ASDYM

equations with two commuting symmetries X, Y . The SL(2,C) ASDYM connec-

tion defines, by the Ward construction [78], a holomorphic vector bundle over the

(non-deformed) twistor space, EW → P . It is convenient2 to use the bundle E5
W -

associated to EW by the representation of SL(2,C) as holomorphic canonical trans-

formations of the complex symplectic manifold Σ2
C.

On the other hand, the ASD vacuum metric corresponds to a deformed twistor

space PM, [56]. In this chapter we have explained how the quotient of E by lifts of

X, Y is, by theorem (2.1), equipped with a half-flat metric . To give a more complete

picture we can obtain the deformed twistor space directly from E5
W and show that

this is the twistor space of M. Consider the following chain of correspondences:

E5
W F E FM

↙ ↘↙ ↘↙ ↘↙ ↘
PM P C4 M PM

Here F and FM are the standard projective spin bundles fibred over C4 and M
respectively. The space F7

E , the pullback of the spin bundle F to the total space of

the bundle E , fibres over all the spaces in the above diagram. Taking the quotient by

lifts of X, Y we project F7
E to FM. Taking the quotient by the twistor distribution,

F7
E also projects to the Ward bundle E5

W . By definition it projects to E and it could

equivalently have been defined as the pullback of E to F . The compatibility of these

projections is a consequence of the commutativity of the diagram

CP 1 × C4 × Σ2
C = F7

E
(X,Y )−→ F5

My y (10.18)

E5
W

(X,Y )−→ PM.

which follows from the integrability the the distribution spanned by (lifts of)

X, Y, L0, L1,

2The diagram (10.18) describes also the general case of G = SDiff(Σ2
C). For this we work

with E5W rather than the principal Ward bundle, since the latter has infinite-dimensional fibres.
The notation is such that the upper index of a space stands for the complex dimension of that
space.
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and from the fact that (X, Y ) commute with (L0, L1).

10.2.3 Global issues

In order to obtain a compact space one might attempt the following:

• choose the gauge group to be SU(2) so that the fibre space is compact, and

• Compactify R2 after the reduction.

We restrict the rate of decay of Aµ by the requirement that Aµ should be smoothly

extendible to S2 in the split signature case. Other possibilities are to restrict to the

class of rapidly decreasing soliton solution of corresponding integrable equation. If

we have reduced from a Euclidean signature solution to the ASDYM equations, then

it is more natural to compactify R2 in such a way as to obtain a Riemann surface of

genus greater than one as it is only for such a compactifications that one can have

existence of nontrivial solutions, [32].

However, we still have singularities in the metrics corresponding to (10.13) and

(10.15), even if we can eliminate those from the Yang-Mills connection. We are

left with singularities associated with sets on which the tetrad becomes linearly

dependent. This reduces to the proportionality (or vanishing) of the Higgs fields

on Σ, which generically occurs on a real co-dimension one subset of each fibre (and

hence co-dimension one in the total space). In the above formulae this set is given

by the vanishing of f . The ASD Weyl curvature CABCD blows up as f goes to zero.

Calculation of curvature invariants show that these lead to genuine singularities that

cannot be eliminated by a change of frame or coordinates. For example

CABCDC
ABCD =

3∑
i=−3

Cif
2i,

where Ci = Ci(x
a) are generally non-vanishing regular functions on M, which ex-

plicitly depend on Yang-Mills curvature Fµν and (derivatives of) Hamiltonians (10.6-

10.8). Those singularities appear (for purely topological reasons) because each vector

in the tetrad (W, W̃ , Z, Z̃) has at least one zero, when restricted to Σ = S2.

One can also obtain Euclidean metrics as above by using reductions of the AS-

DYM equations from Euclidean space, but we will still be unable to avoid these

same co-dimension one singularities.
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10.2.4 Other reductions

We have focused on the familiar 1 + 1 soliton equations. However, it is clear from

the discussion of Section 10.2 that the construction will extend to any symmetry

reduction of the ASDYM equations to systems in two dimensions with gauge group

contained in SL(2,C), in particular when the symmetry imposed consists of two

translations as for the Euclidean signature examples mention previously. However,

one can also use the same device to embed examples using any other two-dimensional

symmetry subgroup of the conformal group. In particular, with cylindrical sym-

metry, one obtains the Ernst equations (the two symmetry reduction of the full,

four-dimensional Einstein vacuum equations) and this can similarly be embedded

into the anti-self-dual (but not vacuum) equations.
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Chapter 11

Outlook

In this chapter we shall briefly discuss some open research problems which are related

to what has been said in this thesis.

11.1 Towards finite gap solutions in twistor the-

ory

This section motivates the study of solutions to heavenly equations which are in-

variant under some hidden symmetries1. This should lead to a large class of ASD

vacuum metrics analogous to the celebrated ‘finite gap’ solutions in the soliton the-

ory [52].

Let us give a simple example of an analogous construction for the first heavenly

equation (3.2). Let φn = ∂tnΩ be a linearisation of the first heavenly equation. The

recursion relations (3.12) are

(Ωww̃∂z̃ − Ωwz̃∂w̃)∂tn+1Ω = ∂w∂tnΩ, (Ωzw̃∂z̃ − Ωzz̃∂w̃)∂tn+1Ω = ∂z∂tnΩ.

We have R : z −→ Ωw = ∂t1Ω. Look for solutions to (3.2) with an additional

constraint ∂t2Ω = 0. The recursion relations imply Ωwz = Ωww = 0, therefore

Ω(w, z, w̃, z̃) = wq(w̃, z̃) + P (z, w̃, z̃).

The heavenly equation yields dq ∧ dP ∧ dz = dz̃ ∧ dw̃ ∧ dz. With the definition

∂zP = p the metric is

ds2 = 2dwdq + 2dzdp+ fdz2,

1This project has now been completed - see [92].
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where f = −2Pzz. We adopt (w, z, q, p) as a new coordinate system. Heavenly

equations imply that f = f(q, z) is an arbitrary function of two variables. The

metric is of non-expanding type N . This simple solution does not admit a conformal

symmetry of the form (8.2), so nontrivial reductions of Einstein–Weyl metrics will

require combinations of hidden symmetries.

It would be enlightening to develop the framework for the finite gap solutions,

in twistor theory. We should study both ASDYM and heavenly hierarchies.

Imposing three independent hidden symmetries on the twistor space should lead

to solutions of ASDYM/ASDVE expressible by θ-functions. Some solutions of this

type are implicitly given in Chapter 10 where we expressed ASD metrics in terms

of KdV potentials.

One approach could be based on the generalisation of [77]. One could look at

twistor spaces which have a globally defined twistor function homogeneous of degree

n+1. This would imply that the metric admits a Killing spinor ( see example (7.20)).

The canonical forms of patching functions should be derived to give explicit ASD

solutions.

11.2 Einstein–Weyl hierarchies

and dispersion-less integrable models

Equations (9.1) are closely related to Krichever’s formulation [41] of the Whitham

hierarchies. Here we shall discuss a possible relationship between Einstein–Weyl

geometry, twistor theory and Whitham equations.

Let Z be a complex surface and let l ⊂ Z be rational curve with a normal

bundle O(2n). By the Kodaira theorem (A.4) the moduli space V of l is 2n + 1

dimensional. The 2n + 2 correspondence space FV := V × CP1 is equipped with a

2n dimensional distribution LA′1....A′n ∈ Γ(DV ⊗ O(1) × C2n. The existence of this

distribution follows (using arguments from the proof of Proposition (??)) from the

double-fibration picture

V p←− FV
q−→ Z,

together with the sequence

0 −→ DV −→ C2n+1 −→ O(2n) −→ 0.
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It is ‘reasonable’ to treat Z as a twistor space of the Einstein–Weyl hierarchy;

this terminology should be justified by a closer study of symmetries and recursion

relations associated to EW equations.

We shall restrict ourselves to surfaces Z which arise as factor spaces of the

twistor spaces corresponding to heavenly hierarchies. In the following lemma we

shall develop the analogy of the Jones and Tod’s factoring construction.

Lemma 11.1 Let K be a holomorphic volume preserving vector field on a twistor

space PT from Proposition (??) such that LKΣ = ηΣ, for η = const. Then

• K = p∗q
∗K is a ‘para-conformal Killing vector’ on N , i.e.

∇(A′1...A
′
n

(A K
B′1...B

′
n)

B) = 0. (11.1)

• The factor space Z := PT /K is a complex surface with a 2n+ 1 dimensional

family of rational curves with self-intersection number 2n.

Proof. The proof of a) goes along the lines of the proof of Lemma (9.3). To

prove b) choose a rational curve l in PT on which K does not vanish. The vector

field K defines a trivial sub-bundle of the normal bundle O(n) ⊕ O(n) to the line

l. The normal bundle of the image of l in Z is O(2n). The Kodaira theorem A.4

implies the existence of (2n+1)–dimensional family of such curves2. The projection

µ : PT −→ CP1 equips Z with a divisor

Q = K π · dπ ∈ O(2). (11.2)

In the special case Q ≡ 0, surface Z is fibred over CP1.

2

Let ξ be a holomorphic volume form on PT . Define a line bundle valued two form

on the correspondence space F by

Σ̃ = q∗(K ξ) ∈ Λ2(F)⊗O(2n+ 2).

This two form descends to the reduced correspondence space FV . Assume that

Q 6= 0. In this case we can ‘dehomogenise’ Σ̃ to give a closed and simple two form:

2If n = 3 then the mini-twistor space will have O(6) rational curves, and the moduli space C7

could have a G2 structure.
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Proposition 11.2 Let Π := Q−2nΣ̃ ∈ Λ2FV be a two form on a 2n+2 dimensional

space FV . Then

dΠ = 0, Π ∧ Π = 0. (11.3)

Proof. The two-form Π descends to Z where equations (11.3) are satisfied trivially.

2

Formulae (11.2) are central to the Krichever description of the Whitham hierar-

chy [41, 42]. To make a closer analogy with his approach, we should identify the

coordinates on V with ‘slow’ time variables tAi coupled to meromorphic differen-

tials ΩAi of the finite-gap construction, and λ with a coordinate on a holomorphic

curve Γg. Krichever constructs (see [42] for notation) a potential S(λ, tAi) such that

ΩAi = ∂AiS. In the genus 0 case

F :=

∫
Γ

d̄S ∧ dS

is the prepotential for the Frobenius manifolds [13]. It should be possible to give

interpretation of this formula in terms of the geometry of PT , which should allow a

twistor construction of Frobenius Manifolds. To understand the general Whitham

hierarchies one would have to extend the twistor theory to the case when F = N×Γg.

11.3 Other ASD hierarchies

It is natural to ask whether twistor methods used in Chapter 3 to construct ASDVE

hierarchy could be applied to other hierarchies associated with ASD geometries.

Below we discuss two cases which we think can be treated by similar methods.

11.3.1 Hyper-complex hierarchies

Studying the linearised hyper-complex equation (7.14) should result in a recursion

procedure analogous to (3.12). The consistency conditions for the recursion relations

will demand solvability of a linear system LAis = 0, where

LAi =
∂

∂xAi
− λ
( ∂

∂xAi+1
+
∂ΘB

∂xAi
∂

∂xB

)
. (11.4)
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The condition [LAi, LBj] = 0 gives rise to the hyper-complex hierarchy

∂2ΘC

∂xAi+1∂xBj
− ∂2ΘC

∂xBj+1∂xAi
+
∂ΘD

∂xAi
∂2ΘC

∂xBj∂xD
− ∂ΘD

∂xBj
∂2ΘC

∂xAi∂xD
= 0. (11.5)

If ΘC = ∂Θ/∂xC , then the flows (11.5) are derivatives of flows (??) of the heavenly

hierarchy constructed in Chapter 3. The combination of Propositions 7.2 and ??

should lead to a twistor description of hyper-complex hierarchies by the following:

Conjecture 11.3 Let PT be a three-dimensional complex manifold with the follow-

ing structures:

1) a projection µ : PT −→ CP 1,

2) a 2(n+ 1)-dimensional family of sections with normal bundle O(n)⊕O(n),

and let N be the moduli space of sections from (2). Then

a) There exist two function ΘC : N −→ C which (with the appropriate choice of

the coordinates) satisfy the set of equations (11.5).

b) The correspondence space F = N × CP1 is equipped with the 2n-dimensional

distribution D ⊂ T (N × CP1) which, as a bundle on F , has an identification

with O(−1)⊗C2n so that the linear system can be written as (11.4) Equations

em(11.5) are equivalent to [LAi, LBj] = 0.

It is expected that the transition functions for the line bundle K∗⊗O(−2n−2) will

play an important role in the proof.

11.3.2 ASD Einstein hierarchies

The vanishing of the cosmological constant underlies the original nonlinear graviton

construction. The ASD Einstein metrics with Λ 6= 0 have a natural twistor con-

struction [80] where the extra information about a scalar curvature is encoded into

a contact structure on PT . On the other hand Przanowski [64] reduced Λ 6= 0 case

to the single second order PDE for one scalar function u(w, w̃, z, z̃)

uww̃uzz̃ − uwz̃uzw̃ − (2uww̃ + uwuw̃)e−u = 0. (11.6)
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This equation could be a starting point from construction of ASD Einstein hierarchy.

This is because the linearisations of (11.6) satisfy

(�g + 4Λ)δu = 0

and the recursion relations (3.12) are still valid. It should be possible to derive

Przanowski’s result from the structure of a curved twistor space. In the above cases

rational curves in PT have normal bundle N = O(1) ⊕ O(1). We expect that

replacing N by O(n)⊕O(n) should lead to some generalisations of Proposition ??.

11.4 Real Einstein–Maxwell metrics

The operation of taking ‘real parts’ of complex vacuum metrics does not usually

lead to real solutions of the Einstein equations. There are few effective constructions

[67, 63] which use superpositions of half-flat metrics to produce Lorentzian Ricci flat

metrics. The geometric interpretation is, however, obscure. It should be possible

to clarify the geometric meaning of these procedures. In the next few lines we

shall propose a construction of Lorentzian solutions of the Einstein–Maxwell (EM)

equations by superposing holomorphic hyper-Hermitian metrics.

Let ΘA be a pair of complex valued functions on M which satisfy (7.14). The

ASD tetrad and the Lee form (which is now treated as the ASD Maxwell potential)

are

eAA
′

= (εABε
A′
B′ − oA

′
oB′o

C′∇BC′Θ
A)dxBB

′
:= eAA

′

BB′dx
BB′ , (11.7)

A = oA′oB′oC′e
AA′(∇A

B′∇BC′ΘB).

Robinson’s construction [67] motivates pulling back eAA
′

to a real four manifold by

xAA
′ −→ yAA

′
. It is hoped that the Hermitian matrix valued one form

ωAA
′
= eAC

′

CB′ ē
A′C
BC′dy

BB′ (11.8)

with the one form A := i(A− Ā) are conformal to a solution of the full EM system

on a Lorentzian four-manifold.

First this conjecture may be tested by taking a simple solution to equation (7.14)

(ie. a known hyper–Hermitian metric) and looking for a corresponding real solution

(11.8). Further work might involve substitution of (ωAA
′
,A) defined above into the
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conformal EM equation. The constraints yielded for ΘA would follow naturally if the

conformal EM equation could be reformulated in terms of the Sparling three form.

We might gain a deeper understanding through a search for additional structures on

a twistor space corresponding to hyper-Hermitian four-manifolds. These structures

might shed some light on the procedure of taking the real section, and applying

the nonlinear superposition rule given above. It is possible that the structures are

related to those of Penrose [59].

11.5 Large n limits of ODEs and Einstein–Weyl

structures

It is known [88] that equations describing four-dimensional hyper-Kähler metrics

with rotational or translational symmetry arise as ‘large n limits’ of certain ODEs

associated to Lie algebras SU(n). It would be very interesting to find an ODE

which, in the limiting case, yields equations (8.6) or (8.13). We claim that various

Callogero models and a Darboux-Halphen equation are interesting systems of ODEs

to investigate. Let Y be a two dimensional complex manifold. Explicit Einstein–

Weyl structures on Y × R should be determined by solutions to ODEs with G =

SL(2,C) ⊂ SL(∞). This construction should have a twistor counter-part.

It would also be interesting to look at the case of a general Killing vector tak-

ing the equation (7.14) as a starting point. One might also consider reduction of

real slices with (+ + −−) signature to obtain an ‘evolution’ form of Einstein-Weyl

equations for metrics of signature (+−−).

11.6 Computer methods in Twistor Theory

Many aspects of twistor theory which were used in this thesis were to some ex-

tent algorithmic. Computer programs should be written (in MATHEMATICA or

MAPLE) which simplify some calculations. In particular, checking the integrability

of twistor distributions, reducing Lax pairs and classifying Lie point symmetries on

the twistor space can and should be computerised. Some examples of programs used

in this work are listed in Appendix D.
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Appendix A

Complex Analysis

Let πA′ = (π0′ , π1′) be coordinates on C2. Remove πA′ = 0 and use πA′ as homoge-

neous coordinates on CP1. We shall also use the affine coordinate λ = π0′/π1′ .

Theorem A.1 (Hartog) Holomorphic functions on C2− 0 extend to holomorphic

functions on C2.

Therefore functions on CP1 are polynomials

f = fA′B′...C′π
A′πB

′
...πC

′
.

In particular, holomorphic functions homogeneous of degree 0 are constant (Liouville

theorem). This will be used to define fields by formulae (B.2, B.3).

For each λ ∈ CP1 there exists a one dimensional subspace of Lλ ⊂ C2, consisting

of points (π0′ , π1′) ∈ C2 for which π0′/π1′ = λ. As λ varies Lλ form the tautological

line bundle over CP1. This bundle is called O(−1). Let O(n) be the dual nth tensor

power of O(−1). The O(n) transition function is λ−n. Its sections are given by

functions homogeneous of degree n in a sense that

f(ξπA′) = ξnf(πA′).

The space of these sections is

H0(CP 1,O(n)) =

{
0 for n < 0
Cn+1 for n ≥ 0.

(A.1)

Let Σ be a compact Riemann surface, and let K = T ∗Σ be a canonical bundle

of Σ. The genus of Σ is equal to the dimension of H0(Σ, K).
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Theorem A.2 (Serre) If L is a line bundle over Σ then

H1(Σ,O(L)) = H0(Σ,O(K ⊗ L∗))∗.

Let Σ = CP1. From the transition relations it follows that K = O(−2). There are

no non-zero sections of K. Let π ·dπ be the section of K⊗O(2) . The Serre duality

can be rephrased as follows: let L = O(n), and let

F = FA′1...A
′
nπA′1 ...πA′n ∈ H

0(Σ,O(n)).

Let G ∈ H1(Σ, O(−2)⊗O(−n)). Define the scalar product

(F,G) =
1

2πi

∮
Γ

FGπ · dπ = GA′1...A
′
n
FA′1...A

′
n .

The integrand is homogeneous of degree 0 and the result of integration depends only

on the cohomology class of G. Here

GA′1...A
′
n

=
1

2πi

∮
Γ

πA′1 ...πA′nGπ · dπ.

Therefore integral formulae for the negative helicity fields are concrete realisations

of the Serre duality A.2.

H1(CP 1,O(−n)) =

{
0 for n < 2
Cn−1 for n ≥ 2.

(A.2)

The classification of holomorphic vector bundles over CP1 is given by the following:

Theorem A.3 (Grothendieck) Let E −→ CP1 be a rank m holomorphic vector

bundle. Then

E = O(k1)⊕ ...⊕O(km),

where (k1, ...km) ∈ Zm.

Therefore a section of E is of the form

s = (Ψ1
A′1...A

′
k1

πA
′
1 ...πA

′
k1 , ...,Ψm

A′1...A
′
km
πA
′
1 ...πA

′
km ).

The following result of Kodaira underlies the twistor approach to curved geome-

tries. Let Z be a complex manifold of dimension d + r. A pair (Y,M) is called a

complete analytic family of compact sub-manifolds of Z of dimension d if
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• Y is a complex analytic sub-manifold of Z ×M of codimension r with the

property that for each t ∈ M the intersection Yt := Y ∩ (Z × t) is a compact

sub-manifold of Z × t of dimension d.

• There exists an isomorphism

TtM' H0(Yt, Nt)

where Nt −→ Yt is the normal bundle of Yt in Z.

Theorem A.4 (Kodaira[40]) Let Y be a complex compact sub-manifold of Z of

dimension d, and let N be the normal bundle of Y in Z. If H1(Y,N) = 0 then there

exists a complete analytic family (Y,M) such that Y = Yt0 for some t0 ∈M.

We will apply the above theorem to the situation when Z is a projective twistor space

and Y = CP1. Roughly speaking, the moduli space M is the ‘arena’ of differential

geometry and integrable systems. One way to proceed is to consider infinitesimal

deformations (given by H1(Y,Θ)) where Θ is a sheaf of germs of holomorphic vector

fields), and to integrate them. The integration process involves the splitting formulae

which are summarised in the next appendix.
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Appendix B

Splitting Formulae

From (A.2) it follows that cocycles in H1(CP1,O(r)) can be represented by cobound-

aries if r > −1. The freedom one has is measured by H0(CP1,O(r)). The concrete

realisations, known as splitting formulae, were developed by G.A.J. Sparling. His

approach is based on the fact that H1(CP1,O(−1)) = 0 and its cocycles can be

uniquely represented as coboundaries.

We shall use the ‘abstract multi–index notation’. This notation is set to avoid

an orgy of spinor indices on the primed spin bundle. We define it for the primed

indices. The definitions for primed indices are analogous.

Let SA
′
n := S(A′1...A

′
n) be a symmetric tensor product of two dimensional spin

spaces. Different letters A′,B′, C ′, ... denote sets of separately symmetric spinors.

The upper numerical index denotes homogeneity in πA
′

and A,B, ..., A′, B′, ... are

usual spinor indices. The twistor distribution is L1
AA′n−1

. Multi–indices undergo

contraction according to: QApQAq = QAp−q for p > q.

Let U and Ũ be a covering of PT such that π1′ 6= 0 on U , and π0′ 6= 0 on Ũ

and let UF and ŨF denote the open sets on the correspondence space F that are

the pre-image of U and Ũ on PT . Given an indexed object on PT we multiply it

by πA′ and differentiate with respect to ωA to make it homogeneous of degree −1.

Then we restrict it to a line and pull it back to F . On the projective primed spin

bundle we split it according to fApB′q = FApB′q − F̃ApB′q . Here FApB′q is holomorphic

on UF and F̃ApB′q is holomorphic on ŨF . They are given by

FApB′q(πA′ , x
a) =

1

2πi

∮
Γ

fApB′q(ρA′ , x
AA′ρA′)

π · ρ
ρ · dρ,
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F̃ApB′q(πA′ , x
a) =

1

2πi

∮
Γ̃

fApB′q(ρA′ , x
AA′ρA′)

π · ρ
ρ · dρ (B.1)

where ApB′q is the multi index, and ρA′ are homogeneous coordinates on CP1. The

contours Γ and Γ̃ are homologous to the equator of CP1 in U ∩ Ũ and are such that

Γ− Γ̃ surrounds the point ρA′ = πA′ . We restrict ourself to the case where

fApB′q = πB′1 ...πB′q
∂pf

∂ωA1 ...∂ωAp
.

The field is given by

LAB′n−1
FApB′q = LAB′n−1

F̃ApB′q = ΨAp+1B′q+n−1
=

1

2πi

∮
Γ

∂fApB′q+n−1

∂ωA
ρ · dρ. (B.2)

There is always the ‘most economic way’ of constructing the −1 object (which in

the usual case of O(1)⊕O(1) twistor theory does not involve multiplying by πA′s).

All the others can be obtained from it by acting on fApB′q with

πA′1 ...πA′n
∂

∂ωA
.

The corresponding fields will be derivatives of ΨAp+1B′q+n−1
.

Another method for constructing a field is

πA′f
−2
AkB′l

= F−1
AkB′lA′ − F̃

−1
AkB′lA′

and

πA
′F−1

AkB′lA′ = ΣAkB′l =
1

2πi

∮
Γ

fAkB′l . (B.3)

In particular, if k = p+ 1 and l = q + n− 1 then formulae (B.2) and (B.3) give the

same field. More general splitting formulae are used to construct potentials.

If f r ∈ H1(CP1,O(r)) then

f r = F r − F̃ r,

where

F r(πA′ , xa) =
1

2πi

∮
Γ

(π · o)r+1f r

(ρ · π)(ρ · o)r+1
ρ · dρ,

F̃ r(πA′ , xa) =
1

2πi

∮
Γ̃

(π · ι)r+1f r

(ρ · π)(ρ · ι)r+1
ρ · dρ . (B.4)
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In the chosen spin frame we find (for n = 1) that

oA
′∇AA′F r

π · o
= F r−1

A ,
ιA
′∇AA′F̃ r

π · ι
= F̃ r−1

A

where
∂f r

∂ωA
= F r−1

A − F̃ r−1
A .

In OA(n) theory (with r > n) we have

oA
′
1 ...oA

′
n∇AA′1...A

′
n
F r

(π · o)n
= F r−nA ,

ιA
′
1 ...ιA

′
n∇AA′1...A

′
n
F̃ r

(π · ι)n
= F̃ r−nA .

Let us give one of the standard methods of splitting elements of H1(CP1,O) of

the form

H =
πi+j0′

(ω0)i(ω1)j
= h− h̃.

On the correspondence space ω0 = πA′α
A′ := π · α and ω1 = πA′β

A′ := π · β. We

make use of the formula

π · o
(π · α)(π · β)

=
1

α · β

(α · o
π · α

− β · o
π · β

)
. (B.5)

Put

∂α := oA
′ ∂

∂αA′
, ∂β := oA

′ ∂

∂βA′
.

It follows that

(∂α)i−1(∂β)j−1 π · o
(π · α)(π · β)

= (−1)i+j(i− 1)!(j − 1)!H.

Therefore differentiating the RHS of (B.5) we can find the splitting of H.

Next we want to split

(π · o)4n

(α1 · π)2...(αn · π)2(β1 · π)2...(βn · π)2
= g − g̃.

First note that ∫ ∞
0

du

((α + α̃u) · π)2
=

1

(α · π)(α̃ · π)
,

which generalises to

(π0′)
2n−1

∫ ∞
0

...

∫ ∞
0︸ ︷︷ ︸

2n−2

du2...dundw2...dwn
((α1 + u2α2 + ...+ unαn) · π)2((β1 + u2β2 + ...+ unβn) · π)2
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=
(π0′)

2n−1

(α1 · π)...(αn · π)(β1 · π)...(βn · π)
. (B.6)

Differentiating (B.5) and using (B.6) we obtain

g − g̃ = (π · o)2n−2∂α1 ...∂αn∂β1 ...∂βn

∫ ∞
0

...

∫ ∞
0︸ ︷︷ ︸

2n−2

Q
α · β

du2...dundw2...dwn, (B.7)

where

Q =
((α · o)2(π · o)

(π · α)2
− 2(β · o)(α · o)2

(α · β)(π · α)
− (β · o)2(π · o)

(π · β)2
+

2(α · o)(β · o)2

(α · β)(π · β)

)
and α = α1 + u2α2 + ...+ unαn, β = β1 + w2β2 + ...+ wnβn.
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Appendix C

Differential Geometry

Let e be a one form on a connected and simply-connected domain of some manifold

M. Let

e(2k+1) := e ∧ (de)∧k, e2k := de∧k

where ∧k denotes the kth exterior power for k ∈ Z. We say that e is of class c if c is

the maximal integer such that e(c) 6= 0. We shall assume that c = const for each e.

Theorem C.1 (Darboux) Let e be a one form of a constant class c. There exists

a set of independent functions pi, q
i, t where i = 1...c such that

e =
k∑
i=1

pidq
i if c = 2k, or e = dt+

k∑
i=1

pidq
i if c = 2k + 1.

Let D = (X1, ...Xk) be a C∞ k-dimensional distribution of vector fields on an n-

dimensional manifold F . We say that D is integrable if [Xi, Xj] ∈ D whenever

Xi, Xj ∈ D. Let I(D) denote a set of differential forms (of any degree) such that if

ω ∈ I(D) is a l-form then

ω(X1, ..., Xl) = 0, if (X1, ..., Xl) ∈ D.

The ideal I(D) is locally generated by n−k one forms (e1, ..., en−k). A sub-manifold

Y k is called an integral sub-manifold ofD if its tangent space at each point is spanned

by D, or equivalently I(D) = 0, when restricted to Y k. Assume that the dimension

of the integral sub-manifold is a constant.

Theorem C.2 (Frobenius) The following conditions are equivalent

• D spans an integrable distribution; [D,D] ⊂ D,
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• I(D) is a closed differential ideal; d(I(D)) ⊂ I(D),

• M is foliated by integral sub-manifolds of D,

• there exists local coordinates (y1, ..., yk, f 1, ..., fn−k) such that the vectors in D

are linear combinations of ∂/∂yi for i = 1...k, and are tangent to surfaces of

constant fn−i.

If, furthermore, [D,D] = 0 then Xi = ∂/∂yi in the above coordinate system. Let us

give a more explicit corollary:

Corollary C.3 If e1, ..., er are r linearly independent one forms

Σ = e1 ∧ ... ∧ er 6= 0

on some connected and simply-connected domain of M, and there exists a one form

A which satisfies

dΣ = A ∧ Σ, (C.1)

then

• there exists a set of functions f 1, ..., f r such that ea = Ca
b df b for some non-

singular Ca
b . The functions fa are constant on an integral submanifold of

e1, ..., er,

• dea ∧ Σ = 0 for a = 1...r,

• dea = Γab ∧ eb for some matrix of one forms Γab such that Γaa = A.

The Frobenius theorem applies when F is a projective spin bundle of some complex

four–manifold M with a conformal structure [g]. The two-dimensional distribution

D is spanned by horizontal lifts of πA
′∇AA′ to F . This distribution is integrable iff

[g] is ASD or SD. According to the Frobenius theorem F is foliated by leaves of this

distribution. The three-dimensional space of these leaves is called the projective

twistor space PT . It should be mentioned that F and D are considered to be

auxiliary tools. What matters is the correspondence between (M, [g]) and PT . In

the original formulation below it was assumed that [g] is Ricci flat.
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Theorem C.4 (Penrose[56]) There is one to one correspondence between ASD

vacuum metrics on complex four-manifolds and three dimensional complex manifolds

PT such that

• There exists a holomorphic projection µ : PT −→ CP1

• PT is equipped with a four complex parameter family of sections of µ each

with a normal bundle O(1)⊕O(1),

• Each fibre of µ has a symplectic structure Σλ ∈ Γ(Λ2(µ−1(λ))⊗O(2)), where

λ ∈ CP1.

Let F be a 2n dimensional real manifold. The almost complex structure I : TF −→
TF is an endomorphism of a tangent bundle TF such that I2 = −1. Define the

torsion of I by

NI(X, Y ) = [IX, IY ]− [X, Y ]− [IX, Y ]− [X, IY ], for X, Y ∈ TF .

Decompose the complexification of the tangent bundle

C⊗ TF = T 1,0F ⊕ T 0,1F ,

where T 1,0F and T 0,1F are eigenspaces of I corresponding to eigenvalues i and −i.

Theorem C.5 (Newlander-Nirenberg) The following conditions are equivalent:

• T 1,0F spans an integrable distribution,

• T 0,1F spans an integrable distribution,

• NI(X, Y ) = 0 for any X, Y ∈ TF ,

• F is a complex manifold and its complex structure induces an almost complex

structure I.

If any of the conditions in the last theorem is satisfied, I is called integrable.

The theorem C.5 applies in the twistor approach to the positive definite four-

metrics [3, 90]. The real even-dimensional manifold in question is the projective spin

bundle F , and the basis of antiholomorphic vector fields is given by πA
′∇AA′ , ∂λ.

Let (MR, [g]) be a real oriented four manifold.
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Theorem C.6 (Atiyah-Hitchin-Singer[3]) The almost complex structure on F
is integrable iff [g] is ASD or SD.

The last theorem follows from (C.4) if one introduces a real structure σ :M−→M.

It induces an antiholomorphic involution (with no fixed points) on PT , therefore

there is a unique real line joining Z to σ(Z), where Z ∈ PT . Real lines do not

intersect and they define a nonholomorphic fibration of PT over the Euclidean slice

of MR. As a real manifold PT can be identified with F =MR × CP1.
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