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Are there Higher-Accuracy Analogues of

Semigeostrophic Theory?

�

Michael E. McIntyre and Ian Roulstone

1 Prelude

This article describes an un�nished journey and its main landmarks so far,

along with elementary tutorial material to review and prepare the background.

The journey takes us through territory that has long been familiar and ele-

mentary to geometers but may well seem strange to meteorologists and uid

dynamicists. We think that this justi�es the tutorial emphasis.

Ever since the seminal work of Eliassen (1948, 1962), Hoskins & Bretherton

(1972), and Hoskins (1975), semigeostrophic theory has had a special place in

dynamical meteorology despite its limited accuracy. The reason is that semi-

geostrophic theory has certain useful and elegant mathematical properties,

in particular Hamiltonian structure, Legendre duality, contact structure, and

the convexity of certain potential functions (Chynoweth & Sewell 1989, 1991;

Roulstone & Norbury 1994; Roulstone & Sewell 1997). These permit both

robust numerical integration | even in cases where frontal discontinuities

form| together with a rather complete knowledge of mathematical properties

such as existence and uniqueness of solutions (Cullen & Purser 1984, Purser

& Cullen 1987, Cullen et al. 1991).

Semigeostrophic theory also permits the evolution to be described in a par-

ticularly simple and elegant way (Section 4 below) in terms of potential vor-

ticity (PV) advection and PV inversion (e.g. Hoskins et al. 1985). The PV is

the materially conserved scalar quantity associated with the so-called particle-

relabelling symmetry. Inversion means deducing the mass and velocity �elds

from the PV; in semigeostrophic theory this requires the solution of a Monge{

Amp�ere equation. The simplicity and elegance is associated with the Legendre

and contact structure, manifesting itself through a certain transformation to

canonical coordinates originally discovered by Hoskins (1975). This transfor-

mation has turned out to be useful, also, in the practical data assimilation

procedures used in numerical weather prediction (Desroziers & Lafore 1993).

Semigeostrophic theory is one example a so-called `balanced model', mean-

ing a model constructed so as to eliminate the fast `inertia{gravity' waves or

oscillations that can occur in numerical weather prediction or other `primitive-

equation' models. Such waves can be generated spuriously by, for instance,
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2 McIntyre & Roulstone

errors in data assimilation and model initialization, or by the so-called `para-

metrizations' of subgrid-scale processes such as cumulonimbus convection.

However, the limited accuracy of semigeostrophic theory| formally correct

only to leading order in the Rossby number �, referred to here as `geostrophic

accuracy' | limits its practical applicability to the problems of weather fore-

casting and data assimilation. The Rossby number �, which semigeostrophic

theory requires to be small, will be referred to repeatedly in this article and

for convenience will be de�ned simply as

� = sup j�=f j ; (1.1)

the supremum, in magnitude, of the ratio of vorticity � relative to the Earth

and the absolute vorticity f due to the Earth's rotation. Here vertical compo-

nents are understood; f vanishes at the equator and is often called the Coriolis

parameter.

The limited accuracy of semigeostrophic theory raises the question of how to

construct more accurate balanced models that share at least some of the same

useful and elegant mathematical properties. Work at the Newton Institute

Programme has led for the �rst time to the construction of what appears

to be a class of such models, and to progress toward understanding their

properties, though we are still far from a full understanding. A novel and

mathematically interesting feature | very surprising to uid dynamicists | is

that complex canonical coordinates arise in a natural and seemingly inevitable

way (McIntyre & Roulstone 1996, hereafter `MR96'), generalizing Hoskins' real

canonical coordinates. The requirement for greater accuracy leads inexorably,

it seems, to the complex values. These in turn suggest a role for what is called

K�ahler structure or K�ahler geometry (Roubstov & Roulstone 1997, 2001), a

complex counterpart of the symplectic geometry that arises in all Hamiltonian

dynamical models (e.g. McDu� & Salamon 1998).

Several lines of research have contributed to these developments. The key

points are, �rst, that one may systematically construct Hamiltonian balanced

models from their corresponding unbalanced `parent' models, such as primitive-

equation models, by applying balance conditions in the form of workless

`momentum{con�guration constraints' that restrict the evolution to a sub-

manifold M

C

of the parent phase space, through a method pioneered in this

�eld by Salmon (1988a); second, an explicit recognition that the application

of such constraints always `splits' the velocity �eld into at least two separate

velocity �elds, one of them related to particle motion and the other, or others,

to canonical momenta and to conserved quantities like energy, PV, and Kelvin

circulation (Allen & Holm 1996, MR96); and third, the discovery of the com-

plex canonical coordinates already mentioned (MR96). Semigeostrophic theory

turns out to be a case of a `two-way' or `double' split: there are three velocity

�elds, the �rst related to particle motion, the second to kinetic energy, and

the third to PV. Two of these three velocity �elds (in fact the �rst and sec-

ond, Section 5 below) are interrelated by a certain explicitly-invertible contact
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transformation, itself containing Hoskins' transformation to canonical coor-

dinates and thereby connecting the model's vorticity and potential vorticity

with the �rst of the three velocity �elds as well as with the third. This set

of interconnections seems to be part of what permits the remarkable analyti-

cal simpli�cations characteristic of semigeostrophic theory, the most basic of

which are reviewed in Sections 4{5 below.

The plan of the article is as follows. Sections 2{4 review the standard semi-

geostrophic theory and its transformation properties, including the Legendre

transformation involved, in the simplest `f -plane' case with constant Corio-

lis parameter. Section 5 shows how these same transformation properties also

reect contact structure, a fact �rst pointed out by Blumen (1981), along

with an associated symplectic structure that is quite distinct from that asso-

ciated with the parent dynamics. Section 6, moving beyond semigeostrophic

theory, shows how Salmon's method can be used to construct Hamiltonian

balanced models whose accuracy is limited, in principle, only by the limita-

tions of the concept of balance itself. Those ultimate limitations are associ-

ated with the phenomenon of spontaneous-adjustment emission or `Lighthill

radiation' of inertia{gravity waves by unsteady vortical motions. Section 7

reviews Salmon's method in detail in the simplest possible context of a toy

particle-dynamics model, showing how velocity-splitting arises. Section 8 car-

ries out the extension to shallow-water dynamics. Sections 9{10 present the

complex-valued canonical coordinates, generalizing Hoskins' canonical coordi-

nates and the associated Jacobian vorticity formulae to a far wider class of

Hamiltonian balanced models, and showing that this class includes models

with variable Coriolis parameter f . Section 11 points out, following recent

work of Wunderer (2001), that mathematically well-behaved generalizations of

semigeostrophic theory will almost certainly share with semigeostrophic the-

ory the property of double splitting. Sections 12{14 show how K�ahler geometry

comes into view, along with a so-called hyper-K�ahler and hence quaternionic

structure. Section 15, the Postlude, briey describes the generalization to fully

strati�ed systems and then takes a broader view of our journey and how far

it has progressed, looking toward interesting parts of the research horizon.

2 Shallow water theory

Throughout this article | except in the Postlude, Section 15 | we use the

so-called shallow-water equations, also called by meteorologists the `shallow-

water primitive equations', as the parent dynamics from which Hamiltonian

balanced models are to be constructed. These equations represent the simplest

dynamical system for which the foregoing ideas are nontrivial, a single layer of

incompressible uid of unit mass density with a free top surface under gravity.

The layer depth h is taken to be uniform in the absence of motion relative to

a rotating frame of reference, the case of `no bottom topography'. We shall
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need both the Lagrangian and the Eulerian descriptions of the uid motion.

In the Lagrangian description a typical particle, more precisely, uid column,

has Cartesian horizontal coordinates x = x(a; t), or

x = x(a; b; t); y = y(a; b; t) ; (2.1)

expressed as functions of the particle labels a = (a; b) 2 R

2

and the time

t 2 R

1

. For convenience we label each particle by its position at a reference

time t = 0, in other words de�ne the functions in (2.1) to have the property

x(a; t) = a at t = 0.

Incompressibility requires the layer depth h, when expressed as a function

h(a; t) to satisfy

h(a; t) = h(a; b; t) =

�

@(x; y)

@(a; b)

�

�1

h

0

; (2.2)

with the Jacobian of the mapping (2.1) appearing on the right. Consistently

with the above, we have taken h(a; 0) = h

0

= constant. The mass element is

dm = h

0

da = h dx : (2.3)

We assume that the mapping (2.1) is invertible, taking a$ x; thus the inverse

a = a(x; y; t); b = b(x; y; t) ; (2.4)

when inserted into (2.2), expresses h(a; t) as another function

h(x; t) = h(x; y; t) =

@(a; b)

@(x; y)

h

0

; (2.5)

bringing in the Eulerian description. Here, for economy of notation, the same

symbol h is being used as shorthand for the two di�erent functions h(x; t) and

h(a; t), emphasizing that, for given t, they have the same value for the same

uid particle. Thus h(x; t) is shorthand for what could have been written us-

ing a di�erent symbol h as h(x; t) = h(a(x; t); t) if we were using a di�erent,

`�xed-slot' convention emphasizing the functional dependences as such. Here,

however, the idea is that the single symbol h(�) is used to represent a single

geometrical entity, the mass con�guration, in one way or another | a geo-

metrical entity basic to describing the Hamiltonian structure, and every other

aspect of the uid dynamics.

Another important quantity is the shallow-water PV de�ned in the rotating

frame by

Q =

1

h

�

f +

@ _y

@x

�

@ _x

@y

�

: (2.6)



Are there higher-accuracy analogues of semigeostrophic theory? 5

This is h

�1

times the vertical component of absolute vorticity, the Coriolis

parameter f being the contribution to that vorticity from the Earth's rotation,

as mentioned earlier. Rossby (1936, eq.(75)) showed that Q is an exact material

invariant for frictionless shallow-water systems. The dots signify the material

derivative or rate of change following the particle, i.e. partial di�erentiation of

x(a; t) with respect to t with a held constant. In (2.6), _x and _y are each being

regarded as functions of (x; t) obtained by inserting (2.4) into the material

derivatives _x(a; t) and _y(a; t). We take f = constant except in Section 10; this

is the simplest, so-called `f -plane', case.

The Eulerian counterpart of (2.2) is

@h

@t

+r � (h _x) =

@h

@t

+

@(h _x)

@x

+

@(h _y)

@y

= 0 ; (2.7)

and the horizontal momentum equations are

�x+ g

@h

@x

� _yf = 0 ; �y + g

@h

@y

+ _xf = 0 ; (2.8)

where g is the `gravity acceleration', representing the combined e�ect of grav-

itational and centrifugal accelerations and here taken constant. If we take

the Lagrangian view, these equations can be regarded as governing the time-

evolution of the functions (2.1), obtaining h(x; t) from (2.4) and (2.5) hence

@h=@x and @h=@y, and hence the time evolution from (2.8). Throughout this

article we assume an unbounded physical domain D = R

2

with boundary

conditions of su�cient evanescence at in�nity; MR96 discusses boundary con-

ditions for �nite domains, which are nontrivial; see also Kushner et al. (1998).

The shallow-water equations support unbalanced motion in the form of inertia{

gravity waves; it is a straightforward exercise to verify this by linearizing about

a state of relative rest with h as well as f constant and looking for solutions

/ exp(ikx + ily � i�t) where k, l, and � are real constants, giving a solution

if the Poincar�e dispersion relation

�

2

= f

2

+ gh(k

2

+ l

2

) (2.9)

is satis�ed.

3 Semigeostrophic theory

Semigeostrophic theory results from making the so-called geostrophic momen-

tum approximation in equations (2.8) (Eliassen 1948, 1962). One replaces

(�x; �y) in those equations by the material derivative ( _u

G

; _v

G

) of a vector whose

components are

u

G

= �

g

f

@h

@y

; v

G

=

g

f

@h

@x

; (3.1)
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or in physical (Euclidean) vector notation

u

G

= (u

G

; v

G

) =

g

f

ẑ�rh ; (3.2)

where ẑ is a unit vertical vector and the cross denotes the vector product.

This is called the `geostrophic velocity' relative to the rotating frame. It is

useful because under the conditions of interest in practical meteorology or

oceanography it is often fairly close to the particle velocity ( _x; _y) in a large-

scale, coarse-grain view of the atmosphere or ocean, the main exceptions being

near the cores of strong atmospheric cyclones. The resulting equations are

_u

G

+ g

@h

@x

� _yf = 0; _v

G

+ g

@h

@y

+ _xf = 0 ; (3.3)

which can again be regarded as soluble in principle for _x(a; b; t) and _y(a; b; t),

as before, though the use of (2.1){(2.5) becomes still more intricate than for

(2.8). This system (with its evanescent boundary conditions) has the conserved

energy

H

G

= V+

Z

D

1

2

ju

G

j

2

dm (3.4)

where D is the physical domain and dm the mass element (2.3), and where

V =

Z

D

1

2

gh dm ; (3.5)

the potential energy of the mass con�guration. Here H

C

and V are scalar-

valued functionals of the mass con�guration alone. The system also has the

material invariant

Q

C

S

=

1

h

�

f +

@v

G

@x

�

@u

G

@y

+

1

f

@(u

G

; v

G

)

@(x; y)

�

; (3.6)

which is the shallow-water counterpart of Hoskins' (1975) PV. (There is a

rationale for the notation, to emerge in a moment.) We shall assume that Q

C

S

is positive everywhere.

From a uid-dynamical viewpoint, (3.6) is peculiarly di�erent from (2.6),

because of the Jacobian term. Its origin, which is now understood, will be

discussed in Section 6 below; but for later reference we may note one interesting

fact about (3.6), implicit in the results of Salmon (1988a) and �rst pointed

out explicitly by Roulstone & Sewell (1996), namely that the right-hand side

of (3.6) is the result of replacing ( _x; _y) in (2.6) not by (3.2) but by the velocity

�eld u

C

S

de�ned by

u

C

S

= (u

C

S

; v

C

S

) = u

G

�

1

2

ẑ� f

�1

u

G

� ru

G

: (3.7)
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That is,

Q

C

S

=

1

h

�

f +

@v

C

S

@x

�

@u

C

S

@y

�

: (3.8)

The equivalence of (3.8) to (3.6) can be veri�ed in a few lines of manipulation.

We also note for later reference that (3.2) and (3.7) each de�ne a velocity

�eld whenever a mass con�guration h(x; y) is given. That is what is meant,

in general, by a balance condition or `workless momentum{con�guration con-

straint'. The superscript C stands for `constraint', implying restriction to a

submanifold of phase space. For reasons to be explained at the end of Sec-

tion 6, the constraint de�ned by u

C

S

, i.e. by the expression on the right of

(3.7), will be referred to as the symplectic constraint for semigeostrophic the-

ory, or `Salmon's constraint'.

The balance conditions (3.2) and (3.7) both have the `near-local' property

that the velocity at a point (x; y) in the physical domain D depends on the

local value of h and its gradient only, and not on h values at other points

in the domain. This contrasts with the highly accurate, but more compli-

cated, balance conditions used in recent studies testing the limits of accuracy

of non-Hamiltonian balanced models based on PV inversion (Norton 1988,

McIntyre & Norton 2000, hereafter `MN', McIntyre 2001, Mohebalhojeh &

Dritschel 2001). Such highly accurate balance conditions, de�ned for instance

by equations (3.6a{i) or (5.4a{b) of MN00, are necessarily nonlocal. That is,

the velocity at each point of the physical domain is a functional of h(�) , the

entire mass distribution. The dependence on h values at distant points of the

domain evanesces exponentially, in typical cases, over distances of order

L

R

= (gh

0

)

1=2

=f ; (3.9)

a lengthscale of the problem usually called the Rossby length, Rossby radius,

or Rossby radius of deformation.

There is one more peculiarity to be noted for later reference. Under `the

conditions of interest in practical meteorology or oceanography' the Rossby

number � can often be considered small. Then the last term on the right of (3.7)

is O(�) relative to the �rst. The last term would look like a small correction to

make the balance condition more accurate except that it has the wrong sign

(minus not plus) and the wrong numerical coe�cient (

1

2

not 1). We return to

this point in Sections 8�., where we introduce the `

p

3 model'. That model,

so-called for reasons to emerge in Section 9, via (9.8), is based on a variant of

(3.7) that has the right coe�cient in the correction term, i.e., has u

C

S

replaced

by

u

C

p

3

= u

G

+ ẑ� f

�1

u

G

� ru

G

: (3.10)

The rotational part of this velocity �eld is asymptotically correct. In other

words, the corresponding vorticity is correctly balanced to two orders in �
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(e.g. Snyder et al. 1991, Craig 1993). This can be veri�ed by standard scaling

arguments applied to the divergence equation of the parent dynamics, i.e.

to the divergence of (2.8). It is not yet known precisely what impact this

has on overall accuracy, i.e., what in practical terms the overall accuracy of

the

p

3 model might be. But it seems likely that the accuracy will be much

better than that of semigeostrophic theory, especially since the remaining,

divergent part of the velocity �eld is O(�) smaller than the relative vorticity.

Let us return, however, to semigeostrophic theory in order to review some of

its remarkable transformation properties.

4 Transformations of the semigeostrophic equations

Hoskins (1975) discovered that (3.3) is simpli�ed, very remarkably indeed, by

the following transformation of coordinates:

X = x+

@�

@x

; Y = y +

@�

@y

; (4.1)

where for convenience we have written

�(x; y; t) =

g

f

2

h(x; y; t) ; (4.2)

with physical dimensions of length squared, cf. L

R

2

. Because of (3.1), which

now reads

u

G

= �f

@�

@y

; v

G

= f

@�

@x

; (4.3)

the transformation (4.1) is often called the geostrophic momentum transfor-

mation; and (X;Y ) are often called geostrophic coordinates because, when f

is constant,

_

X = u

G

;

_

Y = v

G

; (4.4)

from (3.3) and (4.3). When h(x; y; t), equivalently �(x; y; t), is regarded as a

known smooth function of x and y with t �xed | i.e., when we take a snapshot

view of the evolving system, assumed well-behaved | then (4.1) speci�es a

transformation of the form

X = X(x; y; t); Y = Y (x; y; t) (t �xed) (4.5)

which, at each t, is assumed to have an inverse

x = x(X;Y; t); y = y(X;Y; t) ; (4.6)

requiring that

@(X;Y )

@(x; y)

6= 0; 1 (4.7)
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everywhere or almost everywhere (Sewell, this volume). To get the maximum

simpli�cation we can further transform in various ways. For instance, in place

of h(x; y; t) or �(x; y; t) we can use the potential

P (x; y; t) = �(x; y; t) +

1

2

(x

2

+ y

2

) ; (4.8)

or its Legendre dual

R(X;Y; t) = Xx+ Y y � P : (4.9)

The transformation

fx; y; Pg 7! fX;Y;Rg (4.10)

is a Legendre transformation because, from (4.1) and (4.8),

X =

@P

@x

; Y =

@P

@y

: (4.11)

Its inverse is (4.9) together with

x =

@R

@X

; y =

@R

@Y

: (4.12)

De�ning (cf. (4.8))

�(X;Y; t) = �R(X;Y; t) +

1

2

(X

2

+ Y

2

) ; (4.13)

we see �rst from (4.1), (4.12) and (4.13) that

@�

@X

=

@�

@x

= X � x and

@�

@Y

=

@�

@y

= Y � y ; (4.14)

second from (4.8), (4.9) and (4.13) that

� = �+

1

2

(X � x)

2

+

1

2

(Y � y)

2

; (4.15)

and �nally from (4.3), (4.4) and (4.14) that

_

X = �f

@�

@Y

;

_

Y = f

@�

@X

: (4.16)

Recall that the dots signify the material derivative; notice furthermore that

�(X;Y; t) is a �eld to be solved for, not a prescribed function or functional.

After multiplication by f (which is constant), � is a streamfunction or quasi-

Hamiltonian for the particle motion viewed in (X;Y ) space and not, of course,

the dynamical Hamiltonian in the in�nite-dimensional phase space of the prob-

lem | an entirely di�erent mathematical object to be discussed in Section 8,
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and in this case given by (3.4), a prescribed functional of the mass con�gu-

ration. We may refer to (4.16) as the `streamfunction property' of semigeo-

strophic theory.

Semigeostrophic evolution can now be described in a remarkably simple

way, in terms of PV advection and inversion (e.g. Hoskins et al. 1985). Note

�rst that the semigeostrophic PV (3.6) can be written in the Jacobian form

discovered by Hoskins (1975),

Q

C

S

=

g

f�

@(X;Y )

@(x; y)

> 0 ; (4.17)

This can be veri�ed by substituting (4.1) and (4.3) into (4.17) to recover (3.6).

We take Q

C

S

> 0, consistently with (4.7). From (4.11) and (4.17), Q

C

S

may also

be written in the form noted by Cullen & Purser (1984), in terms of the Hessian

determinant of P with respect to (x; y):

Q

C

S

=

g

f�

hess

xy

(P ) =

g

f�

�

�

�

�

�

�

�

�

�

@

2

P

@x

2

@

2

P

@x@y

@

2

P

@y@x

@

2

P

@y

2

�

�

�

�

�

�

�

�

�

: (4.18)

We have

Q

C

S

=

g

f�

@(X;Y )

@(x; y)

=

g

f�

hess

xy

(P ) =

g

f�

hess

xy

f�+

1

2

(x

2

+ y

2

)g : (4.19)

Because of the Legendre duality and the properties of Jacobians, we can

equally well substitute (4.12) into the reciprocal of (4.17); thus

1

Q

C

S

=

f�

g

@(x; y)

@(X;Y )

=

f�

g

hess

XY

(R) =

f�

g

hess

XY

�

��

1

2

(X

2

+ Y

2

)

�

;

(4.20)

noting (4.13). Equivalently, from (4.14) and (4.15),

1

Q

C

S

=

f

g

"

��

1

2

(

�

@�

@X

�

2

+

�

@�

@Y

�

2

)#

hess

XY

�

��

1

2

(X

2

+ Y

2

)

�

:

(4.21)

Note further that the quantity in square brackets in (4.21), being equal to �

by (4.14) and (4.15), is a positive quantity, given that h is positive everywhere.

If the PV �eld Q

C

S

> 0 is prescribed as a function of X and Y , then (4.21)

is an elliptic Monge{Amp�ere equation for � in (X;Y ) space, as is, also, (4.19)

for � in (x; y) space. For both can be seen by inspection to be special cases of

the general 2-dimensional Monge{Amp�ere equation

A+B�+ 2C� +D& +E(�& � �

2

) = 0 (4.22)
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where in (x; y) space we de�ne p; q; �; &; � by

p =

@�

@x

; q =

@�

@y

; � =

@

2

�

@x

2

; & =

@

2

�

@y

2

; � =

@

2

�

@x@y

(4.23)

and where A;B;C;D;E are given functions of (x; y; �; p; q). In (X;Y ) space

we replace x; y and � by X;Y and �. Ellipticity holds if BD � C

2

�AE > 0

(e.g. Lychagin et al. 1993). For (4.19), after multiplying by g

�1

f�, we have

A = 1� g

�1

f�Q

C

S

, B = D = 1, C = 0, and E = 1, whence BD�C

2

�AE =

1� 1+ g

�1

f�Q

C

S

> 0, by hypothesis, and similarly for (4.21). Hence both are

elliptic.

Once � is obtained, (4.16) gives the particle velocities in (X;Y ) space |

that is, it gives the velocities of the images, in (X;Y ) space, of the material

particle positions in (x; y) space. We can now exploit the material conservation

of Q

C

S

. Continuing to regard Q

C

S

as a function of X and Y , we can, heuristically

speaking, timestep either

�

@

@t

+

_

X

@

@X

+

_

Y

@

@Y

�

Q

C

S

= 0 or

�

@

@t

+

_

X

@

@X

+

_

Y

@

@Y

��

1

Q

C

S

�

= 0

(4.24)

in order to advect Q

C

S

or 1=Q

C

S

. We can then invert by solving (4.21) for �,

then use (4.16) to obtain the advection velocity, then re-advect, and so on. At

any time t, the mass con�guration and locations of the material particles in

physical space can be obtained from (4.14).

Thus equations (4.16), (4.21) and (4.24), with (4.14), express in a remark-

ably simple way the standard idea of evolving the balanced motion by PV

advection and PV inversion. Moreover, they do so in a form that can be

shown to be mathematically well-behaved using the theory of Monge{Amp�ere

equations (Cullen & Douglas 1998; see also Cullen in Volume 1 and Douglas

in Volume 1), and generalizable to cases of non-smooth � or � that can model

atmospheric fronts (Chynoweth & Sewell 1989, 1991; see also Sewell in this vol-

ume). Note that the assumption that the PV is positive, Q

C

S

> 0 (with h > 0,

� > 0), corresponds to convexity of the graphs of P (x; y) and R(X;Y ).

The Legendre structure associated with the intermediate sets of variables

fx; y; Pg and fX;Y;Rg and expressed by (4.9){(4.12) is special to, and an

essential part of, semigeostrophic theory as the term is used here. Salmon and

others have, however, used the term `semigeostrophic theory' in a wider sense,

to include a class of Hamiltonian balanced models of comparable accuracy

in Rossby number � but whose members may lack the Legendre structure.

Purser (this volume) points out that these other models may permit the emer-

gence of certain topological defects that can give trouble when the models

are discretized for numerical integration. Conversely, he shows that the exact

Legendre structure expressed by (4.9){(4.12) makes semigeostrophic theory, as

the term is used here, immune from such trouble. Sewell (this volume) reminds
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us that the Legendre structure also allows semigeostrophic theory to tolerate

isolated zeros or in�nities in the Jacobian (4.7).

5 Contact structure of semigeostrophic theory

The transformation that so remarkably simpli�es (3.3) into (4.16), (4.21) and

(4.24) belongs to the general class called contact transformations or contacto-

morphisms (see e.g. Carath�eodory 1982; Sewell, this volume), related in turn

to what are called canonical transformations or symplectomorphisms. For an

authoritative overview of these topics and of the associated ideas of contact

and symplectic structure, and of the interesting state of research on them to-

day, the reader may consult the monograph by McDu� & Salamon (1998),

hereafter `MS98'.

Because we are interested in generalizations to models of higher accuracy

than semigeostrophic theory, we digress briey, in this section, to recall the

modern de�nitions of contact structure and contact transformation, noting

also the distinction between contact and canonical transformation (e.g. Sewell

& Roulstone 1993, 1994). The occurrence of contact structure in semigeo-

strophic theory was �rst noted by Blumen (1981), and was used by Purser

(1993) to generalize semigeostrophic theory to hemispherical geometry.

The clearest way to describe what is involved is to use the language of the

exterior calculus. In brief | for more detail see e.g. Misner et al. (1973) or

Schutz (1980) | the exterior calculus applies in a at or curved space (man-

ifold) of arbitrary dimension, possibly in�nite, and has the same information

content as what used to be called the calculus of antisymmetric covariant

tensors and their contractions with contravariant vectors (now called simply

vectors). All the information is metric-independent: no Christo�el symbols ap-

pear, and any coordinates x can be used, orthogonal or non-orthogonal. The

exterior calculus has a beautiful geometric interpretation in terms of metric-

independent properties such as tangency and intersection. An exterior deriva-

tive operator d is de�ned, which, when applied to a scalar �eld �(x), produces

a �rst-degree (�rst-rank) di�erential form or 1-form d� having the same in-

formation content as the gradient r� = (@�=@x

1

; @�=@x

2

; : : : ), a covariant

vector. The information content is the same because d� = (@�=@x

1

) dx

1

+

(@�=@x

2

) dx

2

+ � � � by the chain rule. This expresses the 1-form d� in terms

of dx

1

, dx

2

; : : : ; the basis 1-forms associated with the coordinates x. An

associative, distributive, anti-commutative exterior product or wedge product

is de�ned to have the same information content as an antisymmetrized outer

or tensor product. For instance the wedge product of d� and d is de�ned to

be the 2-form d�^ d = �d ^ d� = d�
 d � d 
 d� (no factor

1

2

). An-

tisymmetrization is understood whenever d is applied to a di�erential form,

so that, in particular, d d� = 0, generalizing curl grad� = 0 to arbitrary di-

mensions (Poincar�e's lemma), and d(�d ) = d�^ d = �d ^ d�. In other
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words, d corresponds to an antisymmetrized gradient operator, and d�^ d 

to the second-rank covariant tensor r�
r �r 
r�. The same antisym-

metry shows up in Jacobian determinants and their minors; for instance, if x

is 2-dimensional with x = (x; y), then

d� ^ d =

@(�;  )

@(x; y)

dx ^ dy : (5.1)

Consider now the 4-dimensional space R

4

with coordinates fx; y; p; qg, say,

and the 5-dimensional space R

5

with coordinates fx; y; �; p; qg, say. The latter

space when equipped with the 1-form

� = d�� p dx� q dy ; (5.2)

called the Cartan 1-form, or standard contact 1-form, is said to have con-

tact structure. The structure may be visualized as a �eld of hyperplanes, 4-

dimensional hyperplanes in our case. At each point P of the space R

5

, the

1-form � de�nes an associated hyperplane, spanned by those vectors that an-

nihilate �, i.e. produce zero when contracted with �. The hyperplane can be

(though need not be) thought of as living in the neighbourhood of P. (More

precisely, the 1-form � lives in the `cotangent space' at P, and the associ-

ated hyperplane lives in the `tangent space' at P; e.g. Schutz pp. 36, 53; MS98,

p. 106.) The hyperplane changes its orientation, in general, as the point P

moves through the space R

5

. If we watch, for instance, the intersection of

the hyperplane with the 3-dimensional subspace spanned by fx; �; pg, then we

see an ordinary plane tilting about an axis parallel to the p-axis. The plane

tilts toward the �-axis whenever the point P moves in any way such that the

coordinate p increases, and vice versa. The �eld of hyperplanes de�ned by

� can be shown to be nonintegrable or nondegenerate in the sense that the

hyperplanes de�ne no integral hypersurfaces: if P is imagined to move along

some curve whose line elements always lie in the local hyperplane through P

de�ned by �, then the set of all such curves emanating from a given point P

0

traces out a quasi-helical structure that cannot be contained within any single

hypersurface through P

0

.

Now the map

F

C

: fx; y; �; p; qg 7! fx

0

; y

0

; �

0

; p

0

; q

0

g (5.3)

from R

5

to R

5

is called a contact transformation or contactomorphism if it

preserves � up to a (nonvanishing) multiplicative factor �, that is, if

d�

0

� p

0

dx

0

� q

0

dy

0

= �(x; y; �; p; q)(d�� p dx� q dy) : (5.4)

Similarly, the restriction of F

C

to R

4

, taking fx; y; p; qg 7! fx

0

; y

0

; p

0

; q

0

g, is

called a canonical transformation or symplectomorphism if it preserves the

2-form 
 obtained by taking the exterior derivative of (5.2):


 = d� = � dp ^ dx� dq ^ dy = dx ^ dp+ dy ^ dq : (5.5)
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That is, fx; y; p; qg 7! fx

0

; y

0

; p

0

; q

0

g is called canonical if

dx

0

^ dp

0

+ dy

0

^ dq

0

= dx ^ dp + dy ^ dq : (5.6)

Clearly (5.4) implies (5.6) if and only if � = 1. Thus, loosely speaking, a

canonical transformation is a special case of a contact transformation, both

because of the restriction to a smaller space and because of the restriction to

� = 1. We shall see in a moment that each of the three steps in the sequence

of transformations described in Section 4 is a case of (5.4) with � = 1, and

therefore, in the loose sense just described, is both contact and canonical.

The 2-form 
 has a nondegeneracy property corresponding to the nondegen-

eracy property of �. Nondegeneracy means that 
 gives a nonvanishing result

when contracted with almost any pair of nonparallel vectors (in the older ter-

minology, contravariant vectors). It is `almost any pair' rather than `any pair'

of nonparallel (nonzero) vectors because there is an in�nitesimally small set of

special pairs of such vectors that do make the contraction vanish, as is clear

by continuity and antisymmetry. Exchanging the two vectors changes the sign

of the result, so rotating their plane must take the result through zero. This

is related to the existence of so-called Lagrangian submanifolds having half

the dimensions, in this case 2 dimensions, on which contractions with 
 al-

ways vanish (MS98).

y


 de�nes what is called a symplectic structure in R

4

,

for which fx; y; p; qg and fx

0

; y

0

; p

0

; q

0

g are sets of canonical coordinates. These

are called canonical because of the simplicity of the 2-forms on the right and

left of (5.6), having only two terms as compared with the six terms, with

variable coe�cients, that would result from applying an arbitrary coordinate

transformation. (The reader is warned that, when we specialize to the case of

Section 4, the symplectic structure de�ned by 
 will not be the same symplec-

tic structure as that of the parent Hamiltonian dynamics, not only because of

the di�erent dimensionality, R

4

rather than R

1

, but also because (p; q) will be

equated to (@�=@x; @�=@y) and not to the components of (3.7), (3.10), (4.3),

or any similar expression related to the dynamical canonical momenta.)

When � = 1, the classical generating-function formalism is available (e.g.

Carath�eodory 1982, Sections 97{109; Sewell & Roulstone 1993; MS98 chapter

9). This guarantees that, for instance, a transformation de�ned by a generat-

ing function of the form S(x; y; x

0

; y

0

), namely the transformation implicitly

de�ned by

@S

@x

= p;

@S

@y

= q;

@S

@x

0

= �p

0

;

@S

@y

0

= �q

0

; (5.7)

y

More precisely, nondegeneracy can be de�ned by saying that whenever the direction of

one of the vectors is chosen arbitrarily, then the other vector can always be chosen to give

a nonvanishing contraction, i.e. to be transverse to any Lagrangian submanifold containing

the �rst vector. In our simple case, the Lagrangian submanifolds de�ned by 
 include the

2-dimensional subspaces of R

4

= fx; y; p; qg spanned by any two nonvanishing vectors of the

form (a; 0; c; 0) and (0; b; 0; d). A less trivial example will be encountered in the paragraph

below (5.12).
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is canonical, as substitution into (5.6) will immediately verify. (MS98 call

this S(x; y; x

0

; y

0

) a generating function of `type S', and discuss related global

existence questions of interest in current research.) Furthermore, if we take

�

0

= �� S (5.8)

then (5.7) with (5.8) de�nes a contact transformation, as can be seen at once

by substitution into (5.4) with � = 1. The process of appending (5.8) to (5.7)

while extending R

4

into R

5

is called `lifting' a canonical transformation into

a contact transformation, resulting in the `contacti�cation' of the symplectic

structure de�ned by 
. (The reader is warned that what is called `symplecti-

�cation' of a contact structure is not the reverse process; in our case it would

give rise to a symplectic structure in R

6

rather than R

4

.)

For present purposes we are especially interested in the case

S(x; y; x

0

; y

0

) = �

1

2

(x

0

� x)

2

�

1

2

(y

0

� y)

2

; (5.9)

for which (5.7) gives

x

0

= x+ p ; y

0

= y + q ; p

0

= p ; q

0

= q : (5.10)

If we are given a (2-dimensional) hypersurface G within R

5

de�ned, at given

�xed t, by the three relations

� = �(x; y; t) ; p = @�=@x ; q = @�=@y ; (5.11)

and its image G

0

de�ned by (5.8) with

�

0

= �

0

(x

0

; y

0

; t) ; p

0

= @�

0

=@x

0

; q

0

= @�

0

=@y

0

; (5.12)

then the particular contact transformation (5.8){(5.10), restricted to the graph

of � in the sense de�ned by (5.11), i.e. restricted to the hypersurface G, is

just the geostrophic momentum transformation (4.1) together with (4.14) and

(4.15) (Sewell & Roulstone 1994, Theorem 11). Here we indentify (x

0

; y

0

) with

the previous (X;Y ), and �

0

(x

0

; y

0

; t) with the previous �(X;Y; t) (the time t

still being held �xed), and (p

0

; q

0

) with (@�

0

=@x

0

; @�

0

=@y

0

), i.e. with the previ-

ous (@�=@X; @�=@Y ).

Through (5.2) and (5.11), each point on the hypersurface G is thus associated

with a 1-form � de�ning those hyperplanes tangent to G that are also parallel

to the p and q axes. The projection of this picture into R

3

= fx; y; �g is the

surface � = �(x; y) together with its tangent planes. A contact transformation

preserves this geometric structure, i.e., preserves the tangency of � to G. We

assume here that the derivatives @�=@x and @�=@y exist, so that the notion

of tangency makes sense. Notice also that the projection of the same picture

into R

4

= fx; y; p; qg gives us another example of a Lagrangian submanifold.

Because of the antisymmetry of exterior products and the symmetry of mixed



16 McIntyre & Roulstone

partials, @

2

�=@x@y = @

2

�=@y@x, the 2-form 
 de�ned by (5.5) vanishes when

restricted to the graph of �.

If we exchange x with p, y with q, x

0

with p

0

and y

0

with q

0

in the contact

transformation (5.8){(5.10), then we obtain another contact transformation

with generating function of the form

~

S =

~

S(p; q; p

0

; q

0

), i.e., a transformation

implicitly de�ned by

@

~

S

@p

= x;

@

~

S

@q

= y;

@

~

S

@p

0

= �x

0

;

@

~

S

@q

0

= �y

0

: (5.13)

This is readily veri�ed to be just the transformation that takes � into P via

(4.8) when we identify P with �

0

and (p

0

; q

0

) with (@�

0

=@x

0

; @�

0

=@y

0

), and take

~

S = �

1

2

(p� p

0

)

2

�

1

2

(q� q

0

)

2

. Similarly, the transformation that takes �R into

� via (4.13) is another contact transformation. Geometrically speaking, one is

simply adding a parabola and its sloping tangent planes to the original surface

and its tangent planes, which trivially preserves tangency.

To summarize, then, using the notation of Section 4, the foregoing veri�es

(a) that the transformation taking

(x; y; �; @�=@x; @�=@y) 7! (X; Y; �; @�=@X; @�=@Y ) (5.14)

is a contact transformation, and (b) that the �rst and third steps in that

transformation, respectively

(x; y; �; @�=@x; @�=@y) 7! (x; y; P; @P=@x; @P=@y) (5.15)

and

(X; Y; �R; �@R=@x; �@R=@y) 7! (X; Y; �; @�=@X; @�=@Y ) ; (5.16)

are also contact transformations. It follows that the intermediate step

(x; y; P; @P=@x; @P=@y) 7! (X; Y; �R; �@R=@X; �@R=@Y ) (5.17)

is itself, also, a contact transformation as well as being a Legendre transfor-

mation.

The demonstration just given that the transformation between x; y andX;Y

is part of a contact transformation justi�es the assertion in Section 1 that two

of the velocity �elds involved in semigeostrophic theory `are interrelated by a

certain contact transformation : : : '. The two velocity �elds are the particle

velocity _x = u

P

, say, and the geostrophic velocity

_

X = u

G

. This last relation

follows from (4.1), (4.3), (4.14), and (4.16).

Note also the explicit invertibility of the overall transformation, enhancing

the usefulness of (4.16). We can transform in the direction (X; Y; �; @�=@X;

@�=@Y ) 7! (x; y; �; @�=@x; @�=@y) just as easily in the opposite direction

(x; y; �; @�=@x; @�=@y) 7! (X; Y; �; @�=@X; @�=@Y ), in part because of the

symmetry and simple form of the generating function (5.9), which in the cur-

rent notation, the notation of Section 4, reads

S(x; y;X; Y ) = �

1

2

(X � x)

2

�

1

2

(Y � y)

2

: (5.18)
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6 Constraints and velocity-splitting

We now look beyond semigeostrophic theory and its Legendre and contact

structure toward the more general, and in some cases more accurate, balanced

models referred to in Sections 1,3. These can be constructed systematically

from a given `parent dynamics' that admits unbalanced motion, such as the

shallow-water primitive equations, or the strati�ed primitive equations used

in numerical weather prediction, by Salmon's method of applying a balance

condition or workless momentum{con�guration constraint to the ow in the

parent phase space (Salmon 1988a, equation (4.3)). We regard the parent

dynamics as `exact' in the sense of setting the standard against which accuracy

will be judged. Therefore, a constraint that is as accurate as possible is one that

interferes with the phase-space ow as little as possible. Because the constraint

is a functional relation tying the velocity �eld to the mass con�guration h(x; t),

at any given t, as already illustrated in (3.2) and in (3.7)�., we write

u = u

C

(x;h(�)) (6.1)

to denote the general form of the constraint (suppressing reference to t). Thus

the symbol u

C

represents both a �eld, i.e. a function of x, and also a mass-

con�guration functional. When one or other aspect needs emphasis we may

speak of the `u

C

�eld' or `u

C

functional' respectively. The dependence on the

mass con�guration has to be nonlocal, as pointed out above (3.9), if we want

the greatest possible accuracy.

Now the Hamiltonian balanced model that results from applying the con-

straint is always in a certain sense `schizophrenic', in that it naturally and

inevitably has not one, but two di�erent velocity �elds. In such a model there

is no such thing as `the' velocity �eld. This has caused confusion in the past,

even though the point is perhaps obvious once recognized. We �nd it mnemon-

ically useful to say that applying the constraint `splits' the parent velocity �eld

u into two di�erent velocity �elds. The �rst of these is u

C

itself; and u

C

cannot

be ignored because it enters naturally into the balanced model's conservation

relations, as will become clear shortly. For instance the formula for the bal-

anced model's conserved PV has the same appearance as (3.8), but is valid for

a completely general u

C

�eld:

Q

C

=

1

h

�

f +

@v

C

@x

�

@u

C

@y

�

: (6.2)

The second velocity �eld is the particle velocity _x = u

P

, which di�ers from u

C

for the reasons to be noted next. We denote the di�erence u

P

�u

C

by u

S

and

call it the `velocity-split'. It is a natural generalization of the `ageostrophic

velocity' discussed in meteorological textbooks, and has the useful property of

being reference-frame-independent. It is indi�erent, in particular, to whether

one uses a rotating frame as hitherto, or an inertial frame, as will be found

convenient below.
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The velocity-split u

S

is generically nonzero because of its relation to a

certain mass-con�guration functional R

C

(x;h(�)) that directly measures the

constraint's interference with the parent phase-space ow. We may call R

C

the residual, or unbalanced, contribution to the gravitational and pressure-

gradient forces per unit mass. It too is indi�erent to the choice of rotation

rate for the frame of reference, and is de�ned by

R

C

= F�A

C

; (6.3)

where A

C

will be called the absolute `constraint acceleration' and where F is

the net gravitational and pressure-gradient force per unit mass de�ned by the

parent dynamics, for the given mass con�guration. F is equal, by de�nition,

to the absolute material acceleration that would occur if the constraint were

suddenly removed.

The constraint acceleration A

C

is de�ned to be the material rate of change

of u

C

evaluated from a �ctitiously-evolving mass con�guration that coincides,

at the instant considered, with the given con�guration, but evolves as if all

particles moved with velocity u

C

(viewed in the inertial frame). Thus R

C

would be identically zero if that �ction were fact, i.e., if the constraint did

not interfere with the parent dynamics. The superscript C will be used

throughout to indicate a functional dependence on the mass con�guration that

is known when the u

C

functional is given. The �eldA

C

quali�es as having such

functional dependence because, as a moment's reection makes clear, A

C

can

be expressed solely in terms of u

C

and its functional derivative with respect

to h(�). This will be made explicit in (8.11) below. The functional derivative

enters because of the need to represent the �ctitious rate of change of the mass

con�guration that would occur if particles moved with velocity u

C

.

The relation between u

S

and R

C

will be shown to take the simple generic

form

2

X

j=1

Z

D




C

ij

(x;x

0

) u

S

j

(x

0

) dm(x

0

) = R

C

i

(x) (i = 1; 2) ; (6.4)

in su�x notation with (x; y) = (x

1

; x

2

), etc. The kernel 


C

ij

(x;x

0

) is known

in terms of u

C

and the mass con�guration, as indicated by the superscript

C , and again involves the functional derivative of u

C

with respect to h(�).

The kernel will be de�ned in Section 8. The kernel is antisymmetric in the

sense that 


C

ij

(x;x

0

) = �


C

ji

(x

0

;x). We call (6.4) the `splitting equation'. It

generalizes the elliptic partial di�erential equation found by Salmon (1985)

for the ageostrophic velocity �eld in the case u

C

� u

G

, i.e. in the case of the

Hamiltonian balanced model now called L

1

dynamics. Salmon's equation is

equivalent to

�

r

2

�K

2

�

U

S

= �

f

g

^
z � (u

G

� ru

G

) (6.5)
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under the conditions of Section 2, where U

S

(x) = hu

S

= h (u

P

� u

G

),

and K

2

= K

2

(x) = fQ

C

(x)=g with u

C

replaced by u

G

. The derivation of

(6.5) from (6.4) is given in Appendix A. K

2

is robustly positive under the

conditions of interest in practical meteorology or oceanography, with � small

and f dominant in (6.2); then K

2

= L

R

�2

(1 +O(�)); cf. (3.9).

Formally speaking, (6.4) completes the equations determining the time-

evolution of the Hamiltonian balanced model de�ned by the u

C

functional.

Given the mass con�guration at some instant, all quantities with superscript

C are known. Provided that (6.4) can be solved for u

S

, we then know u

P

=

u

C

+ u

S

and can advect the mass con�guration and time-march the problem.

The mass con�guration, described by the single scalar �eld h(x), provides suf-

�cient initial conditions because only the �rst time derivatives _x = u

P

are

involved, in place of the second time derivatives �x in (2.8). We shall note later

that the PV can be used in place of the mass �eld.

But why should R

C

be generically nonzero, no matter how cleverly we

choose the u

C

functional? The reason is the existence of weak but generi-

cally nonzero `spontaneous-adjustment emission', or (generalized) `Lighthill

radiation', of inertia{gravity waves by the unsteady vortical uid motions de-

scribed by the parent dynamics (Ford et al. 2000 & refs.). The existence of

such wave emission means that there is no such thing as a constraint of the

form u = u

C

(x;h(�)) that does not interfere to some extent with the parent

phase-space ow. At the very least, applying the constraint must suppress the

spontaneous-adjustment emission. The phase space of the balanced model is

just the constraint manifold, M

C

, i.e. the submanifold of the parent phase

space de�ned by u = u

C

(x;h(�)). In this smaller phase space, essentially the

parent con�guration space, there is no room for degrees of freedom corre-

sponding to inertia{gravity waves, a fact reected in the form of (6.4), which

as already remarked involves only the �rst time derivatives of x and not the

second as in (2.8).

To put the same point another way | since it has been controversial in

the past | the existence of spontaneous-adjustment emission implies that the

parent dynamics can have no invariant `slow manifold' in the sense originally

hypothesized by Leith and Lorenz. For history and further discussion see Ford

et al. (2000 & refs.). In place of such an invariant manifold there must exist

within the parent phase space a fuzzy `slow quasimanifold', a thin stochastic

layer or chaotic layer of the kind familiar from low-order models of weakly cou-

pled oscillators, such as the separatrix layer of a weakly perturbed pendulum

(cf. Lynch, this volume). (Here the pendulum motion is regarded as analogous

to the balanced vortical uid motion, and the weak perturbation | due to

coupling with a faster oscillator, for instance | is regarded as analogous to

the coupling with inertia{gravity waves in the uid system.) So the constraint

manifoldM

C

cannot be an invariant manifold of the parent dynamics, no mat-

ter how u

C

(x;h(�)) is chosen. Thin though the slow quasimanifold may be |
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and the shallow-water experiments of MN00 show that it can be astonishingly

thin in large regions of phase space | it is not in�nitesimally thin, and no con-

straint manifold can ever be more than an approximation to it. There must be

some ultimately irreducible error. The detailed analysis of Ford et al. (op. cit.)

gives some idea of the order of magnitude of this irreducible error in certain

parameter ranges; see also the further discussion in Saujani & Shepherd (2001

& refs.).

The simple form (6.4) of the splitting equation is a consequence of having

just one constraint manifold M

C

. We emphasize that semigeostrophic the-

ory has no such simple splitting equation because, as mentioned earlier, its

derivation from the parent primitive equations involves a `double splitting'

that produces three generically di�erent velocity �elds. There are two con-

straint manifolds within the parent phase space, O(�) apart, one de�ned by

the geostrophic constraint (3.2) and the other by Salmon's constraint (3.7).

These de�ne two of the relevant velocity �elds and separately constrain, re-

spectively, the Hamiltonian functional and the symplectic structure. Salmon's

constraint shows itself in the Jacobian formula (4.17) for the conserved PV,

but not in the formula 3:4 for the conserved energy. Appendix B discusses the

| not quite trivial | relation between material PV conservation in physi-

cal space and symplectic-form invariance in phase space, explaining why it is

Salmon's constraint (3.7) and not the geostrophic constraint (3.2) that enters

into the semigeostrophic PV formulae (3.6) (3.8), and (4.17).

The constrained Hamiltonian is just the conserved energy (3.4), equal to

the parent Hamiltonian evaluated with the geostrophic velocity (3.2). It is, of

course, a mass-con�guration functional. It can also be regarded as a result of

applying Salmon's constraint (3.7) to a slightly di�erent parent Hamiltonian

in which

1

2

juj

2

, in the standard parent Hamiltonian

H (h(�);u(�)) = V+

Z

D

1

2

juj

2

dm with V =

Z

D

1

2

gh dm ; (6.6)

is replaced by

1

2

j(u� u

C

S

+ u

G

)j

2

. The replacement is permissible because u

C

S

and u

G

are both mass-con�guration functionals. The third velocity �eld is of

course _x, i.e. u

P

.

7 


C

ij

for particle dynamics

To see where the splitting equation's kernel 


C

ij

comes from, it is easiest to

consider �rst a simple textbook particle-dynamics analogue or toy problem.

We consider the simplest conceivable such problem. The parent dynamics is

that of a particle of unit mass moving in 2 dimensions under a potential V (x)

in an inertial reference frame, with the classical Hamiltonian function

H(x;u) =

1

2

u

i

u

i

+ V (x) (7.1)
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where x = fx

i

g = (x

1

; x

2

) denotes the particle-position coordinates de�ning

the system con�guration at a given instant (we suppress explicit reference to

the time t), and u = fu

i

g denotes the corresponding set of canonical momenta.

Summation over over repeated indices is understood from here on. The parent

phase space is R

4

= fx

1

; x

2

; u

1

; u

2

g. To express the symplectic structure in-

volved, it is again natural to use the exterior calculus. Here, however, we have

Euclidean structure also, within the subspaces fx

1

; x

2

g and fu

1

; u

2

g, repre-

senting physical distance and velocity; and in any case we want the notation

to stay close to that of uid-dynamical equations such as (2.8). So we com-

promise by using elementary textbook notation, with occasional reference to

the more elegant exterior-calculus formulae.

The four Hamilton's equations are

_x

i

=

@H

@u

i

; _u

i

= �

@H

@x

i

(i = 1; 2) ; (7.2)

and an alternative way of expressing the same information is to introduce

arbitrary variations �x

i

; �u

i

and to note that the equations are equivalent to

_x

i

�u

i

� _u

i

�x

i

=

@H

@x

i

�x

i

+

@H

@u

i

�u

i

= �H ; say: (7.3)

In terms of exterior calculus, the left-hand side of (7.3) can be recognized as the

contraction, or inner or `interior' product, of a pair of vectors with the 2-form

dx

i

^ du

i

= dx

1

^ du

1

+ dx

2

^ du

2

expressing the symplectic structure

of the parent phase space R

4

. The vectors are the phase-space ow vector

( _x;
_
u) = ( _x

1

; _x

2

; _u

1

; _u

2

) and the variation vector (�x; �u) = (�x

1

; �x

2

; �u

1

; �u

2

),

expressed in the canonical coordinates (x

1

; x

2

; u

1

; u

2

). Here the symplectic

structure is mathematically the same as that associated with (5.5) and (5.6),

but physically with quite di�erent associations, being a property of the parent

phase space in the toy problem.

Now (7.3) has a key advantage for our purpose, namely the simplicity and

directness with which a new Hamiltonian dynamical system can be constructed

from (7.3) by applying a workless momentum{con�guration constraint. There

is no need to introduce Lagrange multipliers, nor integrals with respect to t

nor caveats about their end points. To generate a constrained problem that

inherits Hamiltonian structure from the parent dynamics, one need only adhere

to the following basic principle:

Apply the same constraint to the variations �x; �u

as is applied to the phase-space ow _x;
_
u.

(7.4)

In the uid problem in a �nite domain this principle is crucial, incidentally,

to �nding boundary conditions that preserve Hamiltonian structure, as illus-

trated in MP96.
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In the present toy problem, (7.4) means that if the constraint manifoldM

C

is described by a set of smooth functions x

i

= x

C

i

(z); u

i

= u

C

i

(z), where

z = fz

j

g denotes a smaller set of variables, then in order to convert (7.3) into

the new, constrained problem, preserving Hamiltonian structure, one merely

substitutes the same functions x

C

i

(z); u

C

i

(z) into �x

i

; �u

i

as into _x

i

; _u

i

and

H(x;u) (Salmon 1988a, equation (4.4)). Here z = fz

j

g will be taken to be

2-dimensional: j = 1; 2. It is necessary to assume nondegeneracy in the sense

that M

C

is not part of any Lagrangian submanifold (Section 5) of the parent

phase space.

First consider the expressions u

i

_x

i

and �u

i

�x

i

. Constraining these expres-

sions produces, respectively,

u

i

_x

i

= u

C

i

(z)

d

dt

x

C

i

(z) = ��

C

j

(z) _z

j

; (7.5)

say, and

�u

i

�x

i

= �u

C

i

(z)�x

C

i

(z) = �

C

j

(z)�z

j

; (7.6)

where both expressions involve the same set of known functions �

C

j

(z), namely

�

C

j

(z) = �u

C

i

(z)

@x

C

i

(z)

@z

j

: (7.7)

Adding the �rst variation of (7.5) to d=dt of (7.6) and noting that two terms

�u

i

� _x

i

cancel on the left, similarly ��

C

j

� _z

j

on the right, we see that the left-

hand side of (7.3) becomes simply

_x

i

�u

i

� _u

i

�x

i

= � _z

i

��

C

i

+

_

�

C

i

�z

i

(7.8)

= 


C

ij

_z

i

�z

j

; say (7.9)

where




C

ij

(z) = �

@�

C

i

(z)

@z

j

+

@�

C

j

(z)

@z

i

; (7.10)

because

��

C

j

=

@�

C

j

@z

i

�z

i

and

_

�

j

=

@�

C

j

@z

i

_z

i

: (7.11)

Nondegeneracy says that the constraint functions, x

C

i

(z) and u

C

i

(z), are such

that the antisymmetric matrix 


C

ij

is invertible. This is possible because z is

even-dimensional. The expression (7.9) is the contraction or inner product of

the two vectors _z and �z (in the tangent space at a point of M

C

) with the

2-form




C

=

1

2




C

ij

dz

i

^ dz

j

(7.12)
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produced by restricting the parent 2-form dx

i

^ du

i

to the submanifoldM

C

.

Figure 1 illustrates this process pictorially, for a special case with x

C

(z) = z;

see the caption for further explanation.

Herein lies the beauty of using di�erential forms instead of partial deriva-

tives. Applying the constraint restricting dx

i

^ du

i

to M

C

not only pre-

serves metric-independent geometric properties such as tangency and inter-

section, but is utterly straightforward, because the use of the di�erential form

dx

i

^ du

i

introduces no prior prejudices about directions in phase space and

therefore no need to undo such prejudices via Lagrange multipliers.

The 2-form 


C

is the exterior derivative of the 1-form �

C

= �

C

i

dz

i

(whether

or not we add an extra term of the form d�

C

); that is, 


C

= d�

C

. Note from

the antisymmetry of 


C

ij

and the symmetry of @

2

=@z

i

@z

j

that

@


C

ij

@z

k

+

@


C

jk

@z

i

+

@


C

ki

@z

j

= 0 : (7.13)

This expresses d


C

= dd�

C

= 0. (In words, 


C

is `closed', d


C

= 0, be-

cause it is `exact', 


C

= d�

C

.) From (7.3) and (7.9), then, writing H

C

(z) =

H(x

C

(z);u

C

(z)), we have




C

ij

_z

i

�z

j

= �H

C

: (7.14)

Removing the arbitrary factors �z

j

, we see that the new problem that results

from constraining (7.3) is




C

ij

_z

i

=

@H

C

@z

j

: (7.15)

Nondegeneracy says that the matrix 


C

ij

has an inverse J

C

ij

, with 


C

ij

J

C

jk

= �

ik

,

where � with su�xes is the Kronecker delta, giving Hamilton's equations for

the new, constrained problem in noncanonical form:

_z

i

= J

C

ji

@H

C

@z

j

: (7.16)

The matrix 


C

ij

is called the noncanonical symplectic matrix and J

C

ij

the non-

canonical cosymplectic matrix, though the two entities are sometimes con-

ated. The corresponding Poisson or cosymplectic bracket, ff�; �gg acting on

pairs of scalar-valued functions, is

ffA(z); B(z)gg =

@A

@z

i

J

C

ji

@B

@z

j

(7.17)

and satis�es Jacobi's identity

ffffA;Bgg; Cgg + ffffB;Cgg; Agg + ffffC;Agg; Bgg = 0 (7.18)
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for all A(z); B(z); C(z), or equivalently

J

C

il

@J

C

jk

@z

l

+ J

C

jl

@J

C

ki

@z

l

+ J

C

kl

@J

C

ij

@z

l

= 0 ; (7.19)

which in turn is equivalent to (7.13) for nonsingular 


C

ij

and J

C

ij

. (This can be

veri�ed by multiplying (7.19) by 


C

im




C

jn




C

kp

then using @=@z

l

of the relation




C

ij

J

C

jk

= �

ik

.) Each of the two versions, (7.15) with (7.13) on the one hand,

and (7.16) with (7.19) on the other, are Hamiltonian systems by standard

de�nitions (e.g. Salmon 1988b, Shepherd 1990), as expected from the basic

principle (7.4).

Energy conservation for the new, constrained problem follows at once from

the antisymmetry of the symplectic matrix 


C

ij

. Replacing the variations in

(7.14) by ow rates on M

C

, we have

dH

C

dt

= 


C

ij

_z

i

_z

j

= 0 ; (7.20)

by antisymmetry. In the exterior-calculus language, we may use _zc


C

= dH

C

in place of (7.14), where 


C

is the 2-form (7.12) and where _zc


C

denotes

contraction or inner or interior multiplication (analogous to the `scalar' prod-

uct of ordinary vector calculus, and also notated �( _z)


C

or �

_z




C

). Thus the

derivation of (7.20) can be rewritten

dH

C

dt

= _zcdH

C

= _zc _zc


C

= 0 ; (7.21)

by antisymmetry; note that _zc _zc


C

means _zc ( _zc


C

) .

Now the constraints of interest in this article are always momentum{con�gur-

ation constraints, for which

x

C

(z) = z : (7.22)

Then @x

C

i

=@z

j

= �

ij

, whence (7.7) gives

�

C

j

(z) = �u

C

j

(z) = �u

C

j

(x) ( �

C

= d�

C

� u

C

j

dx

j

) (7.23)

so that (7.8), (7.9) and (7.14) become

_x

j

�u

j

� _u

j

�x

j

= _x

j

�u

C

j

� _u

C

j

�x

j

= 


C

ij

_x

i

�x

j

= �H

C

; (7.24)

where now




C

ij

=

@u

C

i

@x

j

�

@u

C

j

@x

i

: (7.25)
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u
2

x
1

x
2

parent
hyper-
tubes

M C

Figure 1. Partial visualization (seen in three out of four phase-space dimensions) of

a constraint manifold M

C

and its intersection with the parent symplectic structure

(`horizontal' tubes), for the simplest possible case, the toy problem of Section 7,

a single particle in a 2-dimensional con�guration space fx; yg = fx

1

; x

2

g. In this

illustration, the momentum{con�guration constraint de�ning M

C

has the special

form u

1

= u

C

1

= constant, u

2

= u

C

2

= function of x

1

alone, giving nondegenerate

(invertible) 


C

ij

provided that @u

C

2

=@x

1

6= 0, i.e.M

C

nowhere `horizontal' in the �gure.

Only part of the parent symplectic structure is visible. That structure (corresponding

to the 2-form dx

1

^ du

1

+ dx

2

^ du

2

) consists of two sets of in�nitesimal oriented

hypertubes (e.g. Misner et al. 1973, Schutz 1980), `tubes' for short, the �rst set (not

shown) intersecting only the x

1

u

1

plane and the second (shown schematically as the

`horizontal' tubes) intersecting only the x

2

u

2

plane. `Oriented' means that the sign of

the circulation around each tube is de�ned, positive being anticlockwise in the case

shown, i.e. such that a right-handed screw would move in the positive x

1

direction.

Only a few members of the second set of parent tubes are shown, as if they had �nite

cross-sections. A continuum limit needs to be understood. Because (x

1

; x

2

; u

1

; u

2

) are

global canonical (Darboux) coordinates, the two sets of parent tubes �ll phase space

homogeneously. The tubes' in�nitesimal cross-sectional shapes are irrelevant: instead

of squares they could be parallelograms, hexagons or any other area-measurable shape.

They are signi�cant only as regards the signed total `number of tubes' threading any

speci�ed small parallelogram A (not shown) that is arbitrarily oriented in the 4-

dimensional phase space, the sign being positive if the tubes' orientation agrees with

that of A. This signed total, in the continuum limit with A becoming in�nitesimal,

is proportional to the contraction or interior product of the 2-form with the pair of

vectors de�ning A. Because metric concepts like `angle' and `orthogonality' are not

used, the relevant intersection properties are inherited when the constraint is applied

in accordance with (7.4), as here, with A lying in M

C

(corresponding to the 2-form

1

2




C

ij

dx

i

^ dx

j

when x is used, as here, to track position on M

C

). Nondegeneracy

(invertibility of 


C

ij

) says, in this illustration, that when A lies inM

C

the signed total

number of parent tubes threading A does not vanish | true here, as the �gure is

drawn, because, with u

C

1

= constant, the �rst set of parent tubes does not intersect

M

C

at all, while the second set does. We would have a degenerate case if, for instance,

u

C

2

were left as it is but u

C

1

changed from a constant to a function de�ned by the

inde�nite integral u

C

1

=

R

(@u

C

2

=@x

1

)dx

2

, in which case the two sets of parent tubes

would give mutually cancelling contributions for any A lying inM

C

. ThenM

C

would

be a Lagrangian submanifold of fx

1

; x

2

; u

1

; u

2

g. When this picture is extended to

the in�nite-dimensional uid cases of interest, under parameter conditions favouring

near-geostrophic balance,M

C

will be, heuristically speaking, `steeper' than the �gure

suggests: particles need not move far to upset near-geostrophic balance when Rossby

numbers � are small.
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In the exterior-calculus language, the last of (7.24) reads �xc _xc


C

= �H

C

,

equivalent to _xc


C

= dH

C

) by arbitrariness of �x, where now (cf. (7.12))




C

=

1

2




C

ij

dx

i

^ dx

j

: (7.26)

We now have

�H

C

= �H(x; u

C

(x)) = �V + u

C

j

�u

C

j

: (7.27)

De�ning

u

S

= _x� u

C

(x) ; (7.28)

we may now derive the splitting equation for the toy problem. The shortest

route uses (7.24) and (7.27):

0 = � _x

j

�u

C

j

+ _u

C

j

�x

j

+ �V + u

C

j

�u

C

j

(7.29)

= �u

S

j

�u

C

j

+ _u

C

i

�x

i

+ �V (7.30)

= �u

S

j

�u

C

j

+ ( _u

C

i

�A

C

i

)�x

i

+ �V +A

C

i

�x

i

(7.31)

for any vector A

C

. If we now choose

A

C

i

= u

C

j

@u

C

i

@x

j

; (7.32)

which is the constraint acceleration in the sense of (6.3)�., then

_u

C

i

�A

C

i

= _x

j

@u

C

i

@x

j

� u

C

j

@u

C

i

@x

j

= u

S

j

@u

C

i

@x

j

: (7.33)

Then (7.31) becomes simply




C

ij

u

S

j

�x

i

= R

C

i

�x

i

; (7.34)

where

R

C

i

= F

i

�A

C

i

= �

@H

@x

i

�A

C

i

= �

@V

@x

i

�A

C

i

; (7.35)

giving the splitting equation:




C

ij

u

S

j

= R

C

i

or equivalently u

S

i

= J

C

ij

R

C

j

: (7.36)

In words, the splitting kernel is the symplectic matrix of the constrained prob-

lem. The term �@H=@x

i

= �@V =@x

i

in (7.35) represents, as before, the par-

ticle acceleration that would occur if the constraint were suddenly removed.
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Notice from (7.27)�. that the derivation depended on the classical form (7.1)

of H(x;u), with u

i

occurring quadratically, so that the parent canonical mo-

menta coincide with ordinary momenta. Of course (7.36) is no more than an

alternative way of expressing Hamilton's equations (7.15), (7.16) for the con-

strained problem, which can now be rewritten




C

ij

_x

j

= �

@H

C

@x

i

or equivalently _x

i

= �J

C

ij

@H

C

@x

j

; (7.37)

again using antisymmetry. (The minus signs arise from contracting on the

right, with the summation over j, instead of on the left as in _xc


C

= dH

C

;

see MS98 Remark 3.3, p. 84, on sign conventions.)

We note in passing | though this will not be used in the sequel | that

another view of the problem is, of course, obtainable through traditional La-

grange multipliers. This is related though not identical to the approach of

Allen & Holm (1996).

In our version, the velocity-split u

S

turns out to be equal to the Lagrange

multiplier � of the momentum{con�guration constraint u � u

C

= 0. Fol-

lowing the traditional recipe, we replace H(x;u) by

b

H(x;u;�) = H(x;u) +

�

j

(x)�

j

(x;u) where, in our version, �

j

= 0 (j = 1; 2) is the constraint in stan-

dard notation, not to be confused with the geopotential of earlier sections:

here, �

j

= u

j

� u

C

j

(x). Then we get six equations

_x

i

=

@

b

H

@u

i

; _u

i

= �

@

b

H

@x

i

; �

j

= 0 ; (7.38)

to be solved for the six unknowns _x

i

; _u

i

and �

i

. This system of six equations is

not self-evidently Hamiltonian, but can readily be shown to be equivalent to

(7.15) and hence Hamiltonian by implication, in a noncanonical description.

For the �rst of (7.38) shows at once that

� = _x� u

C

= u

S

; (7.39)

and, using (7.39), the second of (7.38) can be shown in two or three lines of

manipulation to be equivalent to (7.15), either directly or by using the facts

that ff�

j

;

b

Hgg = 0 and ff�

j

; �

j

gg = 0, where ff�; �gg is the canonical Poisson or

cosymplectic bracket of the parent dynamics,

ffA; Bgg =

@A

@x

i

@B

@u

i

�

@B

@x

i

@A

@u

i

: (7.40)

In this bracket, as distinct from that of (7.17), it is crucial to read all the

partial di�erentiations as being taken in the full parent phase space | the

only way they make sense | and not on the constraint manifold M

C

. This
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is where the restrictiveness of partial di�erentiation, as compared with the

freedom allowed by di�erential forms, makes the technicalities a little more

complicated. (The Lagrange multipliers �

j

can, however, be held constant

during all such di�erentiations, because they are always multiplied by �

j

= 0.)

Notice �nally that (7.24) and (7.34) can easily be generalized to include dis-

sipation or forcing terms. Such terms can be added on the right of Hamilton's

equations (7.2) and carried through the whole analysis. Of course the extra

terms might interfere with balance, and the possible accuracy of the resulting

balanced model is a separate question.

8 Extension to shallow-water dynamics

It is straightforward to generalize the foregoing to the shallow-water system

described in Section 2. Instead of the phase space R

4

= (x

1

; x

2

; u

1

; u

2

) we have

the Cartesian product R

4


R

4


 � � � of an in�nite number of such R

4

, one for

each value of the uid-particle label a = (a; b) = (a

1

; a

2

) 2 R

2

. Symbolically,

the phase space is R

1

= fx

1

(a); x

2

(a); u

1

(a); u

2

(a)g. The constraint man-

ifold M

C

de�ned by a momentum{con�guration constraint u = u

C

has half

the dimensions (in the Lagrangian description), corresponding to R

2


R

2


� � �

or R

1

= fx

1

(a); x

2

(a)g. Thus the summation over j = 1; 2 in (7.36) has to

be replaced by a similar summation together with integration over all mass

elements dm = h

0

da = h dx in the physical domain D, whence the form of

(6.4). In the following, we again suppress explicit reference to the time t.

The formula for the kernel 


C

ij

(x;x

0

) in (6.4) straightforwardly resembles

its toy-problem counterpart, the symplectic matrix (7.25), provided that the

Lagrangian description of uid motion is used in an inertial frame of reference.

This requires us to reinterpret u

C

as an absolute velocity, and to use the

con�guration mapping a $ x to rewrite u

C

(x;h(�)) in its Lagrangian form

u

C

(a;x(�)), again using the shorthand convention introduced in equation (2.5).

The shorthand convention serves to emphasize that u

C

has the same value for

the same uid particle and the same mass con�guration. Arguments will be

shown explicitly, as here, whenever there might be danger of confusion. Then

(7.25) is replaced by the following expression, for a given pair of uid particles

or mass elements,




CL

ij

(a;a

0

) =

�

L

u

C

i

(a;x(�))

�

L

x

j

(a

0

)

�

�

L

u

C

j

(a

0

;x(�))

�

L

x

i

(a)

; (8.1)

with Lagrangian functional derivatives in R

1

replacing partial derivatives in

R

2

. The functional derivatives (cf. (8.8) below) refer to the second argument

in u

C

(a;x(�)), holding the �rst constant, and describe how u

C

for a given uid

particle varies as the mass con�guration varies. The antisymmetry property

mentioned below (6.4) is now evident. Exchanging the two horizontal direc-

tions i, j and the two particles or mass elements reverses the sign of the kernel.
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Invertibility is now a nontrivial issue, though in the special case (6.5) there is

clearly no problem because, in that `near-local' case, the left-hand side becomes

a di�erential operator, indeed nothing but a modi�ed Helmholtz operator, as

shown in Appendix A. So in that case at least, the splitting equation (6.4) is

robustly and uniquely invertible, given the evanescent boundary conditions.

For the most accurate balance conditions, in which u

C

(x;h(�)) has nonlocal

dependence on the mass con�guration, (6.4) becomes an integro{di�erential

equation for u

S

. Even though it is a linear equation, for a given mass con�g-

uration, there are many unanswered mathematical questions.

It is desirable to put (8.1) into Eulerian form, to make explicit the fact that

everything involved in the dynamics respects the particle-relabelling symme-

try, i.e. is invariant to mass-distribution-conserving (h(x)-conserving) particle

rearrangements, isomorphic to particle relabellings (which permute subsets of

the factors of R

4


R

4


� � � leaving all dynamical quantities unchanged, includ-

ing the value of the Hamiltonian). The dynamics can involve only the Eulerian

description h(x) of the mass con�guration.

To deal with mass-con�guration functionals like u

C

that are also �elds,

one must distinguish between Lagrangian and Eulerian variations. Here the

notation �

L

will always mean a Lagrangian variation, with the implication

that a is held constant, as with the con�guration-mapping variation �

L

x(a)

and the functional derivatives in (8.1). The notation �

E

will always mean an

Eulerian variation, with x held constant. Variations of scalar-valued mass-

con�guration functionals, such as the constrained Hamiltonian functional (cf.

3.4)

H

C

(h(�)) = V+

Z

D

1

2

ju

C

j

2

dm with V =

Z

D

1

2

gh dm ; (8.2)

will denoted by �, thus �H

C

, and similarly �H for variations of the parent

Hamiltonian functional H (h(�);u(�)), de�ned in (6.6), which takes points in

the parent phase space R

1

into real scalars.

The Eulerian and Lagrangian variations �

E

h and �

L

h, with h(�) regarded as

a function of x, are related to the mapping variations by

�

L

h(x) = �

L

x � rh + �

E

h = �hr � (�

L

x) ; (8.3)

�

E

h(x) = �r � (h �

L

x) ; (8.4)

consistently with the general relation

�

L

= �

L

x � r + �

E

: (8.5)

This last is applicable to any function of x . In (8.3) and (8.4), the notation

�

L

x is shorthand for �

L

x(a) re-expressed as a function �

L

x(x) of x via the
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mapping a $ x . Observe that the notation �

L

x(x) is consistent with (8.5),

because �

E

x is trivially zero. Observe also that �

E

commutes with r or @=@x

i

,

whereas �

L

does not.

The toy-problem relation (7.27) has the counterpart

�H

C

= �V+ �

Z

D

1

2

ju

C

j

2

dm = �V +

Z

D

u

C

j

�

L

u

C

j

dm ; (8.6)

again integrating over mass elements dm as well as summing the index j from

1 to 2, and using the fact that the mass element dm has zero Lagrangian

variation.

From (8.3) and (8.4) it is straightforward to show that the relevant La-

grangian and Eulerian functional derivatives are related by the appropriate

form of the chain rule,

�

L

u

C

i

(a;x(�))

�

L

x

j

(a

0

)

=

h

0

h(x)

@u

C

i

(x;h(�))

@x

j

�(x� x

0

) + h

0

@

@x

0

j

�

E

u

C

i

(x;h(�))

�

E

h(x

0

)

;

(8.7)

where � with argument (x�x

0

) denotes the 2-dimensional Dirac delta function.

In the �rst term on the right, @=@x

j

connotes that the function argument h(�)

is not varied. In the last term, �

E

=�

E

h connotes that the Eulerian position

argument x is not varied. The second position argument x

0

, appearing in the

denominator, is analogous to the denominator index j in the �rst term and

also, like the a

0

on the left, indicates which dummy variable of integration to

use when computing variations. Speci�cally, by the standard de�nition of a

functional derivative we have, for su�ciently smooth variation �elds �

L

x(a)

and �

E

h(x),

�

L

u

C

(a) = �

L

u

C

(a;x(�)) =

Z

D

�

L

u

C

(a;x(�))

�

L

x

j

(a

0

)

�

L

x

j

(a

0

) da

0

(8.8)

and

�

E

u

C

(x) = �

E

u

C

(x;h(�)) =

Z

D

�

E

u

C

(x;h(�))

�

E

h(x

0

)

�

E

h(x

0

) dx

0

: (8.9)

The de�nition of R

C

is still R

C

= F�A

C

but now with parent force per unit

mass

F

i

(x) = �

1

h

0

�V

�

L

x

i

(a)

= �

@

@x

i

�V

�

E

h(x)

(8.10)

and constraint acceleration

A

C

i

(x) =

Z

D

u

C

j

(a

0

;x(�))

�

L

u

C

i

(a;x(�))

�

L

x

j

(a

0

)

da

0

= u

C

j

@u

C

i

@x

j

�

Z

D

@fh(x

0

)u

C

j

(x

0

;h(�))g

@x

0

j

�

E

u

C

i

(x;h(�))

�

E

h(x

0

)

dx

0

; (8.11)
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using (8.7) and the boundary condition of evanescence at in�nity to rewrite

A

C

in terms of Eulerian functional derivatives. Because the integral in (8.8)

is over da

0

, which is h

�1

0

times the mass element, the Lagrangian form of the

splitting equation is

R




CL

ij

u

S

j

da

0

=

R

h

�1

0




CL

ij

u

S

j

dm

0

= R

C

i

, with R

C

i

= F

i

�A

C

i

,

corresponding directly to (6.4). De�ning, therefore, 


C

ij

(x;x

0

) = h

�1

0




CL

ij

(a;a

0

),

and again using (8.7), we arrive at the Eulerian form of the splitting equation:

Z

D




C

ij

(x;x

0

)u

S

j

(x

0

)dm(x

0

) = (�

C

�u

S

)

i

+

Z

D

!

C

ij

(x;x

0

)u

S

j

(x

0

)dm(x

0

) = R

C

i

(x);

(8.12)

where

!

C

ij

(x;x

0

) = �!

C

ji

(x

0

;x) =

@

@x

0

j

�

E

u

C

i

(x;h(�))

�

E

h(x

0

)

�

@

@x

i

�

E

u

C

j

(x

0

;h(�))

�

E

h(x)

; (8.13)

which, it can be noted, is reference-frame-independent because the Eulerian

variation �

E

of a constant, solidly-rotating velocity �eld is trivially zero, and

where we have de�ned

�

C

= ẑ hQ

C

: (8.14)

This is just the absolute `constraint vorticity', i.e. the curl of the (absolute,

inertial-frame) u

C

�eld. It comes from the delta-function term in (8.7), when

substituted into the antisymmetric expression (8.1). In addition, we may note

the following �ve points.

1. Despite having used the inertial frame of reference in the above deriva-

tion, we now have the problem in a form that is entirely reference-

frame-independent. Not only are R

C

and u

S

frame-independent, but

also !

C

ij

(x;x

0

), as just noted. The constraint vorticity �

C

is an absolute

vorticity, by de�nition, because of its relation to the conserved PV, Q

C

.

2. The dynamical e�ects of rotation enter solely through the u

C

functional

or functionals, for instance through �

C

and through the way in which

the u

C

�eld changes when the mass and therefore pressure �eld changes.

This is convenient when, for instance, it comes to applying (8.12) to

variable-Coriolis-parameter models (MR96). The derivation makes no

use of the present assumption that the Coriolis parameter f is constant.

3. Because R

C

is the residual force per unit mass, the splitting equation

(8.12) says that we may think of u

S

as a correction to u

C

. That is, when

u

C

falls short of being as accurate as the slow quasimanifold permits,

we may expect u

P

= u

C

+ u

S

to be more accurate, as judged against
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the standard provided by the parent model (cf. MN00). This expectation

has been con�rmed for a few speci�c examples, two of which are noted

in Appendix A and another, at a higher level of approximation, in recent

work by Wunderer (2001). If the term in �

C

were the only term in the

middle member of (8.12), then, with � small so that �

C

is dominated

by f , when written in a rotating frame with Coriolis parameter f , the

correction would be simply a velocity increment whose Coriolis force

balances the force increment R

C

. The actual correction also involves

mass rearrangement, through the !

C

ij

terms.

4. The simple way in which the constrained Hamiltonian functionalH

C

(h(�))

enters the foregoing derivation is partly due to the use of Lagrangian vari-

ations in the kinetic energy term on the right of (8.6), the mass element

dm having zero Lagrangian variation. The potential energy term, �V

in (8.6), with V given by (3.5), need not be computed here because we

need only the parent force F per unit mass, already known as part of

the elementary speci�cation of the parent dynamics. As a check, though,

it is easy to compute F from the last expression on the right of (8.10),

i.e. from F = �r

�

�V=�

E

h

�

, after rewriting (3.5) as V =

R

1

2

gh

2

dx to

exploit the fact that the area element dx has zero Eulerian variation.

5. PV as well as energy conservation follow by standard arguments (also

Appendix B below), provided that the PV is de�ned by Q

C

and the

energy by H

C

, as in (8.2), and provided also that, in the case of energy

conservation in bounded domains, information about boundary condi-

tions, implicit in (7.4) and (8.12), is used (MR96). Of course in an un-

bounded domain H

C

is numerically in�nite, even though its variations

need not be, and so it is natural to go back to the rotating frame, in

which evanescent boundary conditions apply.

9 Canonical coordinates and PV inversion

The Hamiltonian balanced model de�ned by the u

C

functional and the associ-

ated splitting equation (8.12) is in noncanonical form, just as was the related

toy problem with its noncanonical symplectic form 


C

=

1

2




C

ij

dx

i

^ dx

j

;

see (7.36){(7.37). If canonical coordinates (X;Y ) = (X

1

;X

2

) are found, then




CL

ij

(a;a

0

) in (8.1) will simplify (cf. minus signs in (7.37)) to

�

0 �(a� a

0

)

��(a� a

0

) 0

�

=

�

0 1

�1 0

�

�(a� a

0

) ; (9.1)

where � with argument (a�a

0

) is again the 2-dimensional Dirac delta function

and where rows and columns correspond to i and j respectively. This can be

thought of as a symplectic matrix in canonical form, with in�nite-dimensional
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identity submatrices. (In the toy problem the delta functions would be replaced

by 1's.) Then (4.16) will generalize to

_

X =

�H

C

�

L

Y

;

_

Y = �

�H

C

�

L

X

; (9.2)

cf. Salmon (1985), p. 469, remembering that here we are still in the inertial

frame. The functional derivatives refer to mass-con�guration rearrangements

as before, X and Y being mass-con�guration functionals as stated explicitly

in (10.1) below.

In the case of singly-split models, there will be a corresponding formal sim-

pli�cation of the splitting equation. Darboux's theorem for �nite-dimensional

phase spaces prompts the speculation that canonical coordinates may indeed

exist for a general class of u

C

functionals, on the in�nite-dimensional con-

straint manifold M

C

= R

2


 R

2


 � � � , though not necessarily given by any

simple analytical formula.

However, as was �rst shown in MR96, analytically simple, explicitly de-

�ned canonical coordinates (X;Y ) = (X

1

;X

2

) do exist for a certain class of

u

C

functionals. That class includes Salmon's constraint (3.7), in which case

the canonical coordinates coincide with Hoskins' geostrophic coordinates. The

canonical coodinates exist also in the other cases mentioned in Section 3, which

include Salmon's L

1

dynamics by implication, the `

p

3 model' �rst described

in MR96 (see below), and an in�nite-dimensional in�nity of other Hamiltonian

balanced models, to be characterized in two lemmas below. In every one of

these cases the conserved PV, Q

C

, is given by a simple Jacobian formula

analogous to that discovered by Hoskins (1975) for semigeostrophic theory:

Q

C

=

f

h

@(X;Y )

@(x; y)

: (9.3)

That is, the transformation of (3.6) or (3.8) into (4.17) is just one special case

among an in�nity of others, all following the same pattern. For comparison

with (4.17), recall that

�(x; t) =

g

f

2

h(x; t) : (9.4)

An immediate consequence of (9.3) is that every one of these cases shares with

semigeostrophic theory the `streamfunction property' expressed by (4.16). In

other words, the ow appears solenoidal when viewed in (X;Y ) space,

@

_

X

@X

+

@

_

Y

@Y

= 0 ; (9.5)

where the dots denote material derivatives or rates of change as before. This is

because (9.3) and the material conservation of Q

C

imply that the mass element
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in (X;Y ) space is proportional to the area element. There must therefore exist

a streamfunction f�(X;Y; t) (which is also a mass-con�guration functional)

such that the functional derivatives on the right of (9.2) are equal to f times

the partial derivatives of �(X;Y; t). That is,

_

X = �H

C

=�

L

Y = �f@�=@Y and

_

Y = ��H

C

=�

L

X = f@�=@X.

The Jacobian form of (9.3) arises in all these cases for a simple reason. It

reects the symplectic structure inherited from the in�nite-dimensional parent

phase space through restriction of the parent symplectic 2-form to the con-

straint manifold M

C

= R

2


 R

2


 � � � , when x is replaced by the canonical

coordinates X. The remarks at the end of Section 6 are relevant here, as is the

further discussion in Appendix B, along with reference to a forthcoming paper

by Bridges et al. (2001). The latter makes use of a multi-symplectic formal-

ism that deals directly with the projection of the symplectic structure from

R

2


R

2


::: into each individual R

2

, thereby avoiding the standard summation

over mass elements.

So how are the coordinates X de�ned? We �rst state the result for the

particular u

C

functionals mentioned in Section 3. It will prove convenient to

stay in the inertial frame of reference and to rewrite those functionals in their

generic form

u

C

=

1

2

f ẑ� x + u

G

+ � ẑ� f

�1

u

G

� ru

G

; (9.6)

in which, however, u

G

retains its original meaning, de�ned by (3.2), as the

geostrophic velocity relative to a frame rotating with angular velocity (0; 0;

1

2

f).

The constant number � can take any real value. The cases � = 0; �

1

2

, and 1

correspond to (3.2), (3.7), and (3.10), rewritten in the inertial frame | re-

spectively representing Salmon's L

1

dynamics, semigeostrophic theory, and

the

p

3 model. For all such u

C

, MR96 discovered to their great surprise that

the simple formula

X = x + r� � ic ẑ �r� ; (9.7)

generalizing Hoskins' transformation X = x+r�, gives canonical coordinates

for the balanced model provided that

c =

p

(2�+ 1) : (9.8)

The derivation is reproduced in Appendix C below. We recall that (9.6) and

(9.7) need have no connection with the balance condition or momentum{

con�guration constraint that is applied to the Hamiltonian functional. It is

enough that (9.6) is the constraint applied to the parent symplectic structure.

This follows from the remarks near the end of Section 6 and in Appendix B.

A corollary is that semigeostrophic theory is indeed included, as the case
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� = �

1

2

, for which c = 0. The

p

3 model has � = 1, therefore c =

p

3, hence

the name. In all these cases the coordinates (9.7) are canonical.

The factor i in (9.7) is not a misprint, and it does mean

p

(�1). For all

cases of (9.7) more accurate than Salmon's constraint (3.7), the case � > �

1

2

,

the canonical coordinates X are complex-valued! Greater accuracy requires

� > �

1

2

, hence real c. One consequence is that both the real and the imaginary

parts of (9.5) must vanish. In (9.5),

_

X and

_

Y must of course be read as holo-

morphic functions of X and Y , satisfying the appropriate Cauchy{Riemann

relations. We will take c > 0 for de�niteness.

It is easy to check by direct substitution that the Jacobian in (9.3) is real-

valued, as it must be. Also real-valued (Appendix C) is the corresponding

in�nite-dimensional symplectic 2-form 


CL

in phase space | (9.3) being es-

sentially its 2-dimensional reection, or projection on an individual R

2

(see

also (13.8) below). Furthermore, as pointed out by Roubtsov & Roulstone

(1997), substitution of (9.7) into (9.3), cf. (4.1) into (4.17), produces a (real)

Monge{Amp�ere equation that is elliptic, in circumstances of interest (� small),

as noted next. This equation can be solved for � when Q

C

is given. The fact

that a Monge{Amp�ere equation is obtained is evident at once from the general

form of the Monge{Amp�ere equation in 2 dimensions | recall (4.22){(4.23)

| together with the fact that (9.7) involves a linear combination of gradi-

ents of � with respect to (x; y). In fact the equation obtained is (4.22) with

B = D = 1, C = 0, as before, and analogously with the semigeostrophic case

A = 1 � g

�1

f�Q

C

S

we have A = 1 � g

�1

f�Q

C

= 1 � f

�1

hQ

C

= 1 � f

�1

�

C

.

But E 6= 1; in fact, we now have E = 1 � c

2

. That is, the Monge{Amp�ere

equation for arbitrary c is

1 + r

2

� + (1� c

2

) hess

xy

(�) = �

C

=f : (9.9)

The ellipticity criterion is 0 < BD �AE = 1� (1� f

�1

�

C

)(1� c

2

), that is,

(c

2

� 1)

�

C

f

< c

2

: (9.10)

This is always satis�ed in the L

1

-dynamics case, � = 0 and c = 1, and is

satis�ed for positive �

C

=f in the semigeostrophic case, � = �

1

2

and c = 0,

as already noted. In the case of the

p

3 model, � = 1 and c =

p

3, we have

ellipticity whenever �

C

=f < 3=2. Thus in all three cases (and also, in fact, in

every intermediate case 0 < c <

p

3 and beyond) the Monge{Amp�ere equation

is elliptic over a range of circumstances much wider than the physically relevant

range, small � with �

C

=f = 1 + O(�). That is, we have ellipticity a fortiori

whenever the constraint manifoldM

C

de�ned by (9.6) approximates the actual

slow quasimanifold within the parent phase space, which is possible only when

� is small.

The Monge{Amp�ere equation (9.9) gives us a second way of timestep-

ping any of the balanced models in question after solving the splitting equa-



36 McIntyre & Roulstone

tion (8.12). This second way, which is likely to be the better-conditioned nu-

merically, is to use the u

P

�eld to advect not the mass con�guration h but Q

C

instead, then invert the Monge{Amp�ere equation to obtain � and h. The two

ways are equivalent in the absence of numerical truncation errors, because of

the exact material conservation of Q

C

, on particles moving with velocity u

P

.

However, under the circumstances of interest, with � small, it is likely that

the second way would be less sensitive to truncation error than the �rst. For

small �, the u

C

functional is such that slight errors in the mass �eld have

large, O(�

�1

) e�ects on the velocity �eld relative to the rotating frame. This is

analogous to large, O(�

�1

) slopes of the toy problem'sM

C

surface in Figure 1.

For given � there will be a tradeo� between such sensitivity and the result-

ing ill-conditionedness, on the one hand, and the cost of solving two elliptic

problems instead of one at each timestep, on the other.

10 Generalizations including variable Coriolis pa-

rameter

To see the full generality of (9.3) and its consequences, we now ask what class of

general, nonlocal u

C

functionals admits canonical coordinates X. Canonical

coordinates on the slow manifold M

C

, in the most general possible sense,

are not only �elds but also mass-con�guration functionals that respect the

particle-relabelling symmetry, like u

C

. In our shorthand notation,

X = X(a;x(�)) = X(x;h(�)) : (10.1)

On the right, we can still read this as a transformation within D = R

2

, the

physical domain, provided we recognize that there is a di�erent such trans-

formation for each mass con�guration h(�) . This of course is already true of

(9.7), because of the near-local dependence on r� and hence on rh; but now

the dependence on h(�) can be fully nonlocal, as it has to be for the greatest

possible accuracy.

The components (x; y) = (x

1

; x

2

) of x in (10.1) do not, incidentally, need to

be components referred to Cartesian axes. For instance spherical components

could be used, as in the theories of Shutts (1989) and Purser (1993) extending

semigeostrophic theory to the sphere. This is because the mathematical objects

involved belong to the exterior calculus and are thus metric-independent. The

connection between Shutts' equation and the theory of contact transformations

was established by Roulstone & Sewell (1997, Section 7).

The coordinates X are canonical by de�nition if, for some scalar-valued

mass-con�guration functional, say B(x(�)) = B(h(�)),

�

Z

D

dm u

C

i

�

L

x

i

=

1

2

f

Z

D

"

jk

X

k

�

L

X

j

dm+ �B ; (10.2)
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where "

ik

is the 2-dimensional alternating tensor ("

12

= �"

21

= 1, "

11

= "

22

=

0), and where f can still be taken to be the Coriolis parameter, in the constant-

f cases considered so far, but where, more generally,

1

2

f can be regarded as an

arbitrary constant normalization factor introduced to give X the dimensions

of length. The factor

1

2

f will usually, but need not, be identi�ed with some

typical or average angular velocity of the spinning mass of uid, as hitherto.

(We are still in the inertial frame of reference.)

The left-hand side of (10.2) is analogous to the toy-problem expression

�

C

j

(x)�x

j

= �u

C

j

(x)�x

j

. That is, the left-hand side of (10.2) is the shallow-

water counterpart of the 1-form �

C

displayed in (7.23), after contraction or

inner multiplication with the in�nite-dimensional vector �eld �

L

x(a), if we

omit the contribution corresponding to the arbitrary function �

C

in (7.23).

Thus, before contraction, the left-hand side of (10.2) itself would correspond

to a 1-form �

CL

, say, de�ned as �

R

D

dm u

C

j

d

L

x

j

where d

L

is the exterior

derivative in phase space, again omitting any contribution analogous to �

C

in (7.23) | e�ectively absorbing it into the B term. What is important here

is that the exterior derivative of �

CL

is nothing but the symplectic 2-form




CL

=

R

D

dm d

L

x

j

^ d

L

u

C

j

whose coe�cients are given by (8.1). This trans-

forms to 


CL

=

1

2

f

R

D

dm "

jk

d

L

X

k

^ d

L

X

j

= �f

R

D

dm d

L

X ^ d

L

Y , as can

be seen by taking the exterior derivative of the 1-form

1

2

f

R

D

dm "

jk

X

k

d

L

X

j

.

The minus sign is related to the presence of the vector product in the �rst

term on the right of (9.6).

The desired general characterization of u

C

functionals now follows, ex-

pressed as absolute velocities, i.e. as velocities in the inertial frame:

Lemma 1 (Canonical coordinate lemma) General canonical coordinates

X(x;h(�)) are functionally related to absolute (inertial-frame) constraint ve-

locities u

C

by

u

C

i

= �

1

2

f"

jk

X

k

@X

j

@x

i

�

@

@x

i

�

1

2

f"

jk

Z

D

X

k

(x

0

;h(�))

�

E

X

j

(x

0

;h(�))

�

E

h(x)

dm(x

0

) +

�B(h(�))

�

E

h(x)

�

(10.3)

where the mass-con�guration functional B may be chosen arbitrarily.

The boldface notation @=@x

i

signi�es di�erentiation acting on the ith compo-

nent of x wherever it occurs, implicitly or explicitly | in this case the depen-

dence on x associated with the denominators of the two functional derivatives.

By contrast, the operator @=@x

i

in the �rst term acts on the ith component

of the �rst argument of X

j

(x;h(�)) only.

The proof of (10.3) is a straightforward application of the same Eulerian{

Lagrangian functional di�erentiation machinery as before, especially (8.4),

(8.5), and (8.7). Direct substitution shows, after a few lines of manipulation,

that (10.3) satis�es (10.2). Arbitrariness of �

L

x takes us back to (10.3).
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Our main result (9.7) now follows after specializing to the case of near-local

canonical models. Both the u

C

functional and the canonical coordinates X

are now taken to have near-local form. That is, u

C

and X are taken to be

general pointwise functions of the layer-depth h(x) and a �nite number of its

derivatives:

u

C

(x; h(�)) = u

C

(x

j

; h; h

;i

; h

;ij

; � � � ) ; (10.4)

X(x; h(�)) = X(x

j

; h; h

;i

; h

;ij

; � � � ) ; (10.5)

where h

;i

= @h(x)=@x

i

etc. For consistency the mass-con�guration functional

B is taken in the corresponding form B =

R

D

B dm, where the integrand

B(x; h(�)) = B(x

j

; h; h

;i

; h

;ij

; � � � ) : (10.6)

When the number of derivatives is arbitrary but �nite, these are the most gen-

eral possible forms expressing near-local functional dependence. Substitution

into (10.3) gives

Lemma 2 (Canonical coordinate lemma, near-local version) Near-

local canonical coordinates X(x

j

; h; h

;i

; h

;ij

; � � � ) are functionally related to ab-

solute (inertial-frame) constraint velocities u

C

by

u

C

i

= �

1

2

f"

jk

X

k

@X

j

@x

i

�

@

@x

i

�

1

2

f"

jk

�

hX

k

@X

j

@h

�

@

@x

p

�

hX

k

@X

j

@h

;p

�

+

@

2

@x

p

@x

q

�

hX

k

@X

j

@h

;pq

�

� � � �

�

+

�

B + h

@B

@h

�

@

@x

j

�

h

@B

@h

;j

�

+

@

2

@x

j

@x

k

�

h

@B

@h

;jk

�

� � � �

��

(10.7)

for near-local but otherwise arbitrary B(x

j

; h; h

;i

; h

;ij

; � � � ) .

In particular, by noting that (9.7) is the simplest choice compatible with the

above and compatible also with invariance to coordinate-axis rotations, and

by making a correspondingly simple choice of B and substituting both into

(10.7), then simplifying the resulting expression, which is lengthy | keeping

in mind the distinction between @ and @ | we recover (9.6) and (9.8). The

details are summarized in Appendix C. We note incidentally that these lemmas

answer the old question of how to �nd Hamiltonian balanced models with exact

canonical coordinates for variable Coriolis parameter; cf., e.g., x3 of Salmon

(1985), and Magnusdottir & Schubert (1990). For instance x in (9.7) can be

replaced by r�(x) with any function �(x) that satis�es hess

xy

(�) =

~

f(x)=f ,

where

~

f(x) is the variable Coriolis parameter and f keeps its role as a constant

normalizing factor. This is straightforward to verify from lemma 2 above;

details are in MR96 x10.
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11

p

3 models: quo vadis?

As mentioned below (3.10) in Section 3, it is the choice � = 1 in (9.6), corre-

sponding to c =

p

3 in (9.7), that gives the balance condition that is formally

the most accurate of that class. This choice de�nes the `

p

3 model', or rather,

as implied by the remarks at the end of Section 6 and in Appendix B, an

in�nite family of `

p

3 models'. Their mathematical properties are largely un-

known, apart from the generic, purely formal properties already mentioned

| which they share with semigeostrophic theory and L

1

dynamics, for which

� = �

1

2

; 0, and c = 0; 1, respectively. These generic properties are �rst the ex-

istence of complex canonical coordinates X, second the Jacobian formula (9.3)

for Q

C

, third the Monge{Amp�ere equation (9.9) for � given Q

C

, and fourth

the streamfunction property analogous to (4.16), arising from the solenoidality

property (9.5).

The same four generic properties will be shared by all Hamiltonian balanced

models in which (9.6) constrains the symplectic structure, even if not the

Hamiltonian. If we constrain only the symplectic structure by (9.6), producing

a doubly-split model, then we lose the splitting equation in its simplest form

(8.12). But it is now emerging such loss of formal simplicity might carry with

it a compensating gain in terms of good mathematical behaviour. Recent work

by Wunderer (2001) has shown that in the case of the singly-split

p

3 model,

with (9.6) constraining both the Hamiltonian and the symplectic structure,

the splitting equation fails to share with Salmon's equation for L

1

dynamics,

(6.5) above, the property of being robustly invertible.

All constraints that are near-local produce splitting equations in the form

of linear partial di�erential equations, because the functional derivatives in

(8.13) then reduce to delta functions and their derivatives, as illustrated in

Appendix A. As shown there, the second derivatives in Salmon's equation (6.5)

arise from the �rst derivatives in the geostrophic constraint (3.2). Similarly,

the splitting equation for the

p

3 and other singly-split models arising solely

from (9.6) all involve third derivatives, whenever � 6= 0 and c 6= 1, because

of the second derivatives appearing in (9.6). When the

p

3 model was �rst

discovered, we thought that these third derivatives would cancel and give us

another second-order elliptic equation. But Wunderer's work has shown, on the

contrary, that the sum of the third-derivative terms is nonzero. Therefore the

p

3 model's splitting equation cannot be elliptic. In this context, therefore, the

correction term with � = 1 in (9.6) has given rise to a singular perturbation,

in striking contrast with the benign e�ect of the same term in the case of

semigeostrophic theory, with � = �

1

2

.

One way to regularize the model without losing Hamiltonian structure

might be to add a higher correction to (9.6), involving third derivatives. Then

the splitting equation would involve fourth derivatives and could be elliptic,

though formidably complicated. Alternatively, as already hinted, we could

abandon singly-split models. We could construct regularized variants of the
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p

3 model by keeping (9.6) for the purpose of constraining the symplectic

structure | thus keeping the simple formula (9.7) for X | but changing the

constraint on the Hamiltonian, i.e. introducing double splitting. This is an-

other way to produce models sharing with semigeostrophic theory the four

generic properties listed above while attaining greater accuracy than semigeo-

strophic theory. The extra freedom gained via double splitting can be used for

regularization purposes.

Indeed, it can only be thus that semigeostrophic theory itself avoids the

pathology discovered by Wunderer. As we have emphasized, despite having a

nonzero value of � semigeostrophic theory is a supremely regular, mathe-

matically well-behaved theory. We have some speci�c ideas that should lead

to well-behaved models within the (in�nite) family of doubly-split

p

3 models,

but at the time of going to press those ideas remain to be veri�ed in detail.

12 Complex contact structure

What other properties are shared between semigeostrophic theory and the

models just considered, including the doubly-split variants? For instance, is

the transformation (x; y) 7! (X;Y ) de�ned by (9.7) part of an explicitly in-

vertible contact transformation? The answer, frustratingly, is almost certainly

not. This limits the usefulness of (9.7), because to make practical use of the

canonical coordinates (X;Y ) we need the transformation inverse to (9.7). The

forward transformation (9.7) gives X(a) if the Lagrangian mass con�gura-

tion x(a) is known in the physical, (x; y) domain, hence h and � known via

(2.2){(2.5) and (9.4). But if we solve the problem in the (X;Y ) domain then

we need the inverse transformation to get back to the (x; y) domain. This is

an important di�erence vis-�a-vis semigeostrophic theory, in which the inverse

transformation is given explicitly by (4.14), by virtue of the contact structure

and its symmetric generating function (5.18). In the absence of such structure,

and given only X(a), inversion of (9.7) would be nontrivial, requiring solution

of a nonlinear partial di�erential equation | nonlinear because of the non-

linearities in (2.2){(2.5) | to yield a description of the mass con�guration in

the x domain given its description in the X domain. It is to this part of the

problem, presumably, that the pathology found by Wunderer would migrate

if we were to use (9.1) to simplify the splitting equation.

However, Roubtsov & Roulstone (2001, hereafter `RR01') point out that the

`conjugate' of the transformation (x; y) 7! (X;Y ); de�ned as (x; y) 7! (X;

�

Y )

where

�

Y is the complex conjugate of Y , is part of an explicitly invertible con-

tact transformation (x; y; �; @�=@x; @�=@y) 7! (X;

�

Y ;

^

�; @

^

�=@X; @

^

�=@

�

Y )

continuous with (x; y; �; @�=@x; @�=@y) 7! (X; Y; �; @�=@X; @�=@Y ), the

transformation found for semigeostrophic theory and speci�ed by (4.14) and
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(4.15). The generating function,

^

S say, has an extra term proportional to ic:

^

S(x; y;X;

�

Y ) =

�

1

2

(X � x)

2

�

1

2

(

�

Y � y)

2

+ ic(X � x)(

�

Y � y)

1 + c

2

: (12.1)

This is still symmetric, like (5.18), with respect to exchanging (x; y) and

(X;

�

Y ). The new complex potential, replacing (4.15), is

^

� = � �

^

S : (12.2)

The rest of the transformation | see also below (13.5) | is only slightly less

simple than (4.14):

@

^

�

@X

=

@�

@x

=

(X � x)� ic(

�

Y � y)

1 + c

2

and

@

^

�

@

�

Y

=

@�

@y

=

(

�

Y � y)� ic(X � x)

1 + c

2

:

(12.3)

The symmetry and explicit invertibility are now evident, just as before. If we

have solved for the evolution in (X;

�

Y ) space and know the function

^

�(X;

�

Y ),

at each time t, then we know @

^

�=@X and @

^

�=@

�

Y . We can then regard (12.3) as

a pair of linear algebraic equations for x and y. Provided that the determinant

�

�

�

�

�1 ic

ic �1

�

�

�

�

= 1 + c

2

6= 0 ; (12.4)

which holds in all the cases of interest, c > 0, we can then deduce the physical

position x; y of any particle from its image in (X;

�

Y ) space, just as we could

from (X;Y ) in semigeostrophic theory. Thus knowledge of X(a) provides us

with knowledge of x(a), and therefore of the mass con�guration, in a simple

and explicit way. Alternatively, and again as in semigeostrophic theory, we

can stay entirely within the Eulerian description. The formulae (12.1){(12.3)

tell us at once that the new potential

^

�(X;

�

Y ) contains, in easily recoverable

form and with no question of pathology, the same information as �(x; y) and

therefore h(x; y). This makes it plain that the function

^

�(X;

�

Y ) completely

speci�es the Eulerian mass con�guration, i.e. speci�es the mass con�guration

up to particle relabelling.

It follows that, in principle, the balanced model can be formulated entirely

in terms of

^

�(X;

�

Y ) and the material derivatives or rates of change of X

and

�

Y , just as semigeostrophic theory can be formulated entirely in terms

of its transformed potential function �(X;Y ) and the material derivatives

of Hoskins' real X and Y . However, the new potential

^

�(X;

�

Y ) cannot be

identi�ed with the complex streamfunction �(X;Y ) implied by (9.5), and

there is therefore no reason to expect

^

�(X;

�

Y ) to enter into the evolution

equations with anything like the simplicity of (4.16).
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13 K�ahler and hyper-K�ahler structure

The foregoing remarks, together with those of Sections 9{10, present us with an

intriguing, tantalizing, yet frustrating situation| a kind of parting of the ways

forced on us as soon as c > 0, as is necessary if we are to gain more accuracy. In

the more accurate models under consideration, some of the properties of semi-

geostrophic theory are echoed in the transformation (x; y) 7! (X;Y ). Others

are echoed in the transformation (x; y) 7! (X;

�

Y ), and the two are di�erent

whenever c 6= 0.

There is a suggestion here that in order to gain deeper insight we must con-

sider both transformations together, (x; y) 7! (X;Y ) and (x; y) 7! (X;

�

Y ), im-

plying consideration of the subspace of C

4

spanned by the four interdependent

complex variables X;Y;

�

X;

�

Y . That space fX;Y;

�

X;

�

Y g has the dimensionality

of R

4

, being the image of the symplectic space or manifold fx; y; p; qg discussed

in Section 5, under the linear mapping

X = x+ p+ icq ; Y = y + q � icp

�

X
= x+ p� icq ;

�

Y
= y + q + icp

)

: (13.1)

This mapping corresponds to (9.7) and its complex conjugate when (p; q) re-

places (@�=@x; @�=@y). It becomes one-to-one as soon as c 6= 0. As noted by

RR01, its Jacobian is simply

@(X;Y;

�

X;

�

Y )

@(x; y; p; q)

= � 4c

2

(13.2)

and its inverse

x =

(X +

�

X)

2

+

(Y �

�

Y )

2ic

; y =

(Y +

�

Y )

2

�

(X �

�

X)

2ic

; (13.3)

p = �

(Y �

�

Y )

2ic

; q =

(X �

�

X)

2ic

: (13.4)

In what seems to be a natural way, the space fX;Y;

�

X;

�

Y g, when equipped

with nothing but the 2-forms dX ^ dY and d

�

X ^ d

�

Y , reects both of the

symplectic structures that have arisen in the development so far. It does so in

a manner to be explained next.

The �rst structure is that associated with the symplectic 2-form 
 of Sec-

tion 5, and thereby also with the Cartan 1-form � of Section 5 and the contact

transformations of semigeostrophic theory and of (12.1){(12.3). The second

is that associated with the symplectic 2-form 


CL

of Sections 6{10 and Ap-

pendices B and C, and thereby also with the 1-form �

CL

corresponding to

the left-hand side of (10.2), inherited from the phase space of the parent dy-

namics. RR01 point out that the �rst symplectic structure de�nes what is

called K�ahler structure, when viewed in the space fX;Y;

�

X;

�

Y g, and that the
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two symplectic structures together form part of what is called hyper-K�ahler

structure in the space fX;Y;

�

X;

�

Y g. The hyper-K�ahler structure can in turn

be embedded within a 6-dimensional `twistor space'. These are well-studied

geometric structures (e.g. MS98; Hitchin 1987; Atiyah & Hitchin 1988 & refs.;

Freed 1999, hereafter `F99'), which may hold important clues toward further

progress on our journey.

Consider the �rst of the two symplectic structures. The 
 of Section 5 was

de�ned in (x; y; p; q) space as 
 = dx ^ dp + dy ^ dq , and the correspond-

ing Cartan 1-form in (x; y; �; p; q) space as � = d� � p dx � q dy . When

transformed to (X;Y;

�

X;

�

Y ) space and multiplied by �c, the 
 of Section 5

becomes simply

�c
 =

1

2i

(dX ^ dY � d

�

X ^ d

�

Y ) = Im(dX ^ dY ) ; (13.5)

as is evident by inspection of (13.1). Alternatively, we may view this result

in terms of the contact transformation (12.1){(12.3), with (p; q) replacing

(@�=@x; @�=@y) and, say, (

^

P ;

^

Q) replacing (@

^

�=@X; @

^

�=@

�

Y ). We have

^

P = p

and

^

Q = q; therefore, from (13.4),

^

P = � (Y �

�

Y )=2ic and

^

Q = (X �

�

X)=2ic.

The contact transformation preserves the Cartan 1-form; therefore

� = d�� p dx� q dy = d

^

��

^

P dX �

^

Q d

�

Y ; (13.6)

the exterior derivative of which is


 = d� = dX ^ d

^

P + d

�

Y ^ d

^

Q

= � dX ^ d

�

Y �

�

Y

2ic

�

+ d

�

Y ^ d

�

X �

�

X

2ic

�

= �(2ic)

�1

(dX ^ dY + d

�

Y ^ d

�

X) ; (13.7)

equivalent to (13.5).

The relation (13.5) exposes an aspect of the Jacobian formula (9.3) that was

previously invisible. Multiplying the Jacobian @(X;Y )=@(x; y) by dx^ dy (cf.

(5.1)) turns it into the 2-form dX ^ dY under discussion,

@(X;Y )

@(x; y)

dx ^ dy = dX ^ dY ; (13.8)

when X and Y are expressed as functions of x and y as in (9.7). That

is, (13.8) holds under restriction to the graph of �. When we view things

in 4 dimensions | as distinct from 5 dimensions as in (5.11) and (5.12)

| restriction to the graph of � simply means restriction to the image in

(X;Y;

�

X;

�

Y ) space of the 2-dimensional surface de�ned in (x; y; p; q) space by

(x; y; p; q) = (x; y; @�(x; y)=@x; @�(x; y)=@y). For any smooth �(x; y), the

surface in question is a Lagrangian submanifold with respect to 
, as was

pointed out in the paragraph below (5.12). That is, 
 vanishes identically
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when restricted to the graph of �. Consequently, Im(dX ^ dY ) becomes in-

visible when we restrict to the graph | dX ^ dY then being real, like the

Jacobian itself | even though dX^ dY is plainly complex-valued at a general

point in (X;Y;

�

X;

�

Y ) space.

Now the structure or geometry imposed on the space fX;Y;

�

X;

�

Y g by the

2-form (2i)

�1

(dX^dY �d

�

X^d

�

Y ), i.e. by Im(dX^dY ), is a simple example

of what is called K�ahler structure or geometry (e.g. MS98; F99). In general

this can be de�ned using a real-valued `K�ahler potential' K(X;Y;

�

X;

�

Y ), which

in our case will turn out to be related, in a peculiar way, to the complex-valued

potential

^

�(X;

�

Y ) that arose in the contact transformation (12.1){(12.3). By

construction,

^

�(X;

�

Y ) is automatically a holomorphic function of each of its

arguments when everything is restricted to the graph of �, as pointed out in

RR01. The associated Cauchy{Riemann relations state that

@

^

�

@

�

X

=

@

^

�

@Y

= 0 on the graph of � : (13.9)

The reader is warned that, in the literature on K�ahler geometry,

�

Y is notated

Y and vice versa.

Speci�cally, the space fX;Y;

�

X;

�

Y g is said to have K�ahler structure when

equipped with a closed K�ahler 2-form !

K

de�ned by

!

K

=

1

2

i@

�

@K(X;Y;

�

X;

�

Y ) ; (13.10)

where @ and

�

@ are exterior derivative operators restricted, respectively, to the

subspaces fX;

�

Y g and f

�

X;Y g. Thus the �rst operation

�

@ produces (in our

non-standard notation) the 1-form

�

@K =

@K

@

�

X

d

�

X +

@K

@Y

dY ; (13.11)

with no terms in dX and d

�

Y . The second operation @ converts this into the

2-form

@

�

@K =

@

2

K

@X@

�

X

dX ^ d

�

X +

@

2

K

@X@Y

dX ^ dY +

@

2

K

@

�

Y @

�

X

d

�

Y ^ d

�

X

+

@

2

K

@

�

Y @Y

d

�

Y ^ dY :(13.12)

The �rst and last terms on the right are each pure imaginary (because of the

antisymmetry of wedge products), as is the sum of the remaining two terms.

Hence the K�ahler 2-form !

K

=

1

2

i@

�

@K is always real-valued as well as closed.

Closedness follows from the relevant Poincar�e lemmas @ @ = 0 and

�

@

�

@ = 0: we

have d @

�

@K = (@ +

�

@ )@

�

@K = 0. The foregoing needs no further quali�cation

when, as here, the associated `complex structure', i with i

2

= �1, is just the

ordinary imaginary unit.
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The simplest standard case (MS98 p. 130) is that in which K(X;Y;

�

X;

�

Y ) =

X

�

X + Y

�

Y , producing another 2-form

1

2

i(dX ^ d

�

X + d

�

Y ^ dY ), in our non-

standard notation. Our 2-form !

K

= Im(dX ^ dY ) is obtained by choosing

instead

K(X;Y;

�

X;

�

Y ) = � (X �

�

X)(Y �

�

Y ) ; (13.13)

or, equally well,

K(X;Y;

�

X;

�

Y ) = �XY �

�

X

�

Y ; (13.14)

since the extra terms in (13.13) are `harmless' insofar as they contribute noth-

ing to (13.12). Substituting either of these into (13.12) and multiplying by

1

2

i,

we get cross-terms only, hence

!

K

= Im(dX ^ dY ) (13.15)

as anticipated. (The normalizations used here for !

K

and for K itself follow

MS98, and di�er by constant factors from those used in RR01 and in F99.)

Other cases with less simple K have K�ahler 2-forms with variable coef-

�cients describing a `curved' K�ahler structure, nontrivially di�erent from,

and more restrictive than, ordinary real symplectic structure, especially in

its global aspects (MS98). This may yet prove signi�cant for later stages on

our journey. Here one may speak of `curvature' in more than one sense, in

the �rst place because the K�ahler 2-form and associated symplectic struc-

ture may admit a `symplectic connection' (MS98) de�ning parallel transport,

e.g. of geometric structures like the tubes in Figure 1. Nonzero curvature

means that parallel transport produces di�erent results over di�erent paths.

In the second place, the K�ahler 2-form together with the complex structure

induces a symmetric bilinear form and hence a Riemannian or Minkowskian

inner product and metric, which may have curvature. More precisely, when

the K�ahler 2-form is contracted with the pair of vectors (�X; �Y; �

�

X; �

�

Y ) and

(i �X

0

;�i �Y

0

;�i �

�

X

0

; i �

�

Y

0

) (the sign pattern reecting our non-standard no-

tation), then the factors i convert skew-symmetry into symmetry, produc-

ing a real-valued symmetric bilinear form and metric, Riemannian or sign-

de�nite in our case (13.15) and in the standard case mentioned above (13.13).

Minkowskian or sign-inde�nite cases plainly exist, as exempli�ed by linear

combinations of the K�ahler potentials and therefore 2-forms already encoun-

tered, and also by the case

K(X;Y;

�

X;

�

Y ) = X

�

X � Y

�

Y : (13.16)

This last is the same as the abovementioned standard case apart from the

change of sign between terms, and is therefore Minkowskian since the standard

case is Riemannian. Minkowskian cases are sometimes called `pseudo-K�ahler'.
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In the third place, the complex structure, when generalized to mean any al-

gebraic object whose square is minus the identity, may itself be a spatially

variable �eld. This raises questions of `compatibility' of the complex structure

with the 2-form and metric under symplectic parallel transport (e.g. MS98,

F99). Such questions do not arise, however, in the simple `at' case considered

here and in RR01. Indeed this case is the simplest possible example of what

is called `special K�ahler' or `rigid special K�ahler' structure (F99), in which,

more generally, the symplectic structure may be perfectly at (with tubes like

those in Figure 1 straight, when viewed in a suitable coordinate system, and

with parallel transport globally unique) even when the metric and complex

structures are not at.

There now arises a conundrum, almost a mathematical pun. F99 shows that

every special K�ahler structure, at or curved, possesses not only its K�ahler

potential K(X;Y;

�

X;

�

Y ) but also what is called a `holomorphic prepotential',

in terms of which K can always be de�ned. In our normalization (and non-

standard notation) this prepotential is a holomorphic function 	(X;

�

Y ) such

that

K(X;Y;

�

X;

�

Y ) =

1

2i

�

@	

@X

�

X �

@

�

	

@Y

�

Y �

@

�

	

@

�

X

X +

@	

@

�

Y

Y

�

: (13.17)

Inspection shows at once that this formula produces the K de�ned in (13.14)

if we set 	(X;

�

Y ) = �iX

�

Y . What is peculiar is that, as shown in RR01, in-

stead of �iX

�

Y we may take 	(X;

�

Y ) = 2c

^

�(X;

�

Y ), where

^

� is the complex

potential de�ned in (12.2), and substitute this into the same formula (13.17),

to produce the K of (13.13) | which is equivalent to that of (13.14) as far

as (13.12) is concerned, and therefore as far as the K�ahler structure itself is

concerned. This last result holds only, however, after restriction to the La-

grangian submanifold represented by the graph of �. Away from the graph,

^

� as de�ned in (12.2) ceases to be holomorphic.

Still more peculiar is the very fact that one obtains such a result at all,

relating

^

�(X;

�

Y ) to K(X;Y;

�

X;

�

Y ) alone, even on the graph of �. This is be-

cause

^

�(X;

�

Y ) is a description of the mass con�guration and therefore changes

into di�erent functions of X and

�

Y as the dynamical system evolves. Recall

that we have suppressed explicit reference to time t and therefore to the fact

that

^

� is really a function

^

�(X;

�

Y ; t). So, unlike K and its prepotential 	, the

complex potential

^

� is not a static property of the space fX;Y;

�

X;

�

Y g and

its underlying structure. It is a function of the dynamics as well. Since

^

� is a

holomorphic function of (X;

�

Y ) on the graph of �, one can imagine using ana-

lytic continuation to extend it some distance o� the graph. But apart from the

practical certainty that singularities would be encountered not too far away,

one would still have a structure, including the locations of the singularities,

that changed from moment to moment as the mass con�guration changed.

Another peculiar fact is that there is actually no holomorphic prepotential

at all for the K of (13.13). Inspection of (13.17) shows that if there were
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such a potential then it would have to conform to @	=@X = i(Y �

�

Y ) and

@	=@

�

Y = �i(X �

�

X); but the presence of the other two variables,

�

X and

Y , immediately stops us from constructing any such holomorphic function

throughout fX;Y;

�

X;

�

Y g.

z

We are now close to the frontiers of the territory

explored so far; the signi�cance of the facts just described is far from clear.

Consider now the second of the two symplectic structures recalled at the

start of this section. The 


CL

of Sections 6{8 inherited from the parent phase

space manifests itself, as previously noted, in the real part of the 2-form

dX ^ dY . Because we are now viewing everything in the �nite-dimensional

space fX;Y;

�

X;

�

Y g, we again see only a 2-dimensional projection, or reec-

tion, of the full in�nite-dimensional 


CL

(Bridges et al. 2001). The real part

of dX ^ dY is also a K�ahler 2-form. For if we now take

K(X;Y;

�

X;

�

Y ) = � i (X �

�

X)(Y +

�

Y ) ; (13.18)

or, equally well,

K(X;Y;

�

X;

�

Y ) = � iXY + i

�

X

�

Y (13.19)

(again real-valued), then (13.12) produces

1

2

i @

�

@K = Re(dX ^ dY ) : (13.20)

By taking the sum or di�erence of the K�ahler potentials (13.14) and (13.19)

we can now see, moreover, that dX ^ dY and its complex conjugate d

�

X^ d

�

Y

are themselves K�ahler 2-forms.

Transforming Re(dX ^ dY ) back into (x; y; p; q) space, i.e. substituting

X = x + p + icq and Y = y + q � icp into Re(dX ^ dY ), we obtain a new

2-form

! = Re(dX ^ dY )

= dx ^ dy + dp ^ dy + dx ^ dq + (1� c

2

)dp ^ dq ; (13.21)

giving a noncanonical representation of the reection in fX;Y;

�

X;

�

Y g of the

second symplectic structure. It is noncanonical, when viewed in (x; y; p; q) space,

because 


CL

is noncanonical. This in turn is a consequence, it will be recalled,

of restricting the parent 2-form to M

C

by applying the constraint (9.6).

To summarize so far, the 2-form dX ^ dY and its complex conjugate

d

�

X^ d

�

Y reect both the symplectic structures of interest. All four 2-forms |

that is, dX^ dY , d

�

X^ d

�

Y , and their real and imaginary parts | are K�ahler

z

Speci�cally, if @	=@X = i(Y �

�

Y ), then 	 = iX(Y �

�

Y ) + func(

�

X;Y;

�

Y ). If also

@	=@

�

Y = �i(X �

�

X), then then 	 = �i

�

Y (X �

�

X)+ func(X;

�

X;Y ). Therefore 	 = i(XY +

�

X

�

Y �X

�

Y )+ ĝ(

�

X;Y ), say. But it is impossible to choose the function ĝ so as to make @	=@

�

X

and @	=@Y vanish as required by the Cauchy{Riemann relations for holomorphic 	(X;

�

Y );

cf. (13.9).
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2-forms on the space fX;Y;

�

X;

�

Y g. None of this is surprising, because the rela-

tion between K�ahler geometry and symplectic geometry is well known and en-

tirely straightforward in at spaces like those dealt with here and in RR01. The

transformations of the various 2-forms between the original space fx; y; p; qg

and its complex image fX;Y;

�

X;

�

Y g under (13.1){(13.4) can now be summa-

rized thus:

dX ^ dY = ! � ic
 ; d

�

X ^ d

�

Y = ! + ic
 : (13.22)

Again recall that this is consistent with (9.3) because of the vanishing of 
 on

the graph of �, making the contribution ic
 invisible on the graph.

What then of hyper-K�ahler structure or geometry? Here there is a hint

of something entirely new. The pair of K�ahler 2-forms Re(dX ^ dY ) and

Im(dX ^ dY ) together with the K�ahler 2-form

1

2

i (dX ^ d

�

X � d

�

Y ^ dY )

generated by (13.16) together make up what is called a hyper-K�ahler triplet

of closed 2-forms, as RR01 point out. These de�ne a hyper-K�ahler geometry

x

in the space fX;Y;

�

X;

�

Y g and are conventionally normalized and notated as

follows

!

I

= Re(dX ^ dY ) ; (13.23)

!

J

=

1

2

i (dX ^ d

�

X + dY ^ d

�

Y ) ; (13.24)

!

K

= Im(dX ^ dY ) : (13.25)

(Here, in fact, Y and

�

Y now appear in the standard way.) Just as K�ahler ge-

ometry is underpinned by complex structure, hyper-K�ahler geometry can be

shown to be underpinned by quaternion or spin-matrix structure. More pre-

cisely, a hyper-K�ahler triplet of 2-forms is related to a single metric through

a triplet (I; J;K) of complex structures satisfying the rules of quaternion al-

gebra. Those rules are I

2

= J

2

= K

2

= �1 (stating that I; J;K are indeed

complex structures) together with I = JK = �KJ , J = KI = �IK, and

K = IJ = �JI. In the present case (I; J;K) can be taken to be the triplet

of 4 � 4 diagonal or antidiagonal matrices I = antidiag(�1; 1;�1; 1); J =

diag(�i;�i; i; i); K = antidiag(i;�i;�i; i), where `antidiag' is to be read

from bottom left to top right. It is easy to check that the quaternion rules

are satis�ed. Using the shorthand !

I

(�X; �X

0

) to denote the contraction

of !

I

with a pair of vectors (�X; �Y; �

�

X; �

�

Y ) and ( �X

0

; �Y

0

; �

�

X

0

; �

�

Y

0

), and

de�ning also

~g(�X; �X

0

) =

1

2

�

�X�

�

X

0

+ �X

0

�

�

X + �Y �

�

Y

0

+ �Y

0

�

�

Y

�

; (13.26)

we can easily verify that !

I

(�X; �X

0

) = ~g(�X; I �X

0

) ; !

J

(�X; �X

0

) =

~g(�X; J �X

0

) and that !

K

(�X; �X

0

) = ~g(�X; K �X

0

), where I �X

0

,

x

Hyper-K�ahler geometry arises naturally in a given space or manifold whenever, for in-

stance, the space has a Lagrangian submanifold (half the dimensions) whose cotangent bundle

(e.g. Schutz 1980) can be identi�ed with the original space (twice half the dimensions). F99

gives a clear example.
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J �X

0

and K �X

0

are to be read as denoting 4-dimensional matrix mul-

tiplication. The symmetric, real-valued bilinear form ~g de�nes a inner prod-

uct that corresponds to a at Riemannian metric, the single metric associ-

ated with our hyper-K�ahler triplet. It follows that, as can also be directly

veri�ed, the triplet has the cyclic property !

I

(�X; J �X

0

) = !

K

(�X; �X

0

),

!

J

(�X; K �X

0

) = !

I

(�X; �X

0

), !

K

(�X; I �X

0

) = !

J

(�X; �X

0

).

Now we have seen from Section 5 onwards that !

I

and !

K

are mathemat-

ical objects having clear counterparts in semigeostrophic theory. As the two

relations in (13.22) remind us, !

I

and !

K

transform back to ! and �c


in (x; y; p; q) space. They describe the two symplectic structures shared by all

Hamiltonian balanced models arising from (9.6) through Salmon's method, in-

cluding semigeostrophic theory. But the remaining member of the triplet, !

J

,

is a new mathematical object altogether. It was not merely invisible, but ac-

tually nonexistent, before c became nonzero. Substituting (13.1) into (13.24),

we see that !

J

transforms back to

!

J

= c (dp ^ dy + dx ^ dq) + 2c dp ^ dq ; (13.27)

which vanishes identically if c = 0. Again frustratingly, its signi�cance for

present purposes has yet to be understood; but we need to consider the pos-

sibility that its emergence is not accidental. Furthermore, this needs to be

investigated alongside the connection to twistor space already mentioned. Ef-

forts to follow these clues are underway; the reader is referred to RR01 for

some further discussion.

14 Connections with Monge{Amp�ere operators

The parallel derivations of (9.9) and (13.21) | respectively by substitution

of (9.7) into the Jacobian @(X;Y )=@(x; y) and by substitution of (13.1) into

the 2-form dX ^ dY | remind us of the well-known fact that 2-forms like !

I

and !

J

are simply Monge{Amp�ere operators in disguise (e.g. Lychagin et al.

1993). In 2 dimensions the general case is

!

gen

= Adx ^ dy + Bdp ^ dy + C(dx ^ dp� dy ^ dq)

+ Ddx ^ dq + Edp ^ dq ; (14.1)

with ellipticity criterion

!

gen

^ !

gen


 ^


= BD � C

2

� AE > 0 : (14.2)

In the recent literature the expression (!

gen

^ !

gen

)=(
 ^ 
) is often called

the Pfa�an of !

gen

(Lychagin et al., op. cit.). Restricting the 2-form !

gen

to

the graph of � produces !

gen

= [A + B�+ 2C� +D& + E(�& � �

2

)] dx ^ dy,

as is easy to verify. This expression is just dx^ dy times the general Monge{

Amp�ere operator in (4.22). As before, �; &; � are the second partial derivatives
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of � de�ned by (4.23). Notice the minus sign in the C term of (14.1), as distinct

from the plus in the de�nition of 
 = dx^ dp+ dy ^ dq. Because 
 vanishes

on the graph of �, there is some freedom in the arrangement of the C term.

(
 vanishes on any graph, i.e. vanishes for any di�erentiable function �(x; y),

whether or not it satis�es the Monge{Amp�ere equation.) Thus for instance

dx ^ dp in the C term can be replaced by �dy ^ dq without changing the

term 2C� in the Monge{Amp�ere operator itself.

The 2-form ! de�ned in (13.21), corresponding to !

I

in the hyper-K�ahler

triplet, can now be seen to correspond to the Monge{Amp�ere operator on the

left of (9.9), with A = 1, and with the remaining parameters B = D = 1,

C = 0, and E = 1 � c

2

, as noted earlier. The new 2-form !

J

in the hyper-

K�ahler triplet corresponds to another elliptic Monge{Amp�ere operator, but

not one that has come to light in any other connection.

It is not yet clear whether, or how, the foregoing will carry over to cases

in which we replace A = 1 by the variable coe�cient A = 1� f

�1

�

C

, as sug-

gested by the dynamical problem with general PV and vorticity �eldsQ

C

(x; y),

�

C

(x; y), involving the full Monge{Amp�ere operator of (9.9). The �rst term

dx^ dy on the right of (13.21) is then replaced by (1� f

�1

�

C

)dx^ dy. This

2-form is still closed, despite the variable coe�cient, essentially because the

coe�cient is a function of (x; y) alone and because dx ^ dx = dy ^ dy = 0.

{

However, the new coe�cient A = 1� f

�1

�

C

is not sign-de�nite; it is a dimen-

sionless measure of minus the relative vorticity, and our Hamiltonian balanced

models, like the real world, can have anticyclones as well as cyclones. In any

case there appears to be no corresponding hyper-K�ahler structure, because it is

well known (Atiyah & Hitchin, 1988; G.W. Gibbons, personal communication)

that such structures can be curved only in a very special way, such that the

Ricci curvature tensor vanishes even if the Riemann curvature tensor does not.

15 Postlude

This article has, we hope, gone some way toward answering the questions

posed in the title and in Section 1, even though not as far as we had originally

hoped. We feel that it has clari�ed, or at least exposed, some of the issues

involved | some of the main landmarks in the territory surveyed. We have

been mainly concerned with issues of formalism rather than with genuinely

mathematical questions, though a few of the latter have been raised as well,

such as the invertibility or otherwise of the splitting equation (8.12) (Wunderer

2001; see also Theiss 1999). This last issue of invertibility has in turn prompted

a new search for regularized, therefore well-behaved, members of the

p

3 family

of Hamiltonian balanced models. We already know that such well-behaved

models will, like semigeostrophic theory, exhibit double splitting.

{

For any function k(x; y) we have dk(x; y)dx^ dy = dk ^ dx ^ dy = (k

x

dx+ k

y

dy)^

dx ^ dy = 0, where k

x

= @k=@x, k

y

= @k=@y.
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Throughout this article, we have con�ned attention to the shallow-water

equations, representing the simplest uid-dynamical system in which all the

foregoing issues are nontrivial. The extension to 3-dimensional, fully strati-

�ed ow systems is, however, straightforward if we regard such systems as

layerwise-2-dimensional. More precisely, the extension is straightforward if

we begin with a hydrostatic, or so-called primitive-equation parent system,

consisting of a stack of shallow-water layers or the continuum limit thereof,

and then apply a momentum{con�guration constraint u = u

C

to each layer.

The layers are coupled together via the potential energy V, appropriately

generalized. Then the parent phase space is still an in�nite Cartesian prod-

uct R

4


 R

4


 � � � , particle by particle. The application of Salmon's method

is straightforwardly as described in Sections 7{8, producing a quasi-even-

dimensional phase space R

2


 R

2


 � � � , and there is no need to bring in,

for instance, the Dirac theory of constraints. Notice that, in the analogy with

the toy problem of Section 7, this corresponds to taking many particles inter-

acting through some potential V and each moving in two space dimensions. It

is quite unlike the generalization of the toy problem to three space dimensions,

which is degenerate because 


C

ij

is then 3�3 and antisymmetric, and therefore

singular.

Speci�cally, to make the extension to the 3-dimensional, fully strati�ed uid

case, we may rede�ne the notation h(x) in the following way. The strati�ed

system is now regarded as a set of many interacting 2-dimensional layers in the

physical domain D. In the continuum limit of the layered system, the speci�c

entropy s , or some function of it such as potential temperature, keeps track

of vertical position in D, taking advantage of the stable strati�cation. Thus

s now has the role of a Lagrangian label that is also a physical, measurable

quantity and is not, of course, subject to the particle-relabelling symmetry;

and x is the horizontal projection of position on a given strati�cation surface

s = constant. The mass element becomes

dm = h

0

da ds = h(x; s) dx ds ; (15.1)

where a = (a; b), x = (x; y), and where h is now equated to (@z=@s)

x;y

with

z denoting geometrical altitude. Note incidentally that h could be zero at a

given horizontal position x and a given value of s , as can happen for instance

when isentropes intersect a horizontal boundary. The use of s to help identify

particles within the physical domain D via (a; s) or (x; s) amounts to using

the well known isentropic or isopycnic vertical `coordinate' (as it is called in

the meteorological literature), or more aptly `label'.

Theiss (1999) has taken an alternative approach to the 3-dimensional

strati�ed problem, in which Salmon's method is applied directly to the full

3-dimensional nonhydrostatic Euler equations. The constraint functional must

then impose vertical, quasi-hydrostatic balance, as well as horizontal balance

through some horizontally-oriented u = u

C

as above. Because of the odd num-

ber of physical space dimensions, the con�guration space of the constrained
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problem now has the form R

3


 R

3


 � � � , particle by particle, rather than

R

2


R

2


� � � ; and, as Theiss points out, naive application of a 3-dimensional

constraint of the form u = u

C

(rashly attempted in MR96) produces a split-

ting kernel 


CL

ij

(a;a

0

) that is degenerate, with a nontrivial null space. This

is analogous to the degeneracy of the 3 � 3 matrix 


C

ij

in the 3-dimensional

version of the toy problem of Section 7. The associated Lagrangian functional

is singular, suggesting the use of the Dirac theory of constraints, a system-

atic method for dealing with singular Lagrangians. Theiss shows in detail how

the Dirac theory can be used to overcome the degeneracy problem and to

achieve a fully 3-dimensional yet nondegenerate reformulation of the splitting

equation, for the singly-split models produced by a general class of constraint

functionals.

So where does all this leave us? Both in the shallow-water and, by implica-

tion, in the fully strati�ed case, a new understanding of the complex-valued

canonical coordinates (9.7) is beginning to emerge through recognition of the

associated abstract mathematical and geometrical structures. When we go

from semigeostrophic theory to the more accurate models considered here, the

transformed streamfunction �(X;Y ) and the transformed complex potential

^

�(X;

�

Y ) become two separate entities. In semigeostrophic theory the two are

indistinguishable: we may characterize semigeostrophic theory as the unique

case in which �(X;Y ) and

^

�(X;

�

Y ) merge into a single function, and the

Jacobian (13.2) collapses to zero. Conversely, the functions � and

^

� become

distinct as soon as the parameter c > 0 . And making c > 0 is inescapable,

with c =

p

3 as the optimum, if accuracy is to be improved, within the cate-

gory of near-local balanced models de�ned by (9.6). These are the next steps

beyond semigeostrophic theory. In dealing with the space fX;Y;

�

X;

�

Y g we en-

counter an overarching hyper-K�ahler geometry. This is itself part of what is

called twistor geometry, as studied in a well-known research programme initi-

ated by Penrose (e.g. Atiyah & Hitchin 1988 & refs.). E�orts to exploit these

facts are underway.

The importance of understanding the associated abstract structures as they

apply in the cases of interest here will, in the end, turn on whether the search

for regularized, doubly-split

p

3 models is successful and on how accurate such

models prove to be, and on whether they possess tractable streamfunctions

�(X;Y ) de�ned in a su�ciently simple way. One obstacle to progress is the

fact that although, in general,

^

�(X;

�

Y ) is simple to de�ne explicitly, �(X;Y )

is not.

There are, of course, many steps still further beyond semigeostrophic theory,

into the wider territory of fully nonlocal balance conditions de�ned by fully

nonlocal functionals u

C

(x;h(�)), where h(�) symbolically represents the mass

con�guration in a shallow-water or in a fully-strati�ed model, in the manner

sketched above. Some incursions into that territory have already been made

by Allen & Holm (1996), to two orders in �, which implies nonlocality in the
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irrotational part of the u

C

�eld even though not in �

C

and the rotational part.

Further on still, hierarchies of u

C

functionals are known that respect more

and more accurately the delicacy and subtlety of real vortical motion. They

are de�ned by rather complicated sets of equations (e.g. MN00, Mohebalhojeh

& Dritschel 2001, McIntyre 2001). The considerations of Sections 6�. show

that Salmon's method can, in principle, be used to convert any of these ex-

tremely accurate, nonlocal u

C

functionals into Hamiltonian balanced models,

though the purely formal obstacles | even with computer-aided symbolic ma-

nipulation | are extremely daunting and to our knowledge have never been

tackled.

Still less is anything known about the mathematical properties of these accu-

rate u

C

functionals, though numerical experimentation has clearly shown that

some of them are well behaved, and astonishingly accurate, over a vast param-

eter range including unbounded ranges of � values (for instance at the equator

of a hemispherical model, where � =1 ). It seems likely that nonlocality in u

C

may be another way of preventing the kind of pathology encountered by Wun-

derer (op. cit.). Accurate u

C

functionals can of course be used to construct

non-Hamiltonian as well as Hamiltonian balanced models, as in fact was done

in the work of MN00 and Mohebalhojeh & Dritschel just cited. Again, little is

known about the mathematical structure of such non-Hamiltonian balanced

models, which, for reasons connected with Lighthill radiation, may ultimately

turn out to be the most accurate possible balanced models. This remains very

much a question for the future. One recent surprise, stimulated by work begun

at the Newton Institute Programme, has been the recognition that, beyond

a certain accuracy (two orders in �), non-Hamiltonian balanced models share

with Hamiltonian balanced models the phenomenon of velocity splitting (Mo-

hebalhojeh and McIntyre 2001). It is possible that the most powerful approach,

in the end, will involve not only considerations of Hamiltonian and associated

geometric structures, but also considerations of exceedingly small departures

therefrom.
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Appendix A: Derivation of equation (6.5)

In this Appendix we again use the inertial reference frame, except that the

symbol u

G

still denotes the geostrophic velocity relative to a frame rotating

with angular velocity (0; 0;

1

2

f), as it did in (3.2) and (9.6).

Before deriving (6.5), we consider �rst what the splitting equation (8.12)

tells us when u

C

is taken as solid rotation, the case known as Salmon's L

0

dynamics. Although L

0

dynamics does not yet give a balanced model capable

of dynamical evolution, it does illustrate the tendency of u

P

= u

C

+ u

S

to be

an improved approximation to the balanced motion in comparison with u

C

.

For L

0

dynamics we simply take

u

C

=

1

2

f
^
z� x ; (A.1)

describing solid rotation. Then the constraint vorticity becomes simply the

Coriolis parameter of that solid rotation, �

C

= f = constant. The right-hand

side of (8.13) vanishes, because the u

C

of (A.1) does not depend on the mass

con�guration, so that the !

C

ij

terms in the splitting equation (8.12) vanish. The

residual unbalanced force R

C

per unit mass becomes simply the contribution

to the horizontal pressure-gradient force per unit mass that is not balanced by

the centrifugal acceleration of the solid rotation. Thus (8.12) becomes simply

the geostrophic relation, u

S

= u

G

, with u

G

the relative geostrophic velocity

given in terms of the mass con�guration by (3.2), wherein h = h

0

+h

abs

�h

centrif

with h

abs

de�ned as the actual surface elevation, and h

centrif

as the paraboloidal

surface elevation for the solid rotation (A.1). The evolution described by (6.4)

or (8.12) is now trivial in the sense that particles follow geostrophic stream-

lines, within an Eulerian mass con�guration h(x) that does not change with

time when viewed in the rotating frame. This is because, as is easily checked

from (3.2), r � (hu

G

) = 0 so that the Eulerian mass-conservation equation

(2.7) implies @h=@t = 0.

For L

1

dynamics we take, iteratively,

u

C

=

1

2

f
^
z� x + u

G

: (A.2)

The constraint vorticity �

C

in (8.12) now becomes the geostrophic absolute

vorticity f +
^
z � r � u

G

. The corresponding materially conserved PV,

Q

C

= h

�1

�

C

; (A.3)

is assumed to be positive everywhere. Also (for arbitrary bottom topography)

V =

Z

D

�

gh

abs

�

1

2

gh

�

dm =

Z

D

�

gh

abs

h�

1

2

gh

2

�

dx ; (A.4)

implying that

�V =

Z

D

�

gh �

E

h

abs

+ gh

abs

�

E

h� gh �

E

h

�

dx =

Z

D

gh

abs

�

E

h dx (A.5)
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(because with any �xed topography Eulerian variation is simplest, �

E

h

abs

=

�

E

h), whence, by (8.4) and (8.10),

�V = g

Z

D

�

L

x(x) � rh

abs

dm ; ) F = �grh

abs

: (A.6)

Note incidentally | with an eye to Remarks 4 and 5 of Section 8 | how

the inertial-frame description is related to the standard description relative

to a rotating frame of reference. There, the Hamiltonian functional is usually

de�ned to contain only the relative kinetic energy and to contain only the

part of the potential energy associated with gh, not gh

abs

(e.g. Salmon 1983).

Here we have instead the absolute kinetic energy and the actual gravitational

potential. It is straightforward to check that the two are equivalent, provided

that one remembers that as well as using absolute (inertial-frame) u

C

values in

H, one must also use absolute u

P

values in place of _x in the uid counterpart

of � _xc


C

+ dH

C

= 0, and allow for any work done by moving boundaries.

Cancellations then lead to the standard rotating-frame description.

We now use the restriction to constant g and f and to zero topography

(bottom boundary parallel to h

centrif

). A short calculation from (8.11) and

(A.6) gives

R

C

= F�A

C

= �u

G

� ru

G

: (A.7)

There is no mass-rearrangement term in this case, because now hrh =

1

2

r(h

2

),

implying

r � u

G

= 0 = r � (hu

G

) ; (A.8)

annihilating the relative part of the last term in (8.11). If particles were to

move with absolute velocity u

C

, i.e. with relative velocity u

G

, then @h=@t

evaluated in the rotating frame would be exactly zero. So in this example

there is no contribution to R

C

from the functional dependence of u

G

and

hence u

C

on the mass con�guration, h(x). The reference to rotating frame is

only for computational convenience and can now be dispensed with.

It remains to evaluate !

C

ij

. The Eulerian functional derivatives of u

C

and

u

G

are equal because of the reference-frame indi�erence of �

E

. In the present

case we therefore have

�

E

u

C

i

(x;h(�))

�

E

h(x

0

)

=

�

E

u

G

i

(x;h(�))

�

E

h(x

0

)

=

g

f

"

ik

@

@x

0

k

�(x� x

0

) ; (A.9)

where "

ik

is de�ned as before by "

12

= �"

21

= 1, "

11

= "

22

= 0. Thus, from
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(8.13), for any x interior to the physical domain D,

Z

D

!

C

ij

(x;x

0

)u

S

j

(x

0

)dm(x

0

)

=

g

f

Z

D

��

"

ik

@

2

@x

0

j

@x

0

k

� "

jk

@

2

@x

0

i

@x

0

k

�

�(x � x

0

)

�

u

S

j

(x

0

) h(x

0

) dx

0

=

g

f

Z

D

�

"

ij

@

2

@x

0

k

@x

0

k

�(x � x

0

)

�

u

S

j

(x

0

) h(x

0

) dx

0

=

g

f

"

ij

r

2

U

S

j

; (A.10)

where as before U

S

(x) = h(x)u

S

(x). To verify this, replace u

S

j

in the second

line by u

S

p

�

pj

= �u

S

p

"

pq

"

qj

then use "

ik

"

qj

= �

iq

�

kj

� �

ij

�

kq

, then integrate by

parts twice. Rewriting the (�

C

�u

S

)

i

term in (8.12) as �"

ij

Q

C

U

S

j

, we see that

(8.12) now reduces to

�

r

2

�K

2

(x)

�

U

S

= �

f

g

^
z� (u

G

� ru

G

) ; (A.11)

for any x within the domain D, which is just (6.5).

Under the parameter conditions favouring balance, r

2

and K

2

reinforce,

and we can usually assume that K

2

is not negligible against r

2

. Then the

typical order of magnitude of u

S

is given immediately by comparing the right-

hand side of the above equation with the second term K

2

U

S

on the left. After

cancellation of factors f=g this shows at once that u

S

will be one power smaller

in Rossby number � than the relative constraint velocity, u

C(rel)

say, = u

G

in this case.

Appendix B: Symplectic-form invariance and PV con-

servation

At the end of Section 6 we used the fact that double splitting does not af-

fect material PV conservation. This is because of the well-known fact that

PV conservation can be regarded as a corollary of the symplectic structure

and the particle-relabelling symmetry, a case of Noether's Second Theorem

(e.g. Salmon 1988b, Section 4). The result holds for any Hamiltonian ow,

explaining the indi�erence to the choice of parent Hamiltonian functional.

However, the symplectic structure per se is seldom called to mind in this

context, any more than a �sh would think of mentioning the existence of

water; but in the spirit of this volume we thought it would be interesting take

a geometric viewpoint in which (material) PV conservation, in a Hamiltonian

balanced model constructed by Salmon's method, is regarded as a corollary of

the invariance of the symplectic 2-form 


CL

=

R

D

dm d

L

x

i

^ d

L

u

C

i

inherited

from the parent dynamics, where d

L

is again the exterior derivative in phase

space. We thought it would be especially interesting since, contrary to folklore,
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the argument needs to make use of a nontrivial gambit in order to go directly

from symplectic-form invariance to PV conservation. So far we have been

unable to �nd this argument and gambit anywhere in the literature, though

a di�erent, elegant route to essentially the same result | a variation on the

theme of Noether's theorem, using a multi-symplectic formalism to delete the

summation over mass elements and project from phase space R

1

= R

4


R

4


:::

into R

4

| is taken in the forthcoming paper by Bridges et al. (2001).

The argument presented here (and more sketchily in MR96) applies to the

parent dynamics just as well as to as to any balanced model derived from

the parent dynamics by Salmon's method. This is because the argument deals

with an Eulerian mass con�guration h that is not varied and with an Eulerian

velocity �eld, u in the case of the parent dynamics and u

C

in the case of the

balanced model, that is not varied either. That is, the variations required by

the argument are such that �

E

h = 0 and, consistently, �

E

u = 0 or �

E

u

C

= 0

as appropriate, leading respectively to material conservation of Q or Q

C

.

The main steps in the balanced-model version of the argument are (a)

that any ow advecting a geometric structure in phase space conserves in-

tersection properties; (b) that any such ow therefore conserves the value,

Q say, of the symplectic 2-form 


CL

contracted with any pair of variations,

i.e. pair of tangent vectors �

L

x(a); �

L

x

0

(a), when both the vectors and the

2-form are advected by the phase-space ow (recall caption to Figure 1: the

`number of tubes threading A' is conserved); (c) that if the ow, _x(a) say,

is Hamiltonian (for any Hamiltonian functional H

arbitrary

) then 


CL

itself is

invariant (its Lie derivative vanishes, _xc(d


CL

) + d( _xc


CL

) = d( _xc


CL

) =

d(dH

arbitrary

) = 0) so that 


CL

itself can be considered not to be advected,

and can be considered to remain equal to the prescribed 


CL

of the balanced

model, the corresponding Q still being a constant of the motion provided

that �

L

x(a) and �

L

x

0

(a) are still advected; and (d) that when �

L

x(a) and

�

L

x

0

(a), which describe material displacement �elds in the physical domain

D, are chosen such that all Eulerian variations �

E

vanish in (8.5) and (8.7)

| a choice made possible by the existence of the particle-relabelling symme-

try | then Q becomes a weighted physical-domain integral of Q

C

, namely

Q =

R

D

dm f�

L

x(a)�

L

y

0

(a)� �

L

y(a)�

L

x

0

(a))ghQ

C

coming from the �rst term

on the right of (8.7) when substituted into (8.1), with Q

C

de�ned by (6.2). All

this applies just as well to the parent dynamics if we delete the superscript C

from u

C

and Q

C

in the above and in (6.2), (8.1) and (8.7), continuing to take

�

E

= 0 in the last term of (8.7).

The �nal step (e), which uses the nontrivial gambit mentioned earlier, is

to show that the constancy of Q implies the material conservation of Q

C

or

Q. This depends on two things, �rst that there is enough arbitrariness in the

choice of the displacement �elds �

L

x(a) and �

L

x

0

(a) to allow deletion of the

summation

R

D

dm over mass elements, and second that the weighting factor

multiplyingQ

C

or Q in the integral is a function of mass alone and is therefore
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materially conserved, i.e. is invariant for each mass element. The remaining

factor, Q

C

or Q, must then be materially conserved also.

Both things can be seen to follow when we con�ne attention to displace-

ment �elds �

L

x(a) and �

L

x

0

(a) in the form of rigid rotations of a small disk

or ring of particles embedded within D, with all the remaining particles left

undisplaced. It is simplest to take a small circular ring, call it R, and to take

�

L

x(a) and �

L

x

0

(a) to be rotations of the same ring R through di�erent an-

gles. The diameter of R is taken to be much smaller than all spatial scales

of the uid motion; then rigid rotation through any angle leaves the Eulerian

mass con�guration h undisturbed, as required by the condition �

E

h = 0, since

h can now be regarded as locally constant to su�cient accuracy. It is essential

| and this is the nontrivial gambit | to make the two angular displacements

�nitely di�erent, so that for each mass element, i.e. each a, 2 R the sine of the

angle between the two displacement vectors �

L

x(a) and �

L

x

0

(a) is nonzero,

equivalently �

L

x(a)�

L

y

0

(a) � �

L

y(a)�

L

x

0

(a) 6= 0. The gambit is permissible

| we can treat these displacement �elds as if they were in�nitesimal despite

the �nite angular displacements | because the parent symplectic structure is

at and homogeneous and because @u

C

i

=@x

j

or @u

i

=@x

j

can, like h, be taken

to be constant over R to su�cient accuracy. Even though the gradients of

the mapping a 7! x are not, by contrast, approximately constant over R,

they are irrelevant and never appear in the argument. In the strati�ed case R

must, of course, lie in a single strati�cation surface, so as not to violate the

particle-relabelling symmetry.

Finally, the fact that �

L

x(a) and �

L

x

0

(a) are advected implies that the

weighting factor hf�

L

x(a)�

L

y

0

(a) � �

L

y(a)�

L

x

0

(a)g is materially conserved,

being h times the area of an advected parallelogram, and the material conser-

vation of Q

C

or Q follows.

It might be thought that one could �nd two truly in�nitesimal displacement

�elds �

L

x(a) and �

L

x

0

(a) that would serve equally well, for instance by taking

distinct but overlapping rings R and R

0

. However, there are then two contri-

butions to Q, from the two overlap locations, which cancel to give Q = 0 to

leading order. It can be shown that all pairs of in�nitesimal displacement �elds

�

L

x(a) and �

L

x

0

(a) give rise to essentially similar cancellations; this may be

why related results in the literature (e.g. Friedman & Schutz 1978; Arnol'd &

Khesin 1998) seem to give results about PV increments or gradients and not

about the PV itself.

In the alternative route taken by Bridges et al. (2001) already mentioned,

it is interesting that the multi-symplectic formalism avoids using the particle-

relabelling symmetry until after an identity describing the general (nonmate-

rial) conservation of `PV-substance' is obtained (Haynes & McIntyre 1990).

The particle-relabelling symmetry is used only in order to deduce material

conservation from general conservation.
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Appendix C: The transformation (9.7)

We start from (10.7), which is the general near-local formula relating u

C

to

the canonical coordinates X. In our f -plane, no-topography model, physi-

cal acceptability requires invariance to coordinate-axis rotations. The sim-

plest acceptable choices of X(x; h(�)) = X(x

j

; h; h

;i

; h

;ij

; � � � ) and B(x; h(�)) =

B(x

j

; h; h

;i

; h

;ij

; � � � ) therefore take the following form:

X

i

= x

i

+ ~a

@h

@x

i

+ i~c "

ij

@h

@x

j

; B = i

~

bh ; (C.1)

where

~a =

g

f

2

;

~

b =

g

f

c ; ~c =

g

f

2

c : (C.2)

The �rst of (C.1) is (9.7) rewritten in su�x notation. Inserting B from (C.1)

into the last line of (10.7) and X

j

from (C.1) into the right-hand factors of the

�rst two lines gives (with the B contribution �rst)

1

f

u

C

i

= �2

i

~

b

f

@h

@x

i

�

1

2

"

jk

�

X

k

�

�

ij

+ ~a

@

2

h

@x

i

@x

j

+ i~c"

jp

@

2

h

@x

i

@x

p

�

�

@

2

@x

i

@x

q

�

hX

k

(~a�

jq

+ i~c"

jp

�

pq

)

��

: (C.3)

Using the identity "

jk

"

jp

�

pq

= �

kq

in (C.3) yields, after some cancellation

between terms,

1

f

u

C

i

= �

1

z }| {

2

i

~

b

f

@h

@x

i

�

2;3;4

z }| {

1

2

"

ik

X

k

+

5

z }| {

~a

2

"

qk

h

@

2

X

k

@x

i

@x

q

+

6;7;8

z }| {

~a

2

"

qk

@h

@x

q

@X

k

@x

i

+

9

z }| {

~a

2

"

qk

@h

@x

i

@X

k

@x

q

+

10

z }| {

i~c

2

h

@

2

X

k

@x

i

@x

k

+

11;12

z }| {

i~c

2

@h

@x

i

@X

k

@x

k

+

13;14;15

z }| {

i~c

2

@h

@x

k

@X

k

@x

i

: (C.4)
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The terms are numbered for subsequent reference. Substituting for the remain-

ing X

k

factors with (C.1) now gives

1

f

u

C

i

= �

1

z }| {

2

i

~

b

f

@h

@x

i

�

2

z }| {

1

2

"

ik

x

k

�

3

z }| {

~a

2

"

ik

@h

@x

k

+

4

z }| {

i~c

2

@h

@x

i

�

5

z }| {

i~c~a

2

h

@

@x

i

r

2
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6

z }| {
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2

"

qi

@h

@x

q
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z }| {

~a

2

2
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h
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q

@

2

h

@x

i

@x

q

�

9
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2

@h

@x

i

r

2

h+
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2

h

@
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i

r

2

h+

11
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i~c
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i

+

12
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2
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i

r

2

h+

13
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2

@h

@x

i

+

14
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2

@h
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2

h
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i
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�

15
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2

"

kl
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k

@
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h
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i
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l

; (C.5)

writing r

2

for @

2

=@x

i

@x

i

. Because

~

b=f = ~c, term 1 cancels with terms 4, 11

and 13. Furthermore, terms 5 and 10, 9 and 12, and 8 and 14 all cancel in

pairs. This eliminates all the terms proportional to i~c, and leaves us (after

renaming dummy indices) with

1

f

u

C

i

= �

1

2

"

ik

x

k

� ~a"

ik

@h

@x

k

+

~a

2

� ~c

2

2

"

jk

@h

@x

j

@

2

h

@x

i

@x

k

; (C.6)

where, on the right, the surviving terms are 2, 3 and 6, and 7 and 15 respec-

tively. This real-valued result is equivalent to (9.6), with (9.8) and (C.2).

A useful check on the foregoing calculation, including the multiple cancel-

lations in (C.5), is to substitute the �rst of (C.1) directly into the in�nite-

dimensional 2-form 


CL

describing the symplectic structure on M

C

, 


CL

=

R

D

dm d

L

x

i

^ d

L

u

C

i

=

1

2

f

R

D

dm "

jk

d

L

X

k

^ d

L

X

j

= �

R

D

dm d

L

X ^ d

L

Y , i.e.

�


CL

= f

Z

D

dm d

L

�

x

1

+ ~a

@h

@x

1

+ i~c

@h

@x

2

�

^ d

L

�

x

2

+ ~a

@h

@x

2

� i~c

@h

@x

1

�

;

(C.7)

where

R

D

: : : dm represents summation over mass elements in the 2-dimensional,

Euclidean, physical domain D or its Lagrangian label space, whereas d

L

is

the exterior derivative in the in�nite-dimensional phase space. The expression

1

2

f

R

D

dm "

jk

d

L

X

j

^d

L

X

k

is the exterior derivative of the in�nite-dimensional

1-form �

CL

corresponding to (10.2). This 2-form (C.7) is real-valued, for com-

plex X

j

, accounting for the real values of (9.3) and (C.6). The terms propor-

tional to i~c add to zero. To see this, note that those terms are

i~cf

Z

D

dm

�

�d

L

x

1

^ d

L

�

@h

@x

1

�

� ~a d

L

�

@h

@x

1

�

^ d

L

�

@h

@x

1

�

+ d

L

�

@h

@x

2

�

^ d

L

x

2

+ ~a d

L

�

@h

@x

2

�

^ d

L

�

@h

@x

2

��

: (C.8)
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The second and fourth terms vanish by the skew-symmetry of the wedge prod-

uct, leaving

i~cf

Z

D

dm d

L

�

@h

@x

i

�

^d

L

x

i

= i~cf

Z

D

dm

�

@

2

h

@x

i

@x

j

d

L

x

j

+ d

E

�

@h

@x

i

��

^ d

L

x

i

;

(C.9)

where the last step uses d

L

= d

L

x:r+d

E

, for consistency with (8.5), since the

exterior derivatives d

L

, d

E

can be thought of as placeholders for variations �

L

,

�

E

, with antisymmetrization understood. as when going from (7.12) to (7.9).

The second-derivative term vanishes, again by the skew-symmetry of the wedge

product. Therefore we are left with d

E

(@h=@x

i

) ^ d

L

x

i

. For consistency with

(8.4),

d

E

h = �

@

@x

j

(h d

L

x

j

) ; (C.10)

Taking @=@x

i

of this, noting that d

E

commutes with @=@x

i

; so we have

i~cf

Z

D

dm d

E

�

@h

@x

i

�

^ d

L

x

i

= � i~cf
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D
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@

2

@x

i

@x

j

�

h d

L

x

j

�

^ d

L

x

i

:

(C.11)

Integration by parts, with dm = h dx, now gives

i~cf

Z

D

dx

�

@

@x

j

�

h d

L

x

j

�

�

^

�

@

@x

i

�

h d

L

x

i

�

�

= 0 : (C.12)

For bounded domains, it turns out that the boundary conditions implicit in

(7.4) and (8.12) make the boundary terms vanish, and the above still holds.

Thus the in�nite-dimensional 2-form 


CL

= �

R

D

dm d

L

X ^ d

L

Y is real-

valued | re-checking, incidentally, the real-valuedness of its `reection', the

2-dimensional Jacobian in (9.3), whose value on a single uid particle amounts

to the projection, or reection, of 


CL

into a single one of the R

2

subspaces

within the phase space R

1

= R

2


 R

2


 � � � of the balanced model.
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