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Making graph smaller - numerical results

| example   | |V| | |E| | L | |ν| | reduction | |V| | % |
|-----------|----|----|---|---|---|---|----|---|---|-----------|---|---|
| graph 1   | 15 | 39 | 8 | 1.2 | 47 |
| graph 2   | 449 | 659 | 8 | 1.2 | 66 |
| graph 3   | 947 | 1900 | 8 | 1.2 | 42 |
| graph 4   | 1100 | 2951 | 8 | 1.2 | 24 |
| graph 5   | 1145 | 2686 | 8 | 1.2 | 20 |
| graph 6   | 2142 | 2436 | 8 | 1.2 | 59 |
First solution (not optimal)

Find inevitable interfaces;

\[ T := \text{FindLargestComponentWeight}(); \]
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