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#### Abstract

Recent work has given rise to a novel and simple numerical technique for solving elliptic boundary value problems formulated in convex polygons in two dimensions. The method, based on the unified transform, involves expanding the unknown boundary values in a Legendre basis and determining the expansion coefficients by evaluating the so-called global relation at appropriate points in the complex Fourier plane (spectral collocation). In this paper we provide a significant advancement of this numerical technique by providing a fast and efficient method to evaluate the solution in the domain interior. The use of a Legendre basis allows the relevant integrals to be computed efficiently and accurately using Chebyshev interpolation, even for large degree. For the particular case of the Laplace equation this allows an explicit expansion in the domain interior in terms of hypergeometric functions. Evaluation in the interior is found to converge more rapidly than the approximation of the unknown boundary values, allowing accurate approximation of solutions with weak corner singularities. For stronger singularities, the method can be combined with global singular functions for rapid convergence. Numerical examples are provided, showing that the method compares well against standard spectral methods and opens up the possibility of applying the method to general curvilinear domains.
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1. Introduction. The unified transform [27, 28, 29] is a method for analyzing boundary value problems (BVPs) for linear PDEs with constant coefficients [25, 60, 44], as well as for integrable nonlinear PDEs [48, 30]. A crucial role in the method is played by the so-called global relation formulated in the complex Fourier plane, which is an algebraic equation coupling appropriate integral transforms of all boundary values. This relation has had important analytical and numerical implications: first, it provides the starting point for placing the implementation of the unified transform to elliptic PDEs on a rigorous foundation [5]. Second, it has led to novel analytical formulations of a variety of important physical problems from water waves $[1,23,8$, $46,61,24]$ to three-dimensional layer scattering [3]. Third, it has led to the emergence of a new, now established, numerical technique for the Laplace, modified Helmholtz, Helmholtz, and biharmonic equations on convex domains in two dimensions [31, 21, $35,34,51,52,53,54,55,6,33,16]$. Namely, the analysis of the global relation gives rise to a simple algorithm for the numerical computation of the generalized Dirichlet-to-Neumann map, i.e., for determining the unknown boundary values in terms of the given boundary data.
[^0]The latter technique provides an interesting collocation method, with collocation occurring in Fourier space rather than physical space. However, despite the many works on the method in the literature, there still remains much to be done in overcoming obstacles and assessing its scope. In particular, so far this method has been mainly used for computing the unknown boundary values, and there is very little discussion in the literature on how to effectively use this method to compute solutions in the interior. In many problems, such as the determination of the far-field pattern in scattering problems, computing boundary values of solutions to elliptic PDEs is sufficient to reveal quantities of interest. However, in a variety of problems, such as in plasmonics (regarding the precise field enhancements in a neighborhood of layer interfaces) it is necessary to compute the solution inside the domain. In this paper we show that the unified transform is effective for obtaining the solution of the BVP in the interior of the domain of interest, while still retaining the advantages of being a "boundary-based" method. We propose a fast and accurate numerical method employing the computed boundary values to evaluate the solution in the domain interior. Importantly, our analysis also allows the numerical treatment of domains whose boundary consists of a finite number of $C^{1}$ curved edges.

We shall focus on the following linear PDE problem posed on a bounded Lipschitz domain $\Omega$ with sides $\Gamma_{j}$ listed in positive orientation:

$$
\begin{align*}
u_{x x}+u_{y y} \pm \kappa^{2} u & =0 \text { in } \Omega \\
\delta_{j} \frac{\partial u_{j}}{\partial \mathcal{N}}+\left(1-\delta_{j}\right) u_{j} & =g_{j} \quad \text { on } \Gamma_{j}, \quad j=1, \ldots, n \tag{1.1}
\end{align*}
$$

We take $\kappa \in \mathbb{R}_{\geq 0}$ with $\kappa=0$ corresponding to the Laplace equation, $+\kappa^{2}$ the Helmholtz equation, and $-\kappa^{2}$ the modified Helmholtz equation. By a linear change of variables, our results can be extended to more general constant coefficient second order elliptic PDEs. For a side $\Gamma_{j}$ we consider either a Dirichlet boundary condition $\left(\delta_{j}=1\right)$ or a Neumann boundary condition $\left(\delta_{j}=0\right)$. Such a problem is well-posed given sufficiently smooth boundary data and provided $\mp \kappa^{2}$ is not an eigenvalue of the Laplacian on $\Omega$ with the given boundary conditions [43].

The unified transform solves this BVP by employing the global relation, which provides a linear relationship between the known boundary data and the unknown boundary values. Specifically, if the domain is a polygon characterized by the corners $z_{j}=x_{j}+i y_{j}, z_{j} \in \mathbb{C}, j=1, \ldots, n$, then the global relation is given by

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{u}_{j}(\lambda)=0, \quad \lambda \in \mathbb{C} \tag{1.2}
\end{equation*}
$$

where the function $\hat{u}_{j}(\lambda)$ is the following Fourier transform along the side $\left(z_{j}, z_{j+1}\right)$ :

$$
\begin{equation*}
\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{-i \lambda z}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\lambda u_{j}\right] d z \quad \lambda \in \mathbb{C} \tag{1.3}
\end{equation*}
$$

$\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{\frac{i \kappa}{2}\left(\frac{\bar{z}}{\lambda}-\lambda z\right)}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\frac{\kappa u_{j}}{2}\left(\lambda+\frac{1}{\lambda} \frac{d \bar{z}}{d z}\right)\right] d z \lambda \in \mathbb{C} \backslash\{0\} \quad$ (mod. Helm.),
$\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{\frac{-i \kappa}{2}\left(\lambda z+\frac{\bar{z}}{\lambda}\right)}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\frac{\kappa u_{j}}{2}\left(\lambda-\frac{1}{\lambda} \frac{d \bar{z}}{d z}\right)\right] d z \lambda \in \mathbb{C} \backslash\{0\} \quad$ (Helm.).

Here and throughout the paper $\frac{\partial u_{j}}{\partial \mathcal{N}}$ denotes the derivative of $u$ in the direction of the outward normal to the side $\left(z_{j}, z_{j+1}\right)$, and $s$ denotes the arc length parametrizing this side. These relations are a simple consequence of applying Green's second identity to solutions of the adjoint equation (see, for example, [35]).

The unified transform as a numerical algorithm. For the benefit of the reader, we briefly recall how the global relation (1.2) gives rise to a collocation method for the case of a polygonal domain. Using the fact that $\lambda$ is an arbitrary complex parameter, the analysis of the global relation yields a unique solution [5, 9, 7] for the unknown boundary values. This solution can be obtained numerically using the following steps:
(i) Parametrize the $j$ th side of the polygon, which is the side between the edges $z_{j}$ and $z_{j+1}$, via the expressions

$$
\begin{equation*}
z(t)=m_{j}+t h_{j}, \quad m_{j}=\frac{z_{j}+z_{j+1}}{2}, \quad h_{j}=\frac{z_{j+1}-z_{j}}{2}, \quad t \in[-1,1] . \tag{1.6}
\end{equation*}
$$

(ii) Expand $\left\{u_{j}\right\}_{1}^{n}$ and $\left\{\frac{\partial u_{j}}{\partial \mathcal{N}}\right\}_{1}^{n}$ in terms of $N \in \mathbb{N}$ Legendre polynomials, ${ }^{1}$

$$
\begin{equation*}
u_{j}(t) \approx \sum_{l=0}^{N-1} a_{l}^{j} P_{l}(t), \quad \frac{\partial u_{j}}{\partial \mathcal{N}}(t) \approx \sum_{l=0}^{N-1} b_{l}^{j} P_{l}(t), \quad j=1, \ldots, n, \quad t \in[-1,1] \tag{1.7}
\end{equation*}
$$

For Dirichlet, Neumann, or Robin $\left(\delta_{j} \neq 0,1\right)$ BVPs, a linear relation between $a_{l}^{j}$ and $b_{l}^{j}$ is known for each $j$.
(iii) Substitute (1.7) into the global relation to obtain an approximate global relation. The approximate global relation is given by

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{u}_{j}(\lambda) \approx 0 \quad \lambda \in \mathbb{C} \tag{1.8}
\end{equation*}
$$

where for the Laplace equation, $\hat{u}_{j}(\lambda)$ is obtained by substituting (1.7) into (1.3):

$$
\begin{equation*}
\hat{u}_{j}(\lambda) \approx \sum_{l=0}^{N-1} e^{-i m_{j} \lambda}\left(b_{l}^{j}\left|h_{j}\right|+a_{l}^{j} h_{j} \lambda\right) \hat{P}_{l}\left(h_{j} \lambda\right) \quad \lambda \in \mathbb{C}, \tag{1.9}
\end{equation*}
$$

with $\hat{P}_{l}(\lambda)$ denoting the finite Fourier transform of the Legendre polynomials:
$\hat{P}_{l}(\lambda)=\int_{-1}^{1} e^{-i \lambda t} P_{l}(t) d t=\frac{\sqrt{-2 \pi i \lambda}}{-i \lambda} I_{l+1 / 2}(-i \lambda), \quad l=0, \ldots, N-1 \quad \lambda \in \mathbb{C}$,
where $I_{\alpha}$ denotes the modified Bessel function of the first kind. Similar relations hold for the Helmholtz and modified Helmholtz equations.

[^1](iv) Evaluate (1.8), as well as the Schwartz conjugate of (1.8), i.e., the equation obtained from (1.8) by taking its complex conjugate and then replacing $\bar{\lambda}$ with $\lambda$, at an appropriate set of points (collocation points), and then compute a least-squares solution of the resulting system of linear equations for the unknown expansion coefficients. A suitable choice for collocation points is given in [35], and it is repeated below for completeness:
\[

$$
\begin{equation*}
\lambda_{j, r}=-\bar{h}_{j} \frac{R}{M} r, \quad j=1, \ldots, n, \quad r=1, \ldots, M \tag{1.11}
\end{equation*}
$$

\]

where the positive integer $M$ specifies the total number of collocation points and the positive number $R$ specifies the distance between consecutive collocation points. The above particular choice of collocation points has the advantage that it yields a linear algebraic system for the expansion coefficients $\left\{a_{l}^{j}, b_{l}^{j}\right\}$ which has a low condition number. For a different numerical approach tackling several well-studied Wiener-Hopf problems for harmonic and biharmonic fields we refer the reader to [20]. This approach instead requires analysis of the zeros of functions arising from the global relations.
Contribution of the paper. The main contributions/novelties of the paper are the following:

- We demonstrate that after the unknown coefficients appearing in the Legendre expansions have been determined by the above algorithm, it is straightforward to compute the solution at any point $z$ inside the domain. Indeed, let $G$ be the associated fundamental solution of (1.1); then

$$
\begin{equation*}
u(x, y)=\int_{\partial \Omega}\left(G(x, y ; \xi(s), \eta(s)) \frac{\partial u}{\partial \mathcal{N}}-u \frac{\partial G}{\partial \mathcal{N}}(x, y ; \xi(s), \eta(s))\right) d s \tag{1.12}
\end{equation*}
$$

Introducing the variable $\zeta=\xi+i \eta$, the chain rule yields the relations

$$
\begin{equation*}
\frac{\partial}{\partial \eta}=i\left(\frac{\partial}{\partial \zeta}-\frac{\partial}{\partial \bar{\zeta}}\right), \quad \frac{\partial}{\partial \xi}=\left(\frac{\partial}{\partial \zeta}+\frac{\partial}{\partial \bar{\zeta}}\right) \tag{1.13}
\end{equation*}
$$

Then, in the case of straight edges, (1.12) leads to

$$
\begin{equation*}
u(x, y)=\sum_{j=1}^{n} \int_{-1}^{1}\left[G \frac{\partial u}{\partial \mathcal{N}}\left|h_{j}\right|+i u\left(\frac{\partial G}{\partial \zeta(t)} h_{j}-\frac{\partial G}{\partial \bar{\zeta}(t)} \bar{h}_{j}\right)\right] d t \tag{1.14}
\end{equation*}
$$

Given the approximations (1.7), we demonstrate a fast method for computing the right-hand side of (1.14) accurately, given the approximation (1.7), even for large $N$, with rapid convergence to the true solution (see Theorem 2.7 and the pseudocode in the appendix). We use a Chebyshev interpolation and convert to Legendre expansions to compute the relevant integrals. In the particular case of Laplace's equation, the approximate representation can be given explicitly in terms of hypergeometric functions.

- We use these ideas to extend these results theoretically and numerically to domains with curved edges.
- We provide several numerical examples showing that the unified transform coupled with the evaluation of (1.14) yields a high order method which is very easy to implement and fast. We also include comparisons with spectral methods.
- Finally we show that the method can deal with corner singularities through the addition of global singular functions to the basis.
An alternative approach for computing the solution inside a convex polygon, where instead of using the integral representation (1.12), the integral representations of [28, 58] were used, was presented in [21] (see Appendix C). The approach presented here appears to be more accurate and efficient; comparisons are made in section 3.1.

The method proposed in this paper has the following attractive features:

- Very easy to program. The code required to run the method is very simple, and all our examples were run in MATLAB. (Code will be made available on the first author's website).
- Speed. The method is fast. Our numerical experiments were performed on a slow four-year-old laptop with 1.80 GHz processor. For our simple code, the time taken to approximately invert the Dirichlet-to-Neumann map is of the order of a few tens of milliseconds and evaluation at several hundred points in the interior of the order of at most a second. The method is also entirely local and trivially parallelizable.
- Accurate. The method converges spectrally for analytic solutions and converges with high algebraic rates for nonsmooth solutions (in the sense that we found faster rates of convergence in the domain interior than along the boundary when corner singularities are present). In fact, we prove that it is only the convergence of the first few coefficients of the Legendre expansion that really matter (Theorem 2.7). As a consequence, we found that the method converges at a much faster rate than spectral methods using polynomials of the same degree.
- Boundary discretization. The only approximation occurs at the expansion of the boundary values in terms of Legendre polynomials (or the additional global basis functions capturing corner singularities). A key advantage of the unified transform over boundary element methods is that it is a boundarybased method that avoids entirely the computation of singular integrals [50].
We should remark that one of the reasons for the popularity of boundary integral/element methods is that they typically yield well-conditioned linear systems. A good choice of collocation points is crucial in order for the unified transform to be well-conditioned as further discussed in [35]; the choice (1.11) leads to a diagonally dominant linear system. It is also crucial to overdetermine the system $(M>N)$ (also explored in [63] in the context of the water wave problem).

Of course, in the presence of corner singularities the choice of Legendre functions as a basis can only achieve algebraic rates of convergence along the boundary. However, the evaluation of (1.14) in the interior of the domain is found to converge more rapidly than the evaluation of the missing boundary values via the global relation. We also found that weak singularities are not a serious problem for the computation of the solution in the domain interior, despite degrading the accuracy of the approximation of the Dirichlet-to-Neumann map. In particular, we refer the reader to Theorem 2.7 and the error plots in Figure 6 and Figure 7.

Additionally, a procedure for adapting the basis to cope with corner singularities for evaluating the Dirichlet-to-Neumann along $\partial \Omega$ was discussed in [33, 16]. Adding global basis functions consisting of singular functions to our original local basis improves the method, and one can still benefit from applying the numerical method for computation of the relevant integrals in this paper to the local basis approximating the smooth part of the solution in the domain interior (see the example in section 3.4).

While we adopt a global basis approach to singularities, further methods designed to cope with corner singularities are extensively reviewed in [40, 47].

Organization of the paper. In section 2 we give expressions for approximations of the solution in the interior using the unified transform and expansions (1.7). We also present our numerical method of computing the relevant integrals quickly and accurately. The ideas presented in this section are also shown to allow the numerical implementation of the unified transform in domains with curved boundaries in section 3.3. Numerical examples of each equation are shown in section 3 where we also compare against spectral methods. Finally, conclusions as well as remaining challenges of the method and future work are discussed in section 4. An appendix proving the results of section 2 is also given, as well as pseudocode for our numerical method.
2. Approximations in the interior. In this section we shall show how the expansions of the boundary data and computed boundary values give rise to approximations of the solution in the interior. This can be achieved by inserting the computed approximations into (1.14). For the sake of simplicity, we shall stick to convex domains with straight edges and discuss extensions in section 3 . We begin with deriving integral expressions for the solutions, which in the particular case of Laplace's equation can be written explicitly in terms of hypergeometric functions. We then discuss a fast and accurate numerical method for the evaluation of the relevant integrals.
2.1. Integral expressions. The following propositions give the relevant integral expressions for the solution in terms of the approximated boundary values.

Proposition 2.1 (Laplace). Let $u$ satisfy the Laplace equation in the interior of a convex polygon specified by the corners $\left\{z_{j}\right\}_{1}^{n}$. Let $u_{j}$ and $\frac{\partial u_{j}}{\partial \mathcal{N}}$ be approximated by (1.7). For a well-posed problem the algorithm presented in section 1 determines the constants $\left\{a_{l}^{j}, b_{l}^{j}\right\}$. Substituting these expansions into (1.14) gives the approximation

$$
\begin{equation*}
u(x, y) \approx \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} b_{l}^{j} J_{l}^{j}+\sum_{j=1}^{n} h_{j} \sum_{l=0}^{N-1} a_{l}^{j} I_{l}^{j}+\sum_{j=1}^{n} \bar{h}_{j} \sum_{l=0}^{N-1} a_{l}^{j} \bar{I}_{l}^{j}, \tag{2.1}
\end{equation*}
$$

where the following representations are valid for $J_{l}^{j}$ and $I_{l}^{j}$.

$$
\begin{equation*}
J_{l}^{j}=-\frac{1}{2 \pi} \int_{-1}^{1} \ln \left(\left|z-m_{j}-h_{j} t\right|\right) P_{l}(t) d t, \quad l=0,1, \tag{2.2}
\end{equation*}
$$

which simplifies to

$$
\begin{align*}
& J_{0}^{1}=-\frac{1}{2 \pi}\left(\ln \left|\left(z-m_{j}\right)^{2}-h_{j}^{2}\right|+\operatorname{Re}\left\{-2+\frac{z-m_{j}}{h_{j}} \ln \frac{z-m_{j}+h_{j}}{z-m_{j}-h_{j}}\right\}\right)  \tag{2.3}\\
& J_{l}^{j}=\frac{\Gamma(l+1)^{2}}{\pi l} \operatorname{Re}\left\{\eta_{j 2}^{l} \tilde{F}_{1}\left(l, l+1 ; 2 l+2 ; \eta_{j}\right)\right\}, l>0 \tag{2.4}
\end{align*}
$$

and

$$
\begin{equation*}
I_{l}^{j}=\frac{i}{4 \pi} \int_{-1}^{1} \frac{P_{l}(t) d t}{z-m_{j}-h_{j} t}=\frac{i}{4 \pi h_{j}} \Gamma(l+1)^{2} \eta_{j}^{l+1}{ }_{2} \tilde{F}_{1}\left(l+1, l+1 ; 2 l+2 ; \eta_{j}\right) \tag{2.5}
\end{equation*}
$$

In the above formulae, ${ }_{2} \tilde{F}_{1}(a, b ; c ; z)$ denotes the regularized hypergeometric function, $\eta_{j}=\frac{2 h_{j}}{z-m_{j}+h_{j}}$, and $h_{j}, m_{j}, z, \bar{z}$ are defined by

$$
\begin{equation*}
h_{j}=\frac{z_{j+1}-z_{j}}{2}, m_{j}=\frac{z_{j+1}+z_{j}}{2}, z=x+i y, \bar{z}=x-i y \tag{2.6}
\end{equation*}
$$

Proposition 2.2 (modified Helmholtz). Let u satisfy the modified Helmholtz equation (1.1) in the interior of a convex polygon specified by the corners $\left\{z_{j}\right\}_{1}^{n}$. Let $u_{j}$ and $\frac{\partial u_{j}}{\partial \mathcal{N}}$ be approximated by (1.7). For a well-posed problem the algorithm presented in section 1 determines the constants $\left\{a_{l}^{j}, b_{l}^{j}\right\}$. Using (1.14), this gives the approximation

$$
\begin{align*}
& u(x, y) \approx \frac{1}{2 \pi} \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} b_{l}^{j} \int_{-1}^{1} K_{0}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{l}(t) d t  \tag{2.7}\\
& -\frac{\kappa}{2 \pi} \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} a_{l}^{j} \int_{-1}^{1} \operatorname{Re}\left\{\left[-\frac{\bar{h}_{j}}{h_{j}} \frac{\left(z-m_{j}-t h_{j}\right)}{\left(\bar{z}-\bar{m}_{j}-t \bar{h}_{j}\right)}\right]^{\frac{1}{2}}\right\} K_{1}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{l}(t) d t
\end{align*}
$$

where $h_{j}, m_{j}, z, \bar{z}$ are defined in (2.6) and $K_{n}(z)$ denotes the modified Bessel function of the second kind.

Remark 2.3. The representation obtained in Proposition 2.1 for the Laplace equation can be obtained by letting $\kappa \rightarrow 0$ in Proposition 2.2 assuming the condition

$$
\begin{equation*}
\sum_{j=1}^{n}\left|h_{j}\right| b_{0}^{j}=0 \tag{2.8}
\end{equation*}
$$

which corresponds to the vanishing of the integral of the normal derivative along the boundary. The fact that this condition is indeed valid for a solution of the Laplace equation can be seen by applying the divergence theorem to the integral of $\nabla^{2} u$ over the domain.

Proposition 2.4 (Helmholtz). Let $u$ satisfy the Helmholtz equation (1.1) in the interior of a convex polygon specified by the corners $\left\{z_{j}\right\}_{1}^{n}$. Let $u_{j}$ and $\frac{\partial u_{j}}{\partial \mathcal{N}}$ be approximated by (1.7). For a well-posed problem the algorithm presented in section 1 determines the constants $\left\{a_{l}^{j}, b_{l}^{j}\right\}$. Using (1.14), this gives the approximation

$$
\begin{align*}
& u(x, y) \approx \frac{i}{4} \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} b_{l}^{j} \int_{-1}^{1} H_{0}^{(1)}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{l}(t) d t  \tag{2.9}\\
& -\frac{i \kappa}{4} \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} a_{l}^{j} \int_{-1}^{1} \operatorname{Re}\left\{\left[-\frac{\bar{h}_{j}}{h_{j}} \frac{\left(z-m_{j}-t h_{j}\right)}{\left(\bar{z}-\bar{m}_{j}-t \bar{h}_{j}\right)}\right]^{\frac{1}{2}}\right\} H_{1}^{(1)}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{l}(t) d t
\end{align*}
$$

where $h_{j}, m_{j}, z, \bar{z}$, are defined in (2.6) and $H_{n}^{(1)}(z)$ denotes the Hankel function.
Remark 2.5. Proposition 2.4 also follows from Proposition 2.2 by using the substitution $\kappa \rightarrow-i \kappa$ and the following identity which is valid for $-\pi<\arg (x) \leq \pi / 2$ :

$$
\begin{equation*}
K_{\alpha}(x)=\frac{\pi}{2} i^{\alpha+1} H_{\alpha}^{(1)}(i x) \tag{2.10}
\end{equation*}
$$

Remark 2.6. To obtain real solutions of the Helmholtz equation, we can use the real part of the fundamental solution. Thus, for real solutions, $i H_{0}^{(1)}$ and $i H_{1}^{(1)}$ in (4.6) are replaced by their respective real parts (this corresponds to taking the real part of the approximate form of $u$ ).
2.2. Numerical method. There are two main sources of difficulty in numerically computing the relevant integrals in Propositions 2.1, 2.2, and 2.4. First, the integrals become highly oscillatory if the degree of the Legendre polynomial is large, and, second, they become more difficult to evaluate close to the boundary as the integrand becomes more singular. Here we show that the first of these difficulties can be overcome by the use of Chebyshev interpolation, allowing us to treat large $N$ rapidly and accurately. We also demonstrate that the second difficulty only occurs very near to corner points, and this is not an issue in practice (see section 3.2). It is important to note that the method described here also allows easy implementation of the unified transform in domains with curved boundaries (see section 3.3), but since the numerical method is essentially the same, we only discuss how to compute the integrals in section 2.1.

First, we have the following simple theorem which suggests that only the approximation of the first few Legendre coefficients really matters (this is important when we discuss an example which includes a corner singularity). It suggests the approximation in the interior converges at least as fast as the global relation along the boundary (we have actually found it to be faster in practice).

THEOREM 2.7. Suppose that we approximately solve (1.1) to obtain (1.7):

$$
\begin{equation*}
u_{j}(t) \approx \sum_{l=0}^{N-1} a_{l}^{j} P_{l}(t), \quad \frac{\partial u_{j}}{\partial \mathcal{N}}(t) \approx \sum_{l=0}^{N-1} b_{l}^{j} P_{l}(t), \quad j=1, \ldots, n, \quad t \in[-1,1] \tag{2.11}
\end{equation*}
$$

Suppose also that along the boundary the true solution $u$ and its normal derivative lie in $H^{s}(\partial \Omega)$ for some $s \geq 0$ and we approximate the coefficients $a_{l}^{j}$, $b_{l}^{j}$ for $l \leq N-1$, $j=1, \ldots, n$ to an accuracy $\epsilon$. Given any compact subset $K \subset \Omega$ and the approximate solution $u_{\text {approx }}$ obtained via Propositions 2.1, 2.2, and 2.4, respectively, there exist constants $C_{1}, C_{2}$ dependent only on $u, \Omega$, and $K$ and a constant $\rho>0$ dependent only on $u$ such that

$$
\begin{equation*}
\left\|u-u_{\text {approx }}\right\|_{\infty, K} \leq C_{1} N \epsilon+C_{2} N^{-s} e^{-N \rho} \tag{2.12}
\end{equation*}
$$

where $\|\cdot\|_{\infty, K}$ denotes the supremum norm over the compact set $K$.
Remark 2.8. The condition that the Dirichlet and Neumann values lie in $H^{s}(\partial \Omega)$ is not restrictive for convex $\Omega$ for smooth enough boundary data (the corner singularities that could arise have boundary data in some $\left.H^{s}(\partial \Omega)[39,17]\right)$. For nonconvex domains this is more restrictive, but one can supplement the Legendre basis with singular functions and apply the above theorem to the smoother part.
2.3. Integrals for the Laplace equation. For simplicity, consider first the evaluation of the integrals for Laplace's equation, where after letting $\alpha+i \beta=(z-$ $\left.m_{j}\right) / h_{j}$ we are led to the evaluation of the following integrals:
$A_{m}(\alpha, \beta)=\int_{-1}^{1} P_{m}(t) \ln \left(\sqrt{(\alpha-t)^{2}+\beta^{2}}\right) d t, \quad B_{m}(\alpha, \beta)=\int_{-1}^{1} P_{m}(t) \frac{\beta}{(\alpha-t)^{2}+\beta^{2}} d t$.
These integrals were considered in [33] for a boundary integral method at points along $\partial \Omega$ where a recurrence relation was derived based on the recurrence relations of the Legendre polynomials and integration by parts. Unfortunately such recurrence relations cannot be easily obtained for the modified Helmholtz and Helmholtz equations and become unstable for large $\beta$ (or near the corners $\alpha= \pm 1, \beta=0$ ). Hence, the use
of such relations for evaluating the integrals in the interior of the domain is limited. Proposition 2.1 allows us to represent the integrals $A_{m}$ and $B_{m}$ exactly in terms of hypergeometric functions. In what follows we have computed these hypergeometric functions to machine precision, allowing us to compute errors of the various approximations.

The integrals of interest are simply rescaled Legendre coefficients of certain functions analytic in a neighborhood of the interval $[-1,1]$. Hence we compute the Legendre coefficients of $\ln \left(\sqrt{(\alpha-t)^{2}+\beta^{2}}\right)$ and $\frac{\beta}{(\alpha-t)^{2}+\beta^{2}}$ through first computing a high order Chebyshev interpolation and then converting the approximated Chebyshev coefficients to Legendre coefficients. An $M$-point Chebyshev interpolation can be formed by evaluating at the zeros (or extrema) of the $(M+1)$ th Chebyshev polynomial. The interpolation is also numerically stable [36, 26] and can be done extremely efficiently using the FFT (even to millions of interpolation points [59]). Computing Legendre coefficients this way has been used in [2, 49] leading to an $\mathcal{O}\left(M \log (M)^{2}\right)$ algorithm. This is not quite optimal; specifically, in [37] the existence of a $\mathcal{O}$ $(M \log (M))$ algorithm was established. The functions we deal with are analytic in a neighborhood of $[-1,1]$ and hence the Chebyshev interpolation converges exponentially in the supremum norm over $[-1,1][59,22]$. Assuming the error in the conversion from Chebyshev to Legendre coefficients to be negligible, it follows that the error in approximating the sought integrals $A_{m}, B_{m}$ is bounded by $2 /(2 m-1)$ times the error of the Chebyshev interpolate and hence should rapidly decrease as we increase the degree of interpolation. In all the numerical experiments in this paper, we took the number of interpolation points large so that the error of interpolation was of the order of machine precision. For the convenience of the reader, and to demonstrate the simplicity of the method, we have shown a pseudocode for the proposed method in an appendix.

Figure 1 shows the absolute error in computing a range of $A_{m}(\alpha, \beta)$ and $B_{m}(\alpha, \beta)$ using three different methods: the proposed Chebyshev coefficient method, quadrature using the quadgk command in MATLAB, and the recurrence relations in [33]. The recurrence relation becomes unstable away from the boundary (i.e., larger $\beta$ ), whereas


FIG. 1. Absolute errors in approximating the integrals $A_{m}$ (left) and $B_{m}$ (right) via three methods. The top row is for $\alpha=0.1, \beta=1$ and the bottom row for $\alpha=0.1, \beta=0.01$. The Chebyshev coefficient method is chosen for its numerical stability and speed. When approximating for $\alpha=0.1, \beta=1$ via the Chebyshev coefficient method, we have not shown larger $m$ since the values of the integrals are 0 to machine precision. Comparable errors were found when using the Chebyshev coefficient method for larger $m \sim 1000$.
quadrature or the Chebyshev coefficient method yields near machine precision. For the evaluation of 50 coefficients and a given $\alpha, \beta$, the times taken on laptop with a 1.80 GHz processor for each method were of order $0.01 \mathrm{~s}, 10 \mathrm{~s}$, and 0.001 s respectively. This change in time becomes more drastic for larger $m$ (making quadrature evaluation at a large number of points impractical for $m>100$ ), whereas there is negligible change in the time taken for the Chebyshev coefficient method. In particular, for a given $z$ we obtain all the integrals for $m=0, \ldots, N-1$ simultaneously. Away from the boundary we were able to obtain machine precision using the Chebyshev coefficient method even for $m \sim 1000$ for a range of $\alpha$ and $\beta>0.001$ (of course for fixed $\alpha$ and $\beta$, the integrals decay exponentially with $m$ ). For points very close to the boundary the number of Chebyshev coefficients needed is very large (we only found this to be a problem for $\beta<0.001$ ), and we must resort to quadrature due to the lack of recurrence relations for the modified Helmholtz and Helmholtz integrals. This is discussed further in section 3.2.
2.4. Integrals for the modified Helmholtz and Helmholtz equations. For the modified Helmholtz and Helmholtz equations, we are led to the evaluation of the following integrals:
$C_{m}\left(\kappa ; z-m_{j}, h_{j}\right):=\int_{-1}^{1} K_{0}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{m}(t) d t$,
$D_{m}\left(\kappa ; z-m_{j}, h_{j}\right):=\int_{-1}^{1} \operatorname{Re}\left\{\left[-\frac{\bar{h}_{j}}{h_{j}} \frac{\left(z-m_{j}-t h_{j}\right)}{\left(\bar{z}-\bar{m}_{j}-t \bar{h}_{j}\right)}\right]^{\frac{1}{2}}\right\} K_{1}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{m}(t) d t$,
$E_{m}\left(\kappa ; z-m_{j}, h_{j}\right):=\int_{-1}^{1} H_{0}^{(1)}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{m}(t) d t$,

$$
\begin{equation*}
F_{m}\left(\kappa ; z-m_{j}, h_{j}\right):=\int_{-1}^{1} \operatorname{Re}\left\{\left[-\frac{\bar{h}_{j}}{h_{j}} \frac{\left(z-m_{j}-t h_{j}\right)}{\left(\bar{z}-\bar{m}_{j}-t \bar{h}_{j}\right)}\right]^{\frac{1}{2}}\right\} H_{1}^{(1)}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) P_{m}(t) d t \tag{2.16}
\end{equation*}
$$

We compared the reconstructed functions using the computed Legendre coefficients to the original function by measuring the relative $L^{\infty}$ error over 100 evenly spaced points in the interval $[-1,1]$. (This is obtained by dividing the $L^{\infty}$ error by the supremum of the magnitude of function over the interval.) Figure 2 shows the results over a range of $\kappa$ using the first 401 Legendre coefficients and $z-m_{j}=0.1 i, h_{j}=1$. This demonstrates that the integrals can be computed accurately and efficiently, even for large $m$. We have also shown a plot for the first 1201 coefficients, showing that quite large $\kappa$ do not cause any problems.
3. Numerical results. We now present numerical examples of the method. The time taken to compute the unknown expansion coefficients in our examples is typically a few tens of milliseconds while the solution in the interior can be computed at several hundred points in the order of a second. As mentioned in section 2 , since we interpolate to machine precision and obtain all the relevant integrals at once, the time taken for the evaluation is virtually independent of $N$; hence, we have not plotted time as a function of $N$.


Fig. 2. Left: Discrete relative $L^{\infty}$ error for the reconstructed functions using $C_{m}, D_{m}, E_{m}$, and $F_{m}$ for a range of $\kappa$. The small errors indicate that the integrals can be computed accurately for large m. Right: Similar plots but now for larger $\kappa$ using the first 1201 coefficients.

We begin with examples of the Helmholtz and modified Helmholtz equations, comparing the proposed method to evaluations using the integral representations of the unified transform that have appeared in $[56,58]$ and numerically implemented in [21]. We then conclude the discussion of section 2 by considering points close to the boundary. Our final examples consider Laplace's equation. We begin with an example containing a weak corner singularity demonstrating Theorem 2.7 and also that the ideas of this paper can be adapted to treat domains with curved edges. We then conclude this section with a more singular problem, demonstrating how global singular functions can be added to the basis to improve the method.
3.1. Helmholtz and modified Helmholtz. We first consider smooth solutions to the Helmholtz and modified Helmholtz equations in order to compare our method to that of $[56,58]$ which gave rise to a novel integral representation of the solution. The method of $[56,58]$ computes the solution $u$ via integrating the spectral data $\hat{u}_{j}$ (computed via the same collocation method as outlined in the introduction) on rays in the complex plane extending to infinity, and, for completeness, details can be found in Appendix C.

The domain considered is shown in the left of Figure 3 with corners $\left(z_{1}, z_{2}, z_{3}, z_{4}\right)=$ $(0,1,1+2 i, i)$. For the modified Helmholtz equation, the relevant solution is

$$
\begin{equation*}
u(x, y)=\operatorname{Im}\left(\exp \left(z+\frac{\kappa^{2}}{4} \bar{z}\right)\right) \tag{3.1}
\end{equation*}
$$

We choose $\kappa=1$ consistent with [21], and for given Dirichlet boundary data we compute the solution for parameter choices $R=10 N$ and $M=5 N$ in (1.11). For the Helmholtz equation, we take

$$
\begin{equation*}
u(x, y)=\operatorname{Re}\left(\sum_{m=0}^{\infty}(-2)^{-m} \exp [i \kappa(\cos (m) x+\sin (m) y)]\right) \tag{3.2}
\end{equation*}
$$

with $\kappa=5$ and consider given Neumann boundary data along side $\Gamma_{1}$ and Dirichlet data along the other sides.

The approximate spectral data $\hat{u}_{j}$ computed numerically via the inversion of the Dirichlet-to-Neumann map are given in terms of modified Bessel functions by (1.10). This makes numerically integrating the spectral data along the relevant rays


Fig. 3. Left: Trapezoidal domain. Right: Domain with curved boundary $\Gamma_{3}$. We use the parameter $\mathcal{R}$ for the radius of curvature, with $\mathcal{R}=\infty$ a square.


Fig. 4. Left: Errors of new method compared to old method in [56, 58, 21] for the modified Helmholtz equation. EP stands for extended precision. The condition number of the linear system, used to compute unknown boundary coefficients, was bounded by 100 for all $N$ considered. Right: Same but for the Helmholtz equation.
difficult for large and small spectral arguments. Hence we have also compared with the numerical evaluation of these Bessel functions in extended precision for the relevant quadrature. The absolute errors are shown in Figure 4 over a Cartesian grid (with respect to the $(x, y)$ variables) of side length 0.01 covering the domain. ${ }^{2}$ Note that the proposed method achieves errors several orders of magnitude smaller than that of the method in $[56,58]$, even when using extended precision for the spectral data. This agrees with the errors of the $10^{-11}$ reported in [21] for the above modified Helmholtz example when using the exact spectral data (which for this example have a simple form). Our proposed method is not only numerically more accurate but is also much simpler/faster to implement.
3.2. Points near $\partial \Omega$. Here we supplement the discussion of section 2 by considering points close to the boundary. It is well known that solutions expressed as layer potentials become numerically inaccurate close to the boundary. A possible way around this via local Taylor expansions is discussed in [12]. However, we demonstrate that this is not needed for our proposed method-the errors only become an issue very close to the corners, to the extent that one can use the first order approximation in this regime (together with the computed Dirichlet/Neumann boundary values), and
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FIG. 5. Left: Comparison of using first order approximation and hypergeometric functions with the unified transform for points close to $z_{1}$ and at the midpoint of $\Gamma_{1}$ for Laplace with $N=40$. Right: Similar plots but for modified Helmholtz using quadrature and for points close to $z_{4}$ and at the midpoint of $\Gamma_{4}$ with $N=20$.
are not an issue for the case of approximating near the midpoints of the sides of the polygon.

Using quadrature (or the hypergeometric functions in the case of Laplace) to evaluate the relevant integrals, we compute the errors of approximating $u=\operatorname{Re}\left(\frac{z e^{z^{3}}}{z-(2 i+1)}\right)$ (Laplace). The domain considered, also used in section 3.3, is shown in the right of Figure 3 and has a curved boundary $\Gamma_{3}$ of constant radius of curvature $\mathcal{R}$. For now, we take $\mathcal{R}=\infty$, corresponding to a square domain with straight edges, with mixed boundary data $u_{1}, \partial u_{2} / \partial \mathcal{N}, u_{3}$, and $\partial u_{4} / \partial \mathcal{N}$. We also consider the example given above for the modified Helmholtz. We consider the errors of the computed solution approaching a corner $z_{j}$ diagonally (bisecting its internal angle denoted $\alpha_{j}$ ) and approaching the midpoint of side $\Gamma_{j}$ perpendicularly. Denoting the distance to the boundary along such a path by $s$, we compare with the error obtained via the simple first order approximations,

$$
\begin{array}{ll}
u_{j}\left(-1+s \cos \left(\alpha_{j} / 2\right) /\left|h_{j}\right|\right)-s \sin \left(\alpha_{\mu} / 2\right) \frac{\partial u_{j}}{\partial \mathcal{N}}\left(-1+s \cos \left(\alpha_{j} / 2\right) /\left|h_{j}\right|\right) & \text { (corners) } \\
u_{j}(0)-s \frac{\partial u_{j}}{\partial \mathcal{N}}(0) & \text { (midpoints). }
\end{array}
$$

These expressions are computed using the boundary data (half given and half obtained via the unified transform). Figure 5 shows the results for $N=40$ (Laplace) and $N=20$ (modified Helmholtz). As expected, the first order approximations break down when $s^{2}$ is approximately the error in the computation at interior points. Similar results were found for other boundary points and larger $N$.
3.3. Laplace: Weak singularities and curved domains. We will consider a solution with a corner singularity (so the Legendre basis will only give algebraic convergence) to demonstrate Theorem 2.7 and also how the algorithm in section 2 can be used to treat curved boundaries. Suppose the side $\Gamma_{j}$ is parametrized as

$$
[-1,1] \ni t \rightarrow x_{j}(t)+i y_{j}(t), \quad x_{j}(t), y_{j}(t) \in \mathbb{R}
$$

Introduce the quantity $l_{j}(t)=\sqrt{\dot{x}_{j}(t)^{2}+\dot{y}_{j}(t)^{2}}$ along the curve (where the dot denotes differentiation with respect to $t$ ), and let $\left(n_{1}(t), n_{2}(t)\right)^{T}$ be the outward normal. Then, the integral transform in (1.3) becomes

$$
\begin{align*}
\hat{u}_{j}(\lambda) & =\int_{-1}^{1} e^{-i \lambda z(t)}\left[\frac{\partial u_{j}}{\partial \mathcal{N}}+\lambda u_{j}\left(n_{1}(t) i-n_{2}(t)\right)\right] l_{j}(t) d t  \tag{3.3}\\
& \approx \sum_{l=0}^{N-1} \int_{-1}^{1} e^{-i \lambda z(t)}\left[b_{l}^{j} P_{l}(t)+\lambda\left(n_{1}(t) i-n_{2}(t)\right) a_{l}^{j} P_{l}(t)\right] l_{j}(t) d t \tag{3.4}
\end{align*}
$$

We can then use the algorithm of section 2 to accurately compute numerically these integrals and set up the approximate global relation. The relation (1.12) then becomes
$u(x, y)=\sum_{j=1}^{n} \int_{-1}^{1}\left[G \frac{\partial u_{j}}{\partial \mathcal{N}}+i u_{j}\left(\frac{\partial G}{\partial \zeta(t)}\left(n_{1}(t) i-n_{2}(t)\right)+\frac{\partial G}{\partial \bar{\zeta}(t)}\left(n_{1}(t) i+n_{2}(t)\right)\right)\right] l_{j}(t) d t$,
which again can be approximated using the expansions (1.7) and the methods of section 2 (see also the appendix). The numerical method we present can be adapted to general curved boundaries, but it is worth remarking that an extension of the Fourier transform pair for circular-arc polygons was presented in [18, 19, 41] which extends the unified transform representations in Appendix C.

The domain we consider is shown in the right of Figure 3, where, for simplicity, $\Gamma_{3}$ has constant radius of curvature $\mathcal{R}$. When the curvature $\mathcal{R}=\infty$ (i.e., a square), the strongest corner singularity (for $H^{1}(\Omega)$ solutions) with smooth Dirichlet data is of the form

$$
\begin{equation*}
u(x, y)=r^{2}(\log (r) \sin (2 \theta)+\theta \cos (2 \theta)) \tag{3.6}
\end{equation*}
$$

where $(r, \theta)=\left(\sqrt{(x+1)^{2}+(y+1)^{2}}, \tan ^{-1}[(y+1) /(x+1)]\right)$ denotes polar coordinates centred at $z_{2}$. We take this as our reference solution and illustrate the method with Dirichlet data. For collocation points we took $20 N$ Halton nodes ${ }^{3}$ (unless stated, all experiments used collocation points described in step (iv) in the introduction) within a (complex) disk of radius 40. This ensures that the collocation points $\lambda$ do not produce test functions which oscillate too wildly (these would require a very large number of Chebyshev coefficients to compute the integrals in the global relation via the above method).

Figure 6 shows the convergence of the unified transform, both in the interior (where we measure the absolute error on a uniform grid of side length 0.05) and along the boundary (the $l^{2}$ error of computed coefficients). As expected, we only see algebraic convergence. We have also included a reference line of slope -12 ; this was approximately the convergence rate of the first few Legendre coefficients, and we expect this to dominate the error in this approximation (see Theorem 2.7). This is also captured by the agreement for small $N$ between internal and boundary errors. In general, we have found this to be the case for a range of examples with different types of singularities and given boundary data. Note that the rate of convergence for this example is faster than the optimal rate of convergence along the boundary for the boundary values. It can be shown [10] that up to logarithmic factors, the rate of convergence of the Legendre expansion of the Neumann boundary values in
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Fig. 6. Left: Errors for unified transform and spectral method for the square. Right: Same but for $\mathcal{R}=2$.
$L^{2}(\partial \Omega)$ is $N^{-3}$ (also shown as reference). Integrating against an analytic function in the representation (2.1) causes the method to converge faster in the interior than on the boundary itself. Note also that the presence of the curved boundary makes negligible difference to the accuracy of the method. The choice of Halton nodes as collocation points, as opposed to the rays in (1.11), led to a larger condition number of about $10^{4}$ for $N=40$, with very little difference between the case of straight and curved boundaries.

Finally, we have also compared the unified transform to a very simple spectral collocation method in Figure 6. This spectral method simply expands the solution in the harmonic functions $\left\{1, \operatorname{Re}\left(z^{k}\right), \operatorname{Im}\left(z^{k}\right)\right\}$ and collocates along the boundaries. For collocation points we took Chebyshev nodes along each side $\Gamma_{i}$ to determine the unknown coefficients. Of course a better choice of basis can be chosen with knowledge of the particular type of corner singularities expected (as we demonstrate below), but Figure 6 demonstrates some interesting points. It appears that the use of the harmonic polynomial basis causes the spectral method to converge at the same rate as the Legendre expansion of the unknown Neumann boundary values. It is also apparent that there is a significant advantage of approximating just the boundary values, using Green's representation formula and Theorem 2.7. Both the unified transform and the spectral method use a polynomial basis, yet the locality of the unified transform leads to a much more accurate method (and faster rates of convergence) in the domain's interior.
3.4. Laplace: Strong singularities and singular functions. Our final example considers Laplace's equation for the mixed BVP shown in Figure 7. Let the angle between $\Gamma_{j-1}$ and $\Gamma_{j}$ be $\alpha_{j} \pi$, and consider local polar coordinates $\left(r_{j}(x, y), \theta_{j}\right.$ $(x, y))$ centered at $z_{j}$ such that $\Gamma_{j}$ lies along $\theta_{j}=0$. We chose $\alpha_{2} \approx 0.7971, \alpha_{1}=\alpha_{3}$ and $\left|\Gamma_{1}\right|=1$. In general, the large angle $\alpha_{2} \pi$ and mixed boundary conditions induce strong corner singularities. In order to assess our method we chose the test solution

$$
\begin{align*}
u(x, y)= & \cos (x) \sinh (y)+\sum_{m=1}^{\infty}\left\{\left(\frac{r_{1}(x, y)}{3}\right)^{\frac{m}{\alpha_{1}}} \sin \left(\frac{m}{\alpha_{1}} \theta_{1}\right)\right.  \tag{3.7}\\
& \left.+\left(\frac{r_{2}(x, y)}{4}\right)^{\frac{m-1 / 2}{\alpha_{2}}} \cos \left(\frac{m-1 / 2}{\alpha_{2}} \theta_{2}\right)+\left(\frac{r_{3}(x, y)}{5}\right)^{\frac{m-1 / 2}{\alpha_{3}}} \sin \left(\frac{m-1 / 2}{\alpha_{3}} \theta_{3}\right)\right\}
\end{align*}
$$




Fig. 7. Left: Triangular domain and random test points. $D$ and $N$ stand for given Dirichlet and Neumann boundary data respectively. We have also shown the transformed domain for the spectral method and unified transform combined with a conformal map. Right: Errors for unified transform and spectral methods.
which includes the general form of corner singularities given smooth boundary data (again we assume the solution lies in $H^{1}(\Omega)$ ).

To improve the rate of convergence, we have added global basis functions of the form $r_{i}^{a} \phi\left(b \theta_{i}\right)$ (where $\phi$ is the appropriate trigonometric function) to our local basis of Legendre polynomials along each side. To implement this we used the formula

$$
\begin{equation*}
\int_{-1}^{1} e^{i \lambda t}(1+t)^{\alpha} d t=\frac{e^{-i \lambda} \gamma(\alpha+1,-2 i \lambda)}{(-i \lambda)^{\alpha+1}} \tag{3.8}
\end{equation*}
$$

where $\gamma$ denotes the (lower) incomplete gamma function. Given a global basis function, the relation (3.8) allows us to compute the contribution to the global relations along sides adjacent to the corner where the singularity is centred. Along the other sides, the new basis function and its derivatives are smooth, and hence the contribution to the global relation can be computed using standard Legendre interpolation and (1.10).

Figure 7 shows the maximum error over 100 points in the interior of the domain (chosen uniformly at random and also shown in Figure 7) as a function of $N$ when we add the $p$ most singular global functions to our basis. The parameters chosen were $R=10 N$ and $M=5 N$. Including just two singular functions leads to a dramatic increase in the accuracy of the method. We have also compared the unified transform to the simple spectral collocation in section 3.3 (Spec1). However, now we choose the functions $r_{i}^{a} \phi\left(b \theta_{i}\right)$ as well as $\left\{1, \operatorname{Re}\left(z^{k}\right), \operatorname{Im}\left(z^{k}\right)\right\}$ and select the first $N$ of these with smallest power scale. The spectral method initial converges exponentially for small $N$; however, for large $N$ it becomes numerically unstable. This is a well-known problem for such methods; see, e.g., [13]. The unified transform is more stable for large $N$ and is able to obtain more accurate results. However, the condition number of the linear system grows with the addition of singular functions. For $N=60$, the condition numbers were approximately $5 \times 10^{3}, 6 \times 10^{4}$, and $3 \times 10^{9}$ for $p=0,1$, and 2 , respectively. Though the method appears to be stable from the results of Figure 7 , we found that using additional singular functions led to very little improvement of the accuracy of the method. We have also shown the results of a spectral method taken from [38] (Spec2). This considers orthogonal polynomials in the right-angled triangle $\Omega_{1}$ in Figure 7 given by

$$
\begin{equation*}
\phi_{p, q}=P_{p}^{(0,0)}\left(\eta_{1}\right)\left(\frac{1-\eta_{2}}{2}\right)^{p} P_{q}^{(2 p+1,0)}\left(\eta_{2}\right), \quad\left(\eta_{1}, \eta_{2}\right)=\left(\frac{2(x+1)}{1-y}-1, y\right) \tag{3.9}
\end{equation*}
$$

where $P_{n}^{(a, b)}$ denote the standard Jacobi polynomials. As well as these polynomials, we added the first two singular functions $r_{i}^{a} \phi\left(b \theta_{i}\right)$ to the basis. ${ }^{4}$ For this method the parameter $N$ corresponds to the maximum degree of the included polynomials. This method is much more stable and well-conditioned compared to the other spectral method at large $N$. It is also clear that the unified transform is competitive particularly for large $N$ and appears to converge at a faster rate, again due to Theorem 2.7. It should also be mentioned that the number of basis functions used in Spec2 is $N(N+1) / 2+2$. Despite the polynomials not being separable, one can still take advantage of the structure to set up the linear system efficiently (see section 4.1.6 of [38]). However, the linear system size grows quadratically in each dimension whereas it only grows linearly for the unified transform. We found that solving the linear system was considerably slower for Spec 2 for large $N$.

Remark 3.1. For this particular problem, another approach is to (approximately) homogenize the boundary conditions locally near $z_{2}$ and then remove the dominant corner singularities around $z_{2}$ by a conformal mapping of the domain [11, 47], expressed in this case via polar coordinates around $z_{2}$ as

$$
\left(r_{2}, \theta_{2}\right) \rightarrow\left(r_{2}^{\frac{1}{2 \alpha_{2}}}, \frac{\theta_{2}}{2 \alpha_{2}}\right)
$$

This transforms the domain to $\Omega_{2}$ in Figure 7 with a curved edge $\Gamma_{3}$, for which the methods of section 3.3 can be applied. We found this to be competitive with the unified transform with $p=2$, though we were only able to obtain errors of around $10^{-13}$ due to the larger condition number for curved boundaries and the numerical errors in computing the spectral functions.
4. Conclusion. It has been established in several publications that the unified transform provides an efficient algorithm for computing the so-called generalized Dirichlet-to-Neumann map for linear elliptic PDEs formulated in the interior of a convex bounded polygon. In particular, given Dirichlet or Neumann or Robin data on each of the sides of a polygon, using this algorithm it is possible to find the constant coefficients in the series expansion of Legendre polynomials approximating the associated unknown boundary values on each side. The relevant linear system characterizing these constants has very low condition number [35].

We have shown that the use of a Legendre basis lends itself to efficient computation of the solution in the domain interior. In the case of Laplace's equation, the relevant integrals are given explicitly in terms of regularized hypergeometric functions. For the modified Helmholtz and Helmholtz equations, they can be computed remarkably fast and in a stable manner even for $N$ large, using a Chebyshev interpolation scheme. It is interesting to note that once the coefficients have been computed, it is easier and more accurate to compute the integral representation in the interior of the domain in physical space as opposed to Fourier space (see section 3.1). The method also converges more quickly in the interior of the domain than on the boundary and is very easy to implement. The method compares well to a standard spectral method and global singular functions can easily be added to the basis to capture

[^4]corner singularities. In addition, we have demonstrated that our analysis allows the treatment of curved domains and future work will seek to extend this.

The results presented here, may also be significant for the solution of scattering problems [15] or the exterior problem [4, 57]. It can be shown [32] that in this case the Dirichlet-to-Neumann map for the Laplace, modified Helmholtz, and Helmholtz equations formulated in the exterior of a convex polygon is characterized by letting $u=0$ in the left-hand side of (2.1), (2.7), and (2.9), respectively. By choosing appropriate values of $z$ in the interior of the polygon, it should be possible to determine the expansion coefficients of the unknown boundary values. Then, the appropriately modified global relations [32] yield the scattering amplitudes (this is work in progress). Our approach is also applicable to nonhomogeneous PDEs, as well as to oblique derivative (Poincaré) boundary conditions. Future work will aim at extending the method to three dimensions and higher. Some initial progress in this direction can be found in $[3,1]$.

## Appendix A. Proofs of results.

Proof of Proposition 2.1. Using the fundamental solution of the Laplace equation,

$$
\begin{equation*}
G(\xi, \eta ; x, y)=-\frac{1}{2 \pi} \ln |z-\zeta|, \quad \frac{\partial G}{\partial \zeta}=-\frac{1}{4 \pi} \frac{1}{\zeta-z} \tag{A.1}
\end{equation*}
$$

and letting $\zeta=m_{j}+t h_{j},(1.14)$ becomes

$$
\begin{aligned}
u(x, y) \approx & -\frac{1}{2 \pi} \sum_{j=1}^{n}\left|h_{j}\right| \sum_{l=0}^{N-1} b_{l}^{j} \int_{-1}^{1} \ln \left|z-m_{j}-t h_{j}\right| P_{l}(t) d t \\
& +\frac{i}{4 \pi} \sum_{j=1}^{n} h_{j} \sum_{l=0}^{N-1} a_{l}^{j} \int_{-1}^{1} \frac{P_{l}(t) d t}{z-m_{j}-t h_{j}}-\frac{i}{4 \pi} \sum_{j=1}^{n} \overline{h_{j}} \sum_{l=0}^{N-1} a_{l}^{j} \int_{-1}^{1} \frac{P_{l}(t) d t}{\bar{z}-\bar{m}_{j}-t \bar{h}_{j}}
\end{aligned}
$$

which is (2.1), with $J_{l}^{j}$ and $I_{l}^{j}$ defined by (2.2) and (2.5), respectively.
In order to derive the alternative formulae for $I_{l}^{j}$, we first employ Rodrigues' formula, namely,

$$
\begin{equation*}
P_{l}(t)=\frac{1}{2^{l} l!}\left(\frac{d}{d t}\right)^{l}\left(t^{2}-1\right)^{l} \tag{A.2}
\end{equation*}
$$

Substituting this formula into the definition of $I_{l}^{j}$, we find

$$
I_{l}^{j}=\frac{i}{2^{l} l!4 \pi} \int_{-1}^{1} \frac{\left(\frac{d}{d t}\right)^{l}\left(t^{2}-1\right)^{l}}{z-m_{j}-t h_{j}} d t
$$

Using repeated integration by parts and noting that all boundary terms vanish due to the term $\left(t^{2}-1\right)^{l}$, it follows that the operator $\left(\frac{d}{d t}\right)^{l}$ finally acts on $\left(z-m_{j}-t h_{j}\right)^{-1}$, where it yields the term

$$
(-1)^{l} l!\left(-h_{j}\right)^{l}\left(z-m_{j}-h_{j} t\right)^{-(1+l)}
$$

The factor $(-1)^{l}$ cancels with the factor $(-1)^{l}$ generated by the repeated integration by parts; thus cancelling factorials we obtain

$$
I_{l}^{j}=\frac{i(-1)^{l} h_{j}^{l}}{2^{l} 4 \pi} \int_{-1}^{1} \frac{\left(t^{2}-1\right)^{l}}{\left(z-m_{j}-h_{j} t\right)^{l+1}} d t
$$

Letting $t=-1+2 y$, we find

$$
\begin{equation*}
I_{l}^{j}=\frac{i 2^{l} h_{j}^{l}}{2 \pi\left(z-m_{j}+h_{j}\right)^{l+1}} \int_{0}^{1} \frac{y^{l}(1-y)^{l}}{\left(1-\frac{2 h_{j} y}{\left(z-m_{j}+h_{j}\right)}\right)^{l+1}} d y \tag{A.3}
\end{equation*}
$$

Recalling the definition of the regularized hypergeometric function, namely,

$$
{ }_{2} \tilde{F}_{1}(a, b ; c ; z)=\frac{1}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} \frac{y^{b-1}(1-y)^{-b+c-1}}{(1-z y)^{a}} d y
$$

it follows that

$$
\begin{equation*}
\int_{0}^{1} \frac{y^{l}(1-y)^{l}}{\left(1-\frac{2 h_{j} y}{\left(z-m_{j}+h_{j}\right)}\right)^{l+1}} d y=\Gamma(l+1)^{2}{ }_{2} \tilde{F}_{1}\left(l+1, l+1 ; 2 l+2 ; \eta_{j}\right) \tag{A.4}
\end{equation*}
$$

Furthermore, the definition of $\eta_{j}$ implies

$$
\begin{equation*}
\frac{1}{\left(z-m_{j}+h_{j}\right)^{l+1}}=\left(\frac{\eta_{j}}{2 h_{j}}\right)^{l+1} \tag{A.5}
\end{equation*}
$$

Using (2.5) and (A.5) in (A.3) we find (2.5).
In order to derive the alternative formula for $J_{l}^{j}$ we replace in the definition of $J_{l}^{j}$ the term $P_{l}(t)$ by the right-hand side of (A.2):

$$
\begin{equation*}
J_{l}^{j}=\frac{-1}{2 \pi 2^{l} l!} \int_{-1}^{1} \ln \left|z-m_{j}-h_{j} t\right|\left(\frac{d}{d t}\right)^{l}\left(t^{2}-1\right)^{l} d t \tag{A.6}
\end{equation*}
$$

If $l=0$, we find

$$
\begin{equation*}
J_{0}^{j}=-\frac{1}{2 \pi} \int_{-1}^{1} \ln |z-\zeta(t)| d t, \quad \zeta(t)=m_{j}+h_{j} t \tag{A.7}
\end{equation*}
$$

Employing integration by parts we find

$$
\begin{align*}
& \int_{-1}^{1} \ln |z-\zeta(t)| d t  \tag{A.8}\\
& \left.\quad=t \ln |z-\zeta(t)|_{-1}^{1}-\int_{-1}^{1}\left[\left(\frac{\partial}{\partial \zeta} \ln |z-\zeta(t)|\right) h_{j}+\left(\frac{\partial}{\partial \bar{\zeta}} \ln |z-\zeta(t)|\right) \bar{h}_{j}\right)\right] t d t
\end{align*}
$$

Using the equation

$$
\begin{equation*}
\frac{\partial}{\partial \zeta} \ln |z-\zeta(t)|=-\frac{1}{2} \frac{1}{z-\zeta} \tag{A.9}
\end{equation*}
$$

(A.8) becomes

$$
\int_{-1}^{1} \ln |z-\zeta(t)| d t=\ln \left|z-m_{j}-h_{j}\right|+\ln \left|z-m_{j}+h_{j}\right|+\operatorname{Re} \int_{-1}^{1} \frac{\left(t h_{j}\right) d t}{z-m_{j}-t h_{j}}
$$

Using the identity

$$
\int_{-1}^{1} \frac{-t h_{j} d t}{z-m_{j}-t h_{j}}=\int_{-1}^{1}\left[1-\frac{z-m_{j}}{z-m_{j}-t h_{j}}\right] d t=2+\frac{z-m_{j}}{h_{j}} \ln \left(\frac{z-m_{j}-h_{j}}{z-m_{j}+h_{j}}\right)
$$

we find

$$
\int_{-1}^{1} \ln |z-\zeta(t)| d t=\ln \left|\left(z-m_{j}\right)^{2}-h_{j}^{2}\right|+\operatorname{Re}\left\{-2+\frac{z-m_{j}}{h_{j}} \ln \left(\frac{z-m_{j}+h_{j}}{z-m_{j}-h_{j}}\right)\right\}
$$

and then (A.7) becomes (2.3).
Similarly, integrating by parts the expression (A.6) with $l \neq 0$ gives

$$
\begin{equation*}
J_{l}^{j}=\frac{-1}{2 \pi 2^{l} l!} \operatorname{Re}\left\{h_{j} \hat{J}_{l}^{j}\right\}, \tag{A.10}
\end{equation*}
$$

where $\hat{J}_{l}^{j}$ is defined by

$$
\hat{J}_{l}^{j}=\int_{-1}^{1} \frac{\left(\frac{d}{d t}\right)^{l-1}\left(t^{2}-1\right)^{l}}{\left(z-m_{j}-h_{j} t\right)} d t .
$$

Proceeding as in the calculation of $I_{l}^{j}$ we find

$$
\hat{J}_{l}^{j}=(l-1)!\left(-h_{j}\right)^{l-1} \int_{-1}^{1} \frac{\left(t^{2}-1\right)^{l}}{\left(z-m_{j}-h_{j} t\right)^{l}} d t .
$$

Letting $t=-1+2 y$ we find

$$
\hat{J}_{l}^{j}=\frac{(l-1)!(-1)^{l-1} h_{j}^{l-1} 2^{2 l+1}(-1)^{l}}{\left(z-m_{j}+h_{j}\right)^{l}} \int_{0}^{1} \frac{y^{l}(1-y)^{l}}{\left(1-\eta_{j} y\right)^{l}} d y .
$$

The definition of ${ }_{2} \tilde{F}_{1}$ implies that the $y$ integral above equals

$$
\Gamma(l+1)^{2}{ }_{2} \tilde{F}_{1}\left(l, l+1 ; 2 l+2 ; \eta_{j}\right) .
$$

Substituting the above expression into (A.10) we find (2.4).
Proof of Proposition 2.2. The fundamental solution of the modified Helmholtz equation is given by

$$
G(\xi, \eta ; x, y)=\frac{1}{2 \pi} K_{0}(\kappa|z-\zeta|),
$$

where $z=x+i y, \quad \zeta=\xi+i \eta$. Using $\zeta=m_{j}+t h_{j}$, we find

$$
\begin{equation*}
G=\frac{1}{2 \pi} K_{0}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) . \tag{A.11}
\end{equation*}
$$

Employing the identities

$$
\begin{equation*}
\frac{d K_{0}(\zeta)}{d \zeta}=-K_{1}(\zeta), \quad \frac{\partial}{\partial \zeta}|\zeta|=\frac{1}{2}\left(\frac{\bar{\zeta}}{\zeta}\right)^{\frac{1}{2}}, \tag{A.12}
\end{equation*}
$$

we find

$$
\frac{\partial G}{\partial \zeta}=-\frac{\kappa}{4 \pi}\left(\frac{\bar{\zeta}-\bar{z}}{\zeta-z}\right)^{\frac{1}{2}} K_{1}(\kappa|\zeta-z|) .
$$

Thus, letting $\zeta=m_{j}+t h_{j}$, we find

$$
\begin{equation*}
\frac{\partial G}{\partial \zeta(t)}=-\frac{\kappa}{4 \pi}\left(\frac{\bar{z}-\bar{m}_{j}-t \bar{h}_{j}}{z-m_{j}-t h_{j}}\right)^{\frac{1}{2}} K_{1}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) . \tag{A.13}
\end{equation*}
$$

A similar expression holds for the partial derivative with respect to $\bar{\zeta}$. Substituting in (1.14) the expressions for $u, \frac{\partial u}{\partial N}, G, \frac{\partial G}{\partial \zeta}, \frac{\partial G}{\partial \zeta}$ given by (1.7), (A.11), (A.13), we find (2.7).

Proof of Proposition 2.4. The fundamental solution of the Helmholtz equation is given by

$$
\begin{equation*}
G(\xi, \eta ; x, y)=\frac{i}{4} H_{0}^{(1)}(\kappa|z-\zeta|)=\frac{i}{4} H_{0}^{(1)}\left(\kappa \mid z-m_{j}-t h_{j}\right) \tag{A.14}
\end{equation*}
$$

Using the identity

$$
\frac{d H_{0}^{(1)}(\zeta)}{d \zeta}=-H_{1}^{(1)}(\zeta)
$$

and proceeding as in the proof of Proposition 2.2 we find

$$
\begin{equation*}
\frac{\partial G}{\partial \zeta(t)}=-\frac{i \kappa}{8}\left(\frac{\bar{z}-\bar{m}_{j}-t \bar{h}_{j}}{z-m_{j}-t h_{j}}\right)^{\frac{1}{2}} H_{1}^{(1)}\left(\kappa\left|z-m_{j}-t h_{j}\right|\right) \tag{A.15}
\end{equation*}
$$

Then, (1.14) yields (2.9).
Proof of Theorem 2.7. Consider the approximate solution $\tilde{u}$ which occurs when we substitute the exact coefficients $a_{l}^{j}, b_{l}^{j}$ into Propositions 2.1, 2.2, 2.4, respectively (i.e., we truncate the Legendre expansions to $N$ terms). The fundamental solution $G(x, y ; \zeta, \eta)$ and its normal derivatives when evaluated for $(x, y) \in K$ and $(\zeta, \eta) \in \partial \Omega$ are uniformly bounded. There are $\mathcal{O}(N)$ summation terms in the approximations $\tilde{u}, u_{\text {approx }}$, and hence there exists $C_{1}$ such that

$$
\left\|\tilde{u}-u_{\text {approx }}\right\|_{\infty, K} \leq C_{1} N \epsilon
$$

We also have

$$
u(x, y)-\tilde{u}(x, y)=\sum_{j=1}^{n} \sum_{l=N}^{\infty} \int_{-1}^{1}\left[G\left|h_{j}\right| b_{l}^{j}+i\left(\frac{\partial G}{\partial \zeta(t)} h_{j}-\frac{\partial G}{\partial \bar{\zeta}(t)} \bar{h}_{j}\right) a_{l}^{j}\right] P_{l}(t) d t
$$

It is well known [14] that for any $s \geq 0$, if $F \in H^{s}((-1,1))$ and $P_{N}$ denotes the orthogonal projection onto the first $N$ Legendre polynomials that there exists a constant $C$ with $\left\|F-P_{N} F\right\|_{2} \leq C N^{-s}$. It follows that there exists some $C$ such that

$$
\left|a_{l}^{j}\right| \leq C l^{-s},\left|b_{l}^{j}\right| \leq C l^{-s}, j=1, \ldots, n .
$$

Now the integrals

$$
\begin{equation*}
\int_{-1}^{1} G P_{l}(t) d t \quad \text { and } \quad \int_{-1}^{1}\left(\frac{\partial G}{\partial \zeta(t)} h_{j}-\frac{\partial G}{\partial \bar{\zeta}(t)} \bar{h}_{j}\right) P_{l}(t) d t \tag{A.16}
\end{equation*}
$$

are simply the (unnormalized) Legendre coefficients of the respective functions. Since the polygon is convex, we can define real analytic branches of these functions for $(x, y) \in U$ and $t \in[-1,1]$, where $U$ is an open neighborhood of $K$ whose closure is contained in $\Omega$. It follows that the integrals in (A.16) decay exponentially in $l$ uniformly over the compact set $K$ [62]. Hence, by making $C$ large if necessary,

$$
\|u(x, y)-\tilde{u}(x, y)\|_{\infty, K} \leq C \sum_{l=N}^{\infty} l^{-s} e^{-\rho l} \leq N^{-s} e^{-\rho N} \frac{C}{1-e^{-\rho}}
$$

for some $\rho>0$.

## Appendix B. Pseudocode.

Here we include pseudocode for the method presented in section 2. Since the method can also be used for curved domains (see section 3.3) we shall be quite general and suppose that we wish to compute the integrals

$$
I_{n}(f):=\int_{-1}^{1} f(t) P_{n}(t) d t, \quad n=0, \ldots, N-1
$$

simultaneously for a given $N \in \mathbb{N}$ and function $f$. This can be done via the following algorithm. There are many numerical packages that can compute the interpolation (step 1) efficiently, e.g., Chebfun which can be found at http://www.chebfun.org.

Input: $N \in \mathbb{N}$, function handle for $t \hookrightarrow f(t)$
Output: Vector $b$, an approximation of $\left\{I_{n}(f)\right\}_{n=0}^{N-1}$
1 Compute $M$-point Chebyshev interpolation of $f$ and store as vector $a$ ( $M$ sufficiently large)
2 Define $\Lambda(z)=\Gamma(z+1 / 2) / \Gamma(z+1)$, where $\Gamma$ denotes usual gamma function
3 Define the matrix $M \times M$

$$
L_{i, j}^{M}=\left\{\begin{array}{l}
1, \text { if } i=j=1 \\
\frac{\sqrt{\pi}}{2 \Lambda(i+1)}, \text { if } 1<i=j \\
\frac{-(j+1)(i+3 / 2)}{(i+j+3)(j-i)} \Lambda\left(\frac{j-i-2}{2}\right) \Lambda\left(\frac{j+i+1}{2}\right), \text { if } 1<i<j \\
0, \text { otherwise } .
\end{array}\right.
$$

$$
\begin{array}{ll}
\mathbf{4} & c_{j}=L(j,:) * a, \quad j=1, \ldots, N \\
\mathbf{5} & b_{j}=2 c_{j} /(2 j-1)
\end{array}
$$

Note that for $|z|$ large we can use the well-known asymptotics of $\Lambda$ to obtain an accurate evaluation.

## Appendix C. Integral representations.

For completeness, we recall here the integral representations in [56, 58, 21] for which we compare our proposed method against in section 3.1. For simplicity, we shall assume that the domain is a convex polygon and that the solution is real-valued. Nonconvex polygons and exterior domains are discussed in detail in [56]. Alternatively, one can split up the nonconvex domain as discussed in [16, 42]. Recall the function $\hat{u}_{j}(\lambda)$ defined as the following Fourier transform along the side $\left(z_{j}, z_{j+1}\right)$ :
$\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{-i \lambda z}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\lambda u_{j}\right] d z \quad \lambda \in \mathbb{C}$
(Lap.),
(C.2)
$\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{\frac{i \kappa}{2}\left(\frac{\bar{z}}{\lambda}-\lambda z\right)}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\frac{\kappa u_{j}}{2}\left(\lambda+\frac{1}{\lambda} \frac{d \bar{z}}{d z}\right)\right] d z \lambda \in \mathbb{C} \backslash\{0\} \quad$ (mod. Helm.),
(C.3)
$\hat{u}_{j}(\lambda)=\int_{z_{j}}^{z_{j+1}} e^{\frac{-i \kappa}{2}\left(\lambda z+\frac{\bar{z}}{\lambda}\right)}\left[\frac{\partial u_{j}}{\partial \mathcal{N}} \frac{d s}{d z}+\frac{\kappa u_{j}}{2}\left(\lambda-\frac{1}{\lambda} \frac{d \bar{z}}{d z}\right)\right] d z \lambda \in \mathbb{C} \backslash\{0\} \quad$ (Helm.).


Fig. 8. Contour $L_{\text {out }}$ used for representation of solution $u$ of Helmholtz's equation.

For the Laplace and modified Helmholtz equations, let $l_{j}$ denote the ray in the complex plane of all points with $\operatorname{argument}-\arg \left(z_{j+1}-z_{j}\right)$ (extending outwards to infinity). For the Helmholtz equation, let $L_{j}$ denote the contour of points $\{z \in \mathbb{C}$ : $\left.z=l e^{-i \arg \left(z_{j+1}-z_{j}\right)}, l \in L_{\text {out }}\right\}$ (extending outwards to infinity) with $L_{\text {out }}$ shown in Figure 8. The representations are then given as

$$
\begin{array}{ll}
u(x, y)=\frac{1}{2 \pi} \sum_{j=1}^{n} \int_{l_{j}} e^{i \lambda z} \frac{\hat{u}_{j}(\lambda)}{\lambda} d \lambda & \text { (Lap.), } \\
u(x, y)=\frac{1}{4 \pi} \sum_{j=1}^{n} \int_{l_{j}} e^{i \frac{\kappa}{2}\left(\lambda z-\frac{\bar{z}}{\lambda}\right)} \frac{\hat{u}_{j}(\lambda)}{\lambda} d \lambda & \text { (mod. Helm.) } \\
u(x, y)=\frac{1}{4 \pi} \sum_{j=1}^{n} \int_{L_{j}} e^{i \frac{\kappa}{2}\left(\lambda z+\frac{\bar{z}}{\lambda}\right)} \frac{\hat{u}_{j}(\lambda)}{\lambda} d \lambda & \text { (Helm.). } \tag{C.6}
\end{array}
$$

For numerical evaluation, we remark that it was proven in [29] that the integrands are bounded at the origin and decay exponentially.

Author contributions. The first author developed the method and its implementation and performed the numerical tests. The second and third authors assisted the first author in writing the paper.
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