
The Foundations of Infinite-Dimensional

Spectral Computations

Matthew J. Colbrook

St John’s College

University of Cambridge

June 2020

This thesis is submitted for the degree of Doctor of Philosophy.

“The infinite! No other question has ever moved so profoundly the spirit of man; no other idea has so

fruitfully stimulated his intellect; yet no other concept stands in greater need of clarification.”

— David Hilbert (1925)





Declaration

This thesis is my own work and contains nothing which is the outcome of work done in collaboration with
others, except as specified in the text. Every lemma, proposition or theorem is original, except where explic-
itly indicated (and such results are given without proof and with a relevant citation). It is not substantially
the same as any that I have submitted, or, is being concurrently submitted for a degree or diploma or other
qualification at the University of Cambridge or any other University or similar institution except as declared
in the Preface and specified in the text. I further state that no substantial part of my thesis has already been
submitted, or, is being concurrently submitted for any such degree, diploma or other qualification at the
University of Cambridge or any other University or similar institution except as declared in the Preface and
specified in the text. Parts of this thesis are based on my work in a series of articles. In particular,

• Chapter 2 is based on my work in [Col19b],

• Chapter 3 is based on my work in [CRH19] and [CH19a],

• Chapter 4 is based on my work in [Col19a] and §4.5 is based on my work in [CHT20],

• Chapter 5 is based on my work in [Col19a],

• Chapter 6 is based on my work in [CH19a],

• Chapters 7 and 8 are based on my work in [Col19b],

• Chapter 9 is based on my work in [CH19b],

• Chapter 10 is based on my work in [Col19c].

Matthew J. Colbrook
Cambridge
June 2020

i





Abstract

Title: The Foundations of Infinite-Dimensional Spectral Computations
Author: Matthew J. Colbrook
Spectral computations in infinite dimensions are ubiquitous in the sciences. However, their many applica-
tions and theoretical studies depend on computations which are infamously difficult. This thesis, therefore,
addresses the broad question,

“What is computationally possible within the field of spectral theory of separable Hilbert spaces?”

The boundaries of what computers can achieve in computational spectral theory and mathematical physics
are unknown, leaving many open questions that have been unsolved for decades. This thesis provides
solutions to several such long-standing problems.

To determine these boundaries, we use the Solvability Complexity Index (SCI) hierarchy, an idea which
has its roots in Smale’s comprehensive programme on the foundations of computational mathematics. The
Smale programme led to a real-number counterpart of the Turing machine, yet left a substantial gap between
theory and practice. The SCI hierarchy encompasses both these models and provides universal bounds on
what is computationally possible. What makes spectral problems particularly delicate is that many of the
problems can only be computed by using several limits, a phenomenon also shared in the foundations of
polynomial root-finding as shown by McMullen. We develop and extend the SCI hierarchy to prove opti-
mality of algorithms and construct a myriad of different methods for infinite-dimensional spectral problems,
solving many computational spectral problems for the first time.

For arguably almost any operator of applicable interest, we solve the long-standing computational spec-
tral problem and construct algorithms that compute spectra with error control. This is done for partial
differential operators with coefficients of locally bounded total variation and also for discrete infinite matrix
operators. We also show how to compute spectral measures of normal operators (when the spectrum is a
subset of a regular enough Jordan curve), including spectral measures of classes of self-adjoint operators
with error control and the construction of high-order rational kernel methods. We classify the problems of
computing measures, measure decompositions, types of spectra (pure point, absolutely continuous, singu-
lar continuous), functional calculus, and Radon–Nikodym derivatives in the SCI hierarchy. We construct
algorithms for and classify; fractal dimensions of spectra, Lebesgue measures of spectra, spectral gaps,
discrete spectra, eigenvalue multiplicities, capacity, different spectral radii and the problem of detecting
algorithmic failure of previous methods (finite section method). The infinite-dimensional QR algorithm is
also analysed, recovering extremal parts of spectra, corresponding eigenvectors, and invariant subspaces,
with convergence rates and error control. Finally, we analyse pseudospectra of pseudoergodic operators (a
generalisation of random operators) on vector-valued lp spaces.

All of the algorithms developed in this thesis are sharp in the sense of the SCI hierarchy. In other words,
we prove that they are optimal, realising the boundaries of what digital computers can achieve. They are
also implementable and practical, and the majority are parallelisable. Extensive numerical examples are
given throughout, demonstrating efficiency and tackling difficult problems taken from mathematics and
also physical applications.

In summary, this thesis allows scientists to rigorously and efficiently compute many spectral properties
for the first time. The framework provided by this thesis also encompasses a vast number of areas in com-
putational mathematics, including the classical problem of polynomial root-finding, as well as optimisation,
neural networks, PDEs and computer-assisted proofs. This framework will be explored in the future work
of the author within these settings.
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Chapter 1

Introduction

1.1 The Problem and Motivation

It is hard to overestimate the importance of computing spectra of infinite-dimensional operators in applied

mathematics, quantum chemistry/mechanics, matter physics, statistical mechanics, optics and many other

fields. Amongst its uses, the spectrum allows scientists to conduct stability, vibrational and asymptotic anal-

ysis, compute the energy levels of physical systems, diagonalise or decompose operators for analysis, and

compute solutions to PDEs. As such, the problem of computing spectra is one of the most studied areas of

computational mathematics over the last half-century, investigated by mathematicians and physicists alike

since the 1950s. However, the many applications and theoretical studies of spectra depend on computations

which are infamously difficult (see §7.1 for a detailed discussion of the finite section method, the most

common approach which, while successful for many problems, can also fail catastrophically).

The ideas of using computational and algorithmic approaches to obtain spectral information date back

to leading physicists and mathematicians such as Anderson [And58], Goldstine [GMvN59], Kato [Kat49],

Murray [GMvN59], Schrödinger [Sch40], Schwinger [Sch60b, Sch60a] and von Neumann [GMvN59].

Schwinger introduced finite-dimensional approximations to quantum systems in infinite-dimensional spaces

that allow for spectral computations, ideas which were already present in the work of Weyl [Wey50].

In [DVV94], Digernes, Varadarajan, and Varadhan proved convergence of spectra of Schwinger’s finite-

dimensional discretisation matrices for Schrödinger operators with continuous potentials bounded below

and diverging at infinity (the resolvents of which are compact). From an operator point of view, the compu-

tational spectral problem goes back as far as Szegő’s work [Sze20] on finite section approximations. Since

then, it has been studied intensely by both mathematicians [Aro51, Kat49, DLT85, Böt94, Böt96, LS96,

BS99, BCN01, Zwo99, BBIN10, BIN11, Zwo13] and physicists [Sch40, And58, BC71, Hof76, Lie05,

DS06b]. For instance, the seminal work of Fefferman and Seco [FS90, FS92, FS93, FS94b, FS94c, FS95,

FS96b, FS96a, FS94a] on proving the Dirac–Schwinger conjecture is a striking example of computations

used in order to obtain complete information about the asymptotical behaviour of the ground state of a

family of Schrödinger operators. The corresponding literature is vast, and we refer the reader to §1.3 for

further comments. However, whilst the above results undoubtedly represent triumphs for computational

mathematics and theoretical physics, they only partially solve the problem and only hold for specific cases.

A reliable algorithm computing the spectrum should converge locally on compact subsets of C (con-

1



1.1. The Problem and Motivation CHAPTER 1. Introduction

verging to the full spectrum and having no limiting points that are not in the spectrum), and guarantee that

any point of the output is close to the spectrum, up to a chosen arbitrarily small error tolerance. A key

question is whether such algorithms exist. Despite more than 90 years of quantum theory, the answer to

this question has been unknown, even for the case of general Schrödinger operators and even when also

excluding the additional property of error control. Arveson, who helped develop the combination of spec-

tral computations and C∗-algebra techniques1 [Arv93a, Arv93b, Arv94a, Arv94b], summarises this open

question for the problem of computing spectra of general self-adjoint operators,2

“Most operators that arise in practice are not presented in a representation in which they are

diagonalized, and it is often very hard to locate even a single point in the spectrum... Thus, one

often has to settle for numerical approximations [to the spectrum], and this raises the question

of how to implement the methods of finite dimensional numerical linear algebra to compute the

spectra of infinite dimensional operators. Unfortunately, there is a dearth of literature on this

basic problem and, so far as we have been able to tell, there are no proven techniques.”

— W. Arveson, UC Berkeley [Arv94b]

It is precisely the computational spectral problem, encapsulated in Arveson’s question and dating back

to the work of Schwinger in the 1960s [Sch60b, Sch60a], that this thesis addresses. The boundaries of what

computers can achieve in computational spectral theory and mathematical physics are currently unknown,

leaving many open questions that have been unsolved for decades. This thesis provides solutions to several

such long-standing open problems. Mathematically determining these computational boundaries typically

means the development of new algorithms that can handle problems previously out of reach, and providing

mathematical proofs that the new algorithms are optimal.

Computational spectral problem

Questions concerning the foundations of computation and spectral computations have a rich history in math-

ematics and physics. The most well-known case is Hilbert’s question regarding the existence of algorithms

for decision problems [HA50] that led to Turing’s seminal work [Tur36]. In spectral theory, a more recent

example is the proof of the undecidability of the spectral gap [CPGW15]. Namely, one cannot construct

an algorithm to determine whether a translationally invariant spin-lattice system is gapped or gapless in

the thermodynamic limit. Another example is Smale’s question regarding the existence of purely itera-

tive (rational) generally convergent algorithms for polynomial root-finding [Sma85]. McMullen settled this

problem as follows [McM87, McM88, Sma98]: yes, if the degree is three; no, if the degree is larger. How-

ever, in [DM89] Doyle and McMullen demonstrated a striking phenomenon: this problem can be solved in

the case of the quartic and the quintic using several limits, a concept which we discuss below.

The spectrum of a general operator on a separable Hilbert space cannot be computed in finitely many

operations. This holds even in the finite-dimensional case (which is mathematically equivalent to polyno-

mial root-finding), and, in general, finite-dimensional spectral problems are solved numerically via iterative

methods.3 We must, therefore, give a precise meaning to a ‘computational spectral problem’. For instance,
1This combination can be traced back to the work of Böttcher and Silbermann [BS83].
2There is, of course, a rich literature on using finite-dimensional algorithms to compute the spectrum of infinite-dimensional

operators - see §1.3. Arveson is referring to the existence of a procedure that converges in general, using, for example, matrix
elements of the operator with respect to an orthonormal basis.

3Computing the eigenvalues and eigenvectors of finite-dimensional matrices dates back to Wilkinson [Wil65] with guaranteed
convergence for self-adjoint matrices via Wilkinson shifts, see [Par98].
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suppose our operator acts on l2(N) and is represented by an infinite matrix

A =


a11 a12 a13 . . .

a21 a22 a23 . . .

a31 a32 a33 . . .
...

...
...

. . .

 , (1.1.1)

with respect to the canonical basis. Consider the case that an ‘algorithm’ can access matrix elements of A,

which is natural for many Hamiltonian operators in physics. The algorithm uses a finite number of matrix

elements, though it can adaptively choose which ones to use, and produces an output Γn(A) ⊂ C. For

example, if each aij is rational (or a rational approximation of a complex number), we could consider the

output being produced by a Turing machine [Tur36] with an infinite input tape corresponding to the matrix

entries. If we allow real number arithmetic, then we could consider a Blum–Shub–Smale (BSS) [BCSS98]

machine. At the very least, we should enforce consistency4 in how the algorithm reads information and

produces an output (see Definition 2.1.1 in Chapter 2). The algorithm is written with a subscript n because

it is usual in numerical analysis to have a sequence of approximations (or even a sequence of different

algorithms) that converge as n→∞. For example, in finite dimensions, n could correspond to the number

of iterations of the famous QR algorithm, which converges under favourable conditions (see Chapter 9 for

the infinite-dimensional version). The question is: do algorithms exist that converge in infinite dimensions?

Surprisingly, the answer to this question is ‘no’ for many important problems, regardless of one’s model of

computation.

A key step in addressing the computational spectral problem was made in [Han11]. It was shown that,

without any structural assumptions, it is possible to build an algorithm depending on three parameters, so

that for general bounded operators acting on the canonical Hilbert space l2(N) the following holds with

respect to the Hausdorff metric

lim
n3→∞

lim
n2→∞

lim
n1→∞

Γn3,n2,n1(A) = Sp(A) := {z ∈ C : (A−zI)−1 does not exist as a bounded operator}.

In other words, the process uses three successive limits. This result has given rise to the solvability com-

plexity index (SCI). Informally, this can be described as the number of successive limits needed to solve

a computational problem, a measure of its difficulty (see Chapter 2). The SCI covers many areas in com-

putational mathematics, extending beyond the spectral problem. It also has roots in the work of Smale

[Sma81, Sma97], and his programme on the foundations of computational mathematics and scientific com-

puting, though it is quite distinct. The notions of Turing computability [Tur36] and computability in the

Blum–Shub–Smale (BSS) [BCSS98] sense become special cases, and impossibility results that are proven

in the SCI hierarchy hold in all models of computation. The use of three limits in the algorithm of [Han11]

is sharp if we consider the whole class of bounded operators, meaning it is impossible to compute spectra

of completely general operators using two limits (i.e. for all operators, without further information, even

though standard algorithms can converge for different classes of operators) in any model of computation.

This is most easily proven by embedding certain problems of descriptive set theory within the SCI hierarchy

- see Chapter 2. A three limit algorithm is impossible to implement on a finite machine, and hence the result

of [Han11] cannot be used for real-life numerical computation.

The fact that spectral problems are so high up in the SCI hierarchy poses a severe problem in applica-

tions: how can we guarantee that the outputs of numerical simulations converge and are sound? Fortunately,
4Our discussion can also be extended to the case of random algorithms, though we do not discuss this topic in this thesis.
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there is another class in the SCI hierarchy (developed in §2.2.1): Σ1. This is the class of problems which

require only one limit and for which there exists a convergent algorithm whose output is guaranteed to be

included in the ε-neighbourhood of the spectrum, for an arbitrarily small ε. In other words, given an output,

we know that it is sound, but we do not know if we have approximated all of the spectrum yet (though we

must eventually converge to all of the spectrum). This notion is explained further with a simple example

below. One of the most important results of this thesis (Chapter 3) is that under very general assumptions,

the spectral problem lies in Σ1. We provide a set of algorithms that converge to the spectrum under mild

assumptions which hold in the majority of applications. No previous algorithm converges in this generality,

even for the case of general one-dimensional discrete Schrödinger operators. Furthermore, the algorithms

converge with Σ1 error control, and we show that this is sharp, realising the boundary of what digital

computers can achieve. Finally, the algorithms are efficient and parallelisable.

For the simplest case of bounded operators A ∈ B(l2(N)), this result can be understood as follows.

Under very general assumptions,5 there exists an algorithm Γn(A) such that

lim
n→∞

dH(Γn(A),Sp(A)) = 0,

with dH the usual Hausdorff metric on non-empty compact subsets of C. We also obtain error control, in

the sense that the algorithm computes an error bound En(A; z) such that

dist(z,Sp(A)) ≤ En(A; z) ∀z ∈ Γn(A) and lim
n→∞

sup
z∈Γn(A)

En(A; z) = 0. (1.1.2)

This notion of error control, denoted by Σ1, is discussed in detail in §2.2, along with its dual notion Π1. The

constructed algorithm is parallelisable and can also be extended to compute quantities such as approximate

states (see §3.4). As an example, Figure 1.1 shows approximate states computed by the algorithm for

the Penrose Laplacian, the canonical model of a 2D quasicrystal (see also §3.6.1). The results hold when

considering infinite matrix representations of operators, and also for partial differential operators when

sampling the coefficients.

However, stricter error control, in the sense of computing En with

dH(Γn(A),Sp(A)) ≤ En(A) (1.1.3)

is in general impossible (we denote this stricter sense of error control by ∆1) in any model of computation.

As a very simple example, consider the class of all bounded diagonal operators A ∈ B(l2(N)) of the form

A =


a1

a2

a3

. . .

 , aj ∈ C. (1.1.4)

Since an algorithm can only deal with a finite amount of information at any one time (i.e. finitely many of

the ai - see §2.1), it is clear that the problem of computing the spectrum Sp(A) cannot be done with error

control in the sense of (1.1.3). However, one can simply choose an algorithm Γn to collect {aj}nj=1 and

then one trivially has that Γn(A)→ Sp(A) as n→∞. We also clearly have the extra feature that

Γn(A) ⊂ Sp(A), n ∈ N.
5The assumptions hold in the majority of applications. See §3.1.1 and §3.1.2 for the precise details.

4



1.1. The Problem and Motivation CHAPTER 1. Introduction

State Nearest !5

-4

-3.5

-3

-2.5

-2

-1.5
log(Abs Val)

Ground State State Nearest !5

-4

-3.5

-3

-2.5

-2

-1.5
log(Abs Val)

Ground State

State Nearest !5

-4

-3.5

-3

-2.5

-2

-1.5
log(Abs Val)

Ground State

Figure 1.1: The ground ‘state’ for the Penrose Laplacian (from the cover of Physical Review Letters Volume
122, Issue 25 [CRH19]) and an approximate state corresponding to energy nearest−5. The algorithm allows
us to choose which states to compute without direct diagonalisation. It should be emphasised that we are
not necessarily approximating eigenvectors since the spectrum may not consist solely of eigenvalues.

In particular, we have convergence from below, and this is much stronger than just convergence, since

Γn(A) always produces a correct output. Such a type of convergence is incredibly important, since it gives

a guarantee of reliability. The results of this thesis extend this type of convergence (up to an arbitrarily

small user-chosen error tolerance given by the En in (1.1.2)) to a vast number of spectral problems. In

some sense, given the above simple example, we show that the computational spectral problem is not

harder than computing the spectrum of a diagonal operator. There are special cases where the stricter form

of error control in the sense of (1.1.3) is possible, such as finite rank perturbations of self-adjoint tridiagonal

Toeplitz operators [WO17]. However, in general, such results require a large amount of structure.

Beyond spectra: a new computational paradigm

In order to classify and understand the difficulty of computational problems and develop techniques for

their solution, one must go beyond the standard philosophy of numerical analysis. Many computational

problems are solved as follows: a sequence of approximations is created by an algorithm, and the solution

to the problem is the limit of this sequence. However, as discussed above, this is impossible for the general

spectral problem and many other problems in computational mathematics. To deal with this, we use the

SCI hierarchy. Current hierarchies in logic and computer science, such as the arithmetic hierarchy for sets

of integers, are insufficient for such classifications. Hence, in order to establish the boundaries of what

computers can achieve in the sciences, the SCI hierarchy is needed. Many existing foundational problems

also become results in the SCI hierarchy.

The framework provided by this thesis encompasses a vast number of areas in computational mathemat-

ics. Establishing the boundaries of what computers can do in spectral theory is related to Smale’s compre-

hensive programme concerning the foundations of computational mathematics initiated in the 1980s. This

thesis closes the substantial current gap between the abstract theory and applications, and the framework is

somewhat different from that of Smale’s programme. Some of the other areas encompassed can be found in

§2.5 and include the classical problem of polynomial root-finding (and its curious resolution by Doyle and

McMullen), optimisation, neural networks, PDEs and computer-assisted proofs. This last point is becoming

an important part of modern pure mathematics:
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“During the next century computers will become sufficiently good at proving theorems that the

practice of pure mathematical research will be completely revolutionized.”

— Sir W.T. Gowers (Fields medal 1998), Cambridge [Gow00]

Computer-assisted proofs are impossible to ignore, with recent examples given in Hales’ proof of Ke-

pler’s conjecture (Hilbert’s 18th problem) [Hal05, HAB+17] and Fefferman (Fields medal 1978) and Seco’s

proof of the Dirac–Schwinger conjecture [FS90, FS92, FS93, FS94b, FS94c, FS95, FS96b, FS96a, FS94a],

see also the discussion of Fefferman’s 2017 Wolf Prize [CST+17]. A potentially surprising result is that

both of these examples are computer-assisted proofs that use non-computable problems. This can be un-

derstood via the precise notions of error control in §2.2. The theory of computer-assisted proofs has not yet

been developed, since, in general, it is not known which computational problems can be used in computer-

assisted proofs. We provide some of the first results in the corresponding infinite classification theory.

Outline of chapter

The rest of this chapter is as follows. In §1.2 we summarise the contributions of the thesis. A discussion of

relations to previous work is given in §1.3, and we finish the chapter with a summary of basic notation.

Finally, this thesis is written with both pure and applied mathematicians in mind, a reflection of the

true cross-disciplinary flavour of the subject of infinite-dimensional spectral theory (which has its roots in

the physical theory of quantum mechanics and Hilbert’s work on integral equations, blossoming into one

of the most beautiful and technical areas of mathematics). Throughout, standard graduate-level functional

analysis and numerical analysis are assumed, though this thesis is mostly self-contained.

1.2 Summary of Thesis

For a lookup table of the computational spectral problems addressed in this thesis, with theorem and page

numbers, we refer the reader to the concluding remarks on page 263. This thesis is split into three parts:

Part I solves the computational spectral problem, dating back to the work of Szegő [Sze20] and

Schwinger [Sch60b, Sch60a], and summarised in the above quotation of Arveson. We show how to compute

spectra (and pseudospectra) of a very large class of operators (both discrete operators and partial differential

operators) with error control in the above Σ1 sense. We then show how to ‘diagonalise’ normal operators

(including unbounded) whose spectra are subsets of regular enough Jordan curves (such as self-adjoint and

unitary operators) via algorithms that compute spectral measures and spectral decompositions. An example,

demonstrating the efficiency of the new methods for magneto-graphene is shown in Figure 1.2.

Part II goes beyond the spectrum to algorithms that compute further spectral properties. As well as

computing the spectrum, scientists may want to determine features of the spectrum such as its Lebesgue

measure or fractal dimension, different types of spectral radii and numerical ranges, detect band gaps, or

compute capacity, spectral gaps, discrete spectra etc. We use the resolvent norm (and generalisations) to

develop the first algorithms that compute these quantities and many others, and prove that our methods

are sharp in the SCI hierarchy. We also prove the curious result that detecting the failure of the finite
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Figure 1.2: Radon–Nikodym derivative (log10 scale) of the measure for various magnetic field strengths
Φ. The axis labelE (energy) stands for the spectral parameter. The Radon–Nikodym derivative is computed
to high precision using a fourth-order kernel method developed in Chapter 4.

section method6 (computing an error flag) is strictly harder than computing the spectrum. All of these

problems have strong physical motivations and are themselves important open problems in the spectral

theory community.

Part III provides examples where classical finite-dimensional algorithms can be extended to infinite di-

mensions in a useful manner. These provide further classifications in the SCI hierarchy, related to the clas-

sical finite section method. First, we develop results connected to the infinite-dimensional QR algorithm,

and then we prove convergence of pseudospectra of periodic finite sections for pseudoergodic operators.

To classify the computational problems addressed in this thesis, we use the SCI hierarchy mentioned

above and developed in Chapter 2. The computational spectral problem becomes an infinite classification

theory, and there will, necessarily, have to be many different types of algorithms. Characterising the hier-

archy will yield a myriad of different approaches, as different structures on the various classes of operators

will require specific algorithms. We now summarise each chapter.

Chapter 2: The Solvability Complexity Index

In this chapter, we first summarise the basic SCI hierarchy as it already appears in the literature, and then

extend the hierarchy to include notions of error control. This general framework goes beyond spectral

theory, with applications in machine learning, optimisation, PDEs and computer-assisted proofs (see §2.5).

We discuss how all of the algorithms in this thesis can be made to work using just arithmetic operations

over the rationals Q, with inexact input, and in a recursive manner.7 This circumvents the current lack of a

universally agreed definition of recursivity for algorithms over the fields R or C. Furthermore, the proven

lower bounds in this thesis hold in any model of computation. In a special case (which does not hold in

general), we provide a link between the SCI hierarchy and the Baire hierarchy from descriptive set theory.

This allows the construction of combinatorial problems arbitrarily high up in the SCI hierarchy, regardless of

6In its simplest form for operators given by (1.1.1), this corresponds to computing the spectrum of the upper-left n×n submatrix of
A. Even in the case of tridiagonal self-adjoint operators, this does not converge due to ‘spectral pollution’, the appearance of persistent
eigenvalues in gaps of the essential spectrum that have nothing to do with the spectrum of the full infinite-dimensional operator.

7This also allows their use for computer-assisted proofs and/or implementation using interval arithmetic [Tuc11].
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the model of computation (arithmetical, radical, general etc.). By embedding these combinatorial problems

into spectral problems, this provides the first technique for dealing with problems that have SCI greater

than three, and also greatly simplifies the proofs of results lower down in the SCI hierarchy. We emphasise,

however, that this thesis is not a thesis on logic or descriptive set theory - the contents of this chapter are

self-contained.

Part I: Spectra, Spectral Measures and Spectral Decompositions

Chapter 3: Computing Spectra with Error Control

This chapter, based on [CRH19] and [CH19a], settles the long-standing problem of computing spectra (see

Arveson’s quotation in §1.1). We construct an algorithm computing spectra (and pseudospectra) of many

operators, including non-normal operators, with rigorous error control in the Σ1 sense. This is done both

in the discrete infinite matrix setting (allowing unbounded operators defined on graphs or lattices), and

also for partial differential operators. In the self-adjoint (or normal) case, the algorithm provides ‘approx-

imate states’. We also consider the decision problem of deciding if a non-empty compact set intersects

the spectrum. The algorithms presented are optimal in the sense of the SCI hierarchy described in §2.2,

and converge whilst also resolving the issue of spectral pollution discussed further in §7.1 and §7.3.2. We

finish by showing that the new class of algorithms are efficient, as well as being completely parallelisable.

Examples include a two-dimensional Penrose tile (a model of a quasicrystal), non-Hermitian Hamiltonians

in superconductor theory and optics, and partial differential operators such as Schrödinger operators on

unbounded domains.

Chapter 4: Computing Spectral Measures

In this chapter, we provide the first general8 set of algorithms for the computation of spectral measures,

as given by the classical spectral theorem, for a large class of self-adjoint and unitary operators (and dis-

cuss extensions to more general normal operators). This is an infinite-dimensional analogue of computing

eigenvectors,9 and ‘diagonalises’ the operator as an integral, thus resolving the diagonalisation problem

discussed by Arveson in §1.1. We also consider the computation of the functional calculus, and the Radon–

Nikodym derivative of the absolutely continuous part of the measure. We discuss how to accelerate conver-

gence locally for smooth enough measures using different rational kernels with vanishing moments (which

lend themselves to computations with infinite-dimensional operators). Under certain assumptions, this also

allows computation with error control. The new algorithms are parallelisable, allowing large scale compu-

tations. Examples demonstrated include orthogonal polynomials on the real line (recovering the measure

from their recurrence relations), a model of magneto-graphene that demonstrates high-resolution compu-

tation and the avoidance of spectral pollution, fractional diffusion on a quasicrystal and the solution of

infinite-dimensional evolution equations with error control. Partial differential operators on the continuum

are also studied, and the results of this chapter carry over by employing spectral methods to solve the rel-

evant PDEs corresponding to the resolvent. As an example, we study a very efficient numerical method

to compute highly oscillatory bound states of the Dirac operator whilst avoiding spectral pollution (this is

important in computational chemistry).
8Although there is a rich literature on the theory of spectral measures, most of the efforts to develop computational tools have

focused on specific examples where analytical formulas are available, or perturbations thereof.
9Of course eigenvectors exist in the infinite-dimensional case, but not all of the spectrum consists of eigenvalues. The projection-

valued measure generalises the notion of projections onto eigenspaces.
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Chapter 5: Computing Spectral Type

This chapter complements Chapter 4 and classifies the absolutely continuous, singular continuous and pure

point parts of the spectrum in the SCI hierarchy. These different sets often characterise different physical

properties in quantum mechanics, and we provide the first set of algorithms that can compute these quanti-

ties under general conditions. The impossibility results hold in general, even when restricted to tridiagonal

operators, and even for structured operators such as bounded discrete Schrödinger operators on the lattices

N or Zd.

Part II: Beyond Spectra

Chapter 6: Discrete Spectra and Spectral Gap

This chapter develops new algorithms for computing the discrete spectrum, multiplicities and eigenspaces of

various classes of normal operators. Of course, a vast number of algorithms exist that compute eigenvalues

of operators (even in infinite dimensions), but the algorithms of this chapter are the first that separate

the discrete spectrum from the essential spectrum. We also provide SCI classifications of the decision

problem of determining if the discrete spectrum is empty, and the spectral gap problem (related to the

dichotomy between the discrete and essential spectrum and motivated from physical applications). For

this last problem, we consider the infinite-dimensional version, as well as an extension to classifying the

geometric/algebraic properties of the bottom of the spectrum. Finally, the effectiveness of the algorithm

computing discrete spectra and eigenvectors is demonstrated.

Chapter 7: Geometric Features and Detecting Finite Section Failure

A highlight of this chapter is the proof that detecting the failure of finite section (computing an error flag)

is harder than computing the spectrum itself (the problem solved in Chapter 3). This also settles the open

problem on computing or detecting gaps in the essential spectrum of self-adjoint operators, a problem which

has received considerable attention in the community. Furthermore, we classify various types of spectral

radii, polynomial operator norms and capacity (useful for the analysis of Krylov numerical methods) in the

SCI hierarchy for different classes of operators. Even in the simplest case of computing the usual spectral

radius, the only previous computational results are for normal operators, where the spectral radius is equal

to the operator norm. The results of this chapter (other than the spectral radius for normal operators) all

present the first algorithms computing their corresponding spectral properties. Finally, we demonstrate the

effectiveness of the algorithms with numerical examples for spectral radii, essential numerical ranges and

capacity of spectra.

Chapter 8: Lebesgue Measure and Fractal Dimensions of Spectra

In this chapter, we consider the open problems of computing the Lebesgue measure of the spectrum (and

pseudospectrum) and different fractal dimensions of the spectrum (box-counting and Hausdorff). This

chapter is motivated by recent progress in the field of Schrödinger operators with random or almost periodic

potentials. We provide the first algorithms solving these computational problems, with classifications in the

SCI hierarchy. Numerical evidence is given that a portion of the spectrum of a two-dimensional model of a

quasicrystal has fractal dimension approximately 0.8.
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Part III: Extensions of Classical Finite-Dimensional Algorithms

Chapter 9: The Infinite-Dimensional QR Algorithm

In this chapter, we discuss how the most famous finite-dimensional algorithm, the QR algorithm, can be

extended to infinite dimensions. The infinite-dimensional QR (IQR) algorithm is at least thirty years old

(dating back to the work of Deift, Li and Tomei [DLT85], see also the work of Hansen [Han08b, Han08a]),

but there is little existing analysis. We provide new convergence theorems for the IQR algorithm with

convergence rates and error control. The results concern eigenvalues, eigenvectors and invariant subspaces

(including non-normal operators). We prove that for infinite matrices with finitely many non-zero entries in

each column, the IQR algorithm can be executed exactly, and that for general invertible operators, it can be

executed with error control. We provide new classification results for the SCI hierarchy: ∆1 classification

for the extremal part of the spectrum and dominant invariant subspaces, and Σ1 results for spectra of certain

classes of compact operators (the general spectral problem for compact operators is not in Σ1). We demon-

strate the IQR algorithm and new convergence results on a variety of difficult problems. In some cases,

the IQR algorithm performs much better than predicted by our theory, working on much larger classes of

operators. Hence, we are left with many open problems on the theoretical understanding of the potential of

this algorithm.

Chapter 10: Pseudoergodic Operators and Finite Section

In this chapter, we examine the so-called ‘pseudoergodic’ class of operators (a well-studied class encom-

passing generalisations of many random and non-normal operators in applications). We prove that pseu-

dospectra of finite sections with periodic boundary conditions converge to the pseudospectrum of the full

infinite-dimensional operator as the truncation parameter tends to infinity. This holds in any lattice dimen-

sion, and for any vector-valued lp space with p ∈ [1,∞]. Our results can be considered as a generalisation

of the well-known classical result for banded Laurent operators and their circulant approximations. In terms

of the SCI hierarchy, this gives a Σ1 classification for the pseudospectral problem.

1.3 Relations to Previous Work

The results presented in this thesis follow in the long tradition of infinite-dimensional spectral computations.

This field contains a vast literature that spans more than half a century, so we can only cite work that has

had the most influence on the author. We split the comments into three categories: spectral computations,

numerical approaches, and foundations of computational mathematics and computer-assisted proofs.

Spectral computations: We have already mentioned the work of Anderson, Digernes, Goldstine,

Kato, Murray, Schrödinger, Schwinger, Varadarajan, Varadhan, von Neumann and Weyl [And58, GMvN59,

Kat49, Sch40, Sch60b, Sch60a, Wey50, DVV94]. The results of [DVV94] yield an algorithm that converges

in one limit without any form of error control. However, Chapter 3 extends these works considerably by

providing a Σ1 classification, and for a much broader class of operators. Not only is the Σ1 classification

sharp in the SCI hierarchy, but it also provides the useful, practical result of error control.

Arveson [Arv94a, Arv93b, Arv94b, Arv93a] helped pioneer the combination of spectral computations

and C∗-algebra techniques (which dates back to the work of Böttcher and Silbermann [BS83]). Part of
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his work considered spectral densities, with weak∗ convergence to measures whose support is the essential

spectrum, also related to Szegő’s work [Sze20] on finite section approximations. Similar results are also

obtained by Laptev and Safarov [LS96]. These results motivated the work in Chapter 4 and are related to

the density of states studied in mathematical physics (discussed in detail at the end of §4.1.2). Note that we

compute the spectral measures, which contain more spectral information than the density of states (which

ignores, for example, discrete spectra below the essential spectrum). For instance, [Arv94a] considers a

method to locate essential spectra via “weight[ing] the count of eigenvalues in a way which eliminates

spurious ones”. However, such an approach causes the discrete spectrum to be ignored. Our results extend

the previous work above by showing that it is indeed possible to recover the full spectral measure, which is

supported on the spectrum, and study other aspects such as Radon–Nikodym derivatives, spectral/measure

decompositions and the functional calculus. The results in Chapter 6 also show how to recover the discrete

spectrum.

There is a large physics literature on the spectral gap problem, a problem we address in Chapter 6. The

spectral gap problem is related to the Haldane conjecture [Hal83], which remains unsolved despite numeri-

cal evidence [GJL94]. Another important related problem is the Yang–Mills mass gap problem [BCD+06].

The seminal paper by Cubitt, Perez–Garcia and Wolf [CPGW15] shows that the spectral gap problem is

undecidable (not computable in the sense of Turing) when considering the thermodynamic limit of finite-

dimensional Hamiltonians. In their conclusion, the authors note, “Thus, any method of extrapolating the

asymptotic behaviour from finite system sizes must fail in general.” This comment also serves as a warning

for other spectral problems, where, in the literature, it is often wrongly assumed that a large system size

captures the infinite-dimensional operator. We note that there is a subtle difference between the thermo-

dynamic limit studied in [CPGW15] and the viewpoint of infinite-dimensional operators in this thesis. We

study the infinite-dimensional version of the problem, determining the existence of a gap for Hamiltonians

on a separable Hilbert space. We prove that the problem generically requires two limits in the SCI hierarchy,

and hence our results can be considered as an extension of [CPGW15].

The finite-section method, intensely studied for spectral computation and often viewed in connection

with Toeplitz theory, is very similar to Schwinger’s idea of approximating in a finite-dimensional sub-

space. Typically, when applied to appropriate subclasses of operators, finite section approaches yield al-

gorithms with no form of error control. The reader may wish to consult the pioneering work by Böttcher

[Böt96, Böt94], Böttcher and Silberman [BS99], Böttcher, Brunner, Iserles and Nørsett [BBIN10], Brunner,

Iserles and Nørsett [BIN11]. Some of these papers also discuss the failure of the finite section approach

for certain classes of operators, see also the work of Hansen [Han10, Han08b]. An important result is that

of Shargorodsky [Sha13] demonstrating that second order spectra methods [Dav98] (a variant of the finite

section method) do not in general recover the whole spectrum. All of these have motivated the work on the

problem of spectral pollution in Chapter 7, where we show that it is in general very difficult to detect the

failure of the finite section method. Chapter 7 helps explain the richness of results for specific subclasses

of operators regarding the finite section method.

Chapter 8 is motivated in part by recent progress in the field of Schrödinger operators with random or

almost periodic potentials. For example, relevant work includes that of Avila et. al. [Avi09, Avi08, AJ09,

AK06, AV07], Puig [Pui04] and Sütő [Süt89] (see [EDML06, EDML08] for numerical work for higher di-

mensional versions of the Fibonacci Hamiltonian) on specific examples of operators, including Cantor-like

spectra. Numerical studies of fractal dimensions of spectra include the work of Han, Thouless, Hiramoto
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and Kohmoto on Harper’s equation [HTHK94] and Ketzmerick, Kruse, Kraut and Geisel on wavepacket

spreading [KKKG97] (for many more references connected to this paper, see [KKL03]). Another well-

studied area where fractal spectral properties appear is optics. For example, following the analytical and

numerical work of Berry and coauthors [Ber01, BSVS01, Ber04], the fractal structure of modes of non-

Hermitian operators are studied in laser theory [RGSE18, NYWM01]. Probably the most famous example

of the Lebesgue measure of spectra is the formula in (8.4.1) for the almost Mathieu operator (the case of

λ = 1 was one of Simon’s problems [Sim00]), which was conjectured based on numerical evidence in the

work of Aubry and André [AA80]. Following this paper, there have been many further numerical studies,

for example, the work of Thouless [Tho83, Tho90] and Thouless and Tan [TT91]. Numerical studies of

such operators typically look at periodic approximates, and computing the Lebesgue measure of periodic

approximates of tridiagonal operators lies in ∆1. In contrast, the tools we develop are much more general

and do not assume such structure. A verification of our algorithms for the almost Mathieu operator is pre-

sented in §8.4.1. The almost Mathieu operator is only one of many operators with numerical studies of the

Lebesgue measure of their spectra. For others, see, for example, the references in [AJM17, BS91, Sir89].

Whilst results are known for specific examples such as the almost Mathieu operator or the Fibonacci Hamil-

tonian, the problems of computing the Lebesgue measure and fractal dimensions of spectra remain open in

the general case (see remarks in [DGS15] and references therein). Our results show the boundaries of what

can be achieved numerically for different classes of operators.

The IQR algorithm provides another approach to spectral computations, which can be seen as a gener-

alisation of the finite section method. The IQR algorithm was first studied in connection with Toda flows

by Deift, Li and Tomei [DLT85] (covering self-adjoint infinite matrices with real entries). Despite being

purely functional analytic and ignoring implementation issues, these results form some of the basic funda-

mentals of the IQR algorithm and provide a beautiful geometric interpretation. A convergence result for

eigenvectors corresponding to eigenvalues outside the essential numerical range for normal operators was

given in [Han08b]. However, this paper did not consider convergence rates, actual numerical calculation

nor any classification results (implementation for banded operators was, however, given in [Han08a]). The

results of Chapter 9, therefore, provide a significant step in the analysis of the IQR algorithm by showing

that it can be implemented for invertible operators, and giving convergence results (with convergence rates

and error control) for eigenvalues, eigenvectors and invariant subspaces (including non-normal operators).

Chapter 10 is motivated, in particular, by [Böt94] which shows that pseudospectra converge for trun-

cated Wiener–Hopf operators and Toeplitz operators with piecewise continuous symbols, and further re-

sults concerning Toeplitz operators [BG05, BS99, Böt96]. In some sense, Chapter 10 is complementary by

studying a generalisation of Toeplitz operators, but now requiring the operators to be banded (or banded in

each lattice dimension). The result we prove was conjectured (for a one-dimensional tridiagonal case) in

[DNS99], but has been an open problem since.

Finally, the work of Zworski [Zwo13, Zwo99] on computing resonances can be viewed in terms of the

SCI hierarchy. In [Zwo13], the computational approach is based on expressing resonances as limits of non-

self-adjoint spectral problems. This gives a two limit process, and hence fits directly into the SCI hierarchy.

Resonances provide a way of studying the time evolution of quantum systems. Another approach, based on

the new algorithms of Chapter 4, is discussed in §4.6.2. The recent work of Ben–Artzi, Marletta and Rösler

[BAMR20a, BAMR20b] on computing resonances is also formulated in terms of the SCI hierarchy, though

the results of [BAMR20a, BAMR20b] do not allow error control at the time of writing.
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Numerical methods: Numerically, the point of view in this thesis is closest to the work of Olver,

Townsend and Webb on practical infinite-dimensional linear algebra [OT14, OT13, Olv18, OW18, WO17].

This work includes efficient codes, such as the infinite-dimensional QL (IQL) algorithm [Web17], as well

as theoretical results (see also the infinite-dimensional version of the FEAST algorithm in [HT20]). The

key point to note is that all of these methods, including our own, deal with infinite-dimensional operators

directly, rather than the discretise-then-solve paradigm that pervades previous numerical approaches. The

set of algorithms this thesis provides can be considered as new members within the growing family of

infinite-dimensional techniques.

The IQL algorithm is rather different from the IQR algorithm studied in Chapter 9. The IQL algorithm

requires an analytical QL factorisation for the ‘tail’ of the operator (for instance Toeplitz-plus-finite-rank

Jacobi operators). Such a QL factorisation does not always exist for bounded operators. The results of

[Web17] complement Chapter 9 in the following sense. For a bounded Jacobi operator J such that there is

an eigenvalue λ0 with 0 < |λ0| < η := minλ∈Sp(J)\λ0
|λ|, the IQL algorithm converges in the top-left entry

to λ0 at rate O(|λ0/η|n). In other words, the IQL algorithm gives information on the part of the spectrum

nearest the origin, whereas the IQR algorithm in Chapter 9 gives information on the extremal parts of the

spectrum. There are advantages and disadvantages to both approaches. For example, our analysis of the IQR

algorithm gives little information inside the essential numerical range, except in special cases. However,

the IQL algorithm can deal with discrete spectra near the origin, even if the eigenvalues are surrounded by

essential spectra. On the other hand, for operators which do not have a large amount of structure, computing

the QL decomposition (if it exists) for the IQL algorithm is extremely difficult, whereas the IQR algorithm

does not suffer from this setback.

The work of [WO17] is of particular relevance to Chapters 4 and 5. In [WO17], the authors studied

Jacobi operators that are compact perturbations of Toeplitz operators through connection coefficients. Their

results can be stated in terms of the SCI hierarchy:

• If the perturbation is finite rank (and known), the pure point spectrum can be computed in one limit

with ∆1 error control, and the absolutely continuous part of the spectral measure can be computed in

finite time (the absolutely continuous spectrum is known analytically).

• If the perturbation is compact, with a known rate of decay at infinity, then the full spectrum can be

computed in one limit with ∆1 error control.

Chapters 4 and 5 extend the work of [WO17] by considering operators more general than tridiagonal com-

pact perturbations of Toeplitz operators, allowing operators to be unbounded, and building algorithms that

are arithmetic and can cope with inexact input. At the price of this greater generality, some of the objects

we study are not computable with error control. However, they are still computationally useful as we shall

demonstrate (many of them can be computed with one limit). Moreover, with certain regularity assumptions

(see §4.5.2), we can compute spectral measures with error control. Our methods are also entirely different

and rely on estimating the resolvent operator with error control. We also leverage this to construct methods

with arbitrarily high orders of convergence.

Foundations and computer-assisted proofs: Smale’s seminal work [Sma81, Sma97] and his pro-

gramme on the foundations of computational mathematics and scientific computing initiated the pioneering

work by McMullen [McM87, McM88, Sma98], and Doyle and McMullen [DM89] on polynomial root-

finding. These are classification results in the SCI hierarchy.
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Regarding the SCI hierarchy itself, this first appeared in [Han11] where it was shown that the SCI ≤ 3

for the computation of spectra of general operators (without any structural assumptions). This algorithm first

computed pseudospectra with two limits, and then shrunk the pseudospectrum to the spectrum to produce a

three limit algorithm. In Chapter 3, we show how this can be bypassed (for a very large class of operators)

with an algorithm that converges in one limit with Σ1 error control.

The number of examples of computer-assisted proofs in the literature is substantial and growing fast, so

we can only mention a few examples (see also §2.5.1). In most cases, in order to prove that the computa-

tional proof is 100% accurate, one implicitly has to prove a classification in the SCI hierarchy. The work by

Fefferman and Seco [FS90, FS92, FS93, FS94b, FS94c, FS95, FS96b, FS96a, FS94a] involves a ΣA1 clas-

sification (where the superscript refers to restricting to purely arithmetical operations). Similarly, Hales’

Flyspeck programme [Hal05, HAB+17], which provided a computer-assisted proof of Kepler’s conjecture,

relies on a ΣA1 classification. Both of these examples are computer-assisted proofs done via non-computable

problems. There are also computer-assisted proofs based on ∆A
1 classifications. For instance, the work of

Gabai, Meyerhoff, and Milley [GMM09] on hyperbolic three-manifolds. Moreover, recent results using

computer-assisted proofs in spectral theory include the work of Brown, Langer, Marletta, Tretter, and Wa-

genhofer [MBLM+10] and Bögli, Brown, Marletta, Tretter and Wagenhofer [BBM+14].

1.4 Notation

We end this chapter by listing the basic standard notation used in this thesis. Further notation will be

introduced whenever appropriate.

H separable Hilbert space

B(H) set of bounded linear operators onH
Br(x) closed ball (in a metric space) of radius r centred at x

Dr(x) open ball (in a metric space) of radius r centred at x

cl(S) closure of a set S in a topological space

dH(S, T ) Hausdorff distance between compact sets S and T
Re(z) real part of complex number z

Im(z) imaginary part of complex number z

z conjugate of complex number z

σ1(C) smallest singular value of rectangular matrix C, extended to operators in (3.2.1)

A∗ adjoint of operator A (when defined on a Hilbert space)

D(A) domain of operator A

R(z,A) resolvent operator of operator A defined as (A− zI)−1 for z /∈ Sp(A)

Sp(A) spectrum of operator A defined as {z ∈ C : R(z,A) does not exist as a bounded operator}
Spε(A) pseudospectrum of operator A defined as cl({z ∈ C : ‖(A− zI)−1‖ > 1/ε}) for ε > 0

Spd(A) discrete spectrum of operator A (evals. of finite multiplicity isolated from rest of Sp(A))

Spess(A) essential spectrum of operator A which we define as {z ∈ C : A− zI is not Fredholm}
ress(A) essential numerical radius of operator A defined as sup{|z| : z ∈ Spess(A)}
W (A) numerical range of operator A defined as {〈Aξ, ξ〉 : ‖ξ‖ = 1}
We(A) essential numerical range of operator A defined as

⋂
K compact cl(W (A+K))
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We remark that if A ∈ B(H), then the pseudospectrum can equivalently be defined as

Spε(A) = {z ∈ C : ‖R(z,A)‖−1 ≤ ε}, (1.4.1)

where we use the convention that ‖S−1‖ = ∞ and ‖S−1‖−1 = 0 if S−1 does not exist. We also remind

the reader that the Hausdorff distance between S and T is

dH(S, T ) = max

{
sup
λ∈S

dist(λ, T ), sup
λ∈T

dist(λ,S)

}
, (1.4.2)

where dist(λ, T ) = infρ∈T |ρ− λ|. Finally, when considering decision problems, we will use the discrete

metric on {0, 1}, with 1 interpreted as ‘yes’ and 0 interpreted as ‘no’.
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Chapter 2

The Solvability Complexity Index

This chapter discusses the Solvability Complexity Index (SCI) hierarchy, which is needed to show that the

algorithms in later chapters realise the boundary of what digital computers can achieve. The SCI was first

introduced in [Han11] where it was shown that the SCI ≤ 3 for the computation of spectra of general op-

erators (see §1.1 and §1.3). However, for operators with more structure, the spectral problem is fortunately

much lower in the SCI hierarchy, with the first SCI-sharp algorithms appearing in [CRH19], which are the

topic of Chapter 3. We have sought to place all of the results concerning the hierarchy itself in one chapter,

for ease of reference. It should be mentioned that this is not a thesis on logic or descriptive set theory, and

the contents of this chapter are self-contained.

This chapter begins with the basic set-up of the SCI in §2.1. Notions of error control are discussed in

§2.2, as well as properties of the refined structure. A note on Turing towers and realisable computation is

given in §2.3. This essentially says that all of the algorithms constructed in this thesis can be made recursive

(in the classical Turing sense) with restrictions to arithmetic operations over Q and inexact input. However,

the proven lower bounds in this thesis hold in any model of computation. In other words, it does not matter

which model of computation one uses for a definition of ‘algorithm’, from a classification point of view

they are equivalent for these infinite-dimensional spectral problems. This result is satisfying since it avoids

the current lack of a universally agreed definition of recursivity for algorithms over the fields R or C. In

§2.4, we link the SCI hierarchy to the Baire hierarchy (in a special case), in order to provide combinatorial

array problems arbitrarily high up in the SCI hierarchy. This is the most technical part of the chapter and

we use some tools from descriptive set theory. These results will be used for proving lower bounds, where

we typically embed such a problem within the spectral problem of interest. Any result in this thesis with

SCI ≥ 3 will be proven using this technique and the results of this chapter. Moreover, these are the first

problems in the SCI hierarchy requiring general towers of arbitrarily large height and the tools provided in

this chapter may be used in other areas of computational mathematics. We also state the precise differences

and similarities between the SCI hierarchy and the Baire hierarchy. Finally, we give some examples of the

broader role of the SCI hierarchy in mathematics.

2.1 The Basic SCI Hierarchy

We begin with the basic set-up of the SCI, as it already appears in the literature [Han11, BACH+19]. First,

we define a computational problem. The basic objects of a computational problem are: Ω is some set, called
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the primary set, Λ is a set of complex-valued functions on Ω (we allow any such function to map to some

finite-dimensional space CN ), called the evaluation set, M is a metric space, and Ξ : Ω → M is called

the problem function. The set Ω is the class of objects that give rise to our computational problems. The

problem function Ξ : Ω→M is the map we are interested in computing. Finally, the set Λ is the collection

of functions that provide us with the information we are allowed to read. The collection {Ξ,Ω,M,Λ} is

referred to as a computational problem.

For example, we could consider the case that Ω = B(l2(N)) (the set of bounded linear operators acting

on l2(N)) and Ξ the problem function that takes A ∈ Ω and maps it to its spectrum Sp(A). Since the

spectrum is a non-empty compact subset of C (in this case), we can letM be the set of non-empty compact

subsets of C equipped with the Hausdorff metric given by (1.4.2). In this case, Λ could correspond to the

evaluation of matrix entries (with respect to the canonical basis) of a given A ∈ Ω.

We can now define in the broadest sense, what we mean by an algorithm.

Definition 2.1.1 (General Algorithm). Given a computational problem {Ξ,Ω,M,Λ}, a general algorithm

is a mapping Γ : Ω→M such that for each A ∈ Ω

(i) there exists a (non-empty) finite subset of evaluations ΛΓ(A) ⊂ Λ,

(ii) the action of Γ on A only depends on {Af}f∈ΛΓ(A) where Af := f(A),

(iii) for every B ∈ Ω such that Bf = Af for every f ∈ ΛΓ(A), it holds that ΛΓ(B) = ΛΓ(A).

The three properties of a general algorithm are the most basic natural properties we would expect any

deterministic computational device to obey. The first condition says that the algorithm can only take a finite

amount of information, though it is allowed adaptively to choose, depending on the input, the finite amount

of information it reads. The second condition ensures that the algorithm’s output only depends on its input,

or rather the information that it has accessed. The final condition is very important and ensures that the

algorithm produces outputs and accesses information in a consistent manner. In other words, if it sees the

same information for two different inputs, then it cannot behave differently for those inputs.

Note that the definition of a general algorithm allows a stronger form of computation than the definition

of a Turing machine [Tur36] or a Blum–Shub–Smale (BSS) machine [BCSS98]. One can establish that

the SCI hierarchy does not collapse (in particular for the spectral problem) regardless of the model of

computation. A general algorithm has no restrictions on the operations allowed. Whilst complete generality

in this sense may seem to be at odds with practical computation (and the theory of recursion), we use this

model for two primary reasons:

(i) Strongest lower bounds (and complementary strongest upper bounds): Since Definition 2.1.1 is com-

pletely general, the lower bounds hold in any model of computation, such as a Turing machine or a

Blum–Shub–Smale machine. Neither is this an issue for practical computation since the algorithms in

this thesis can be made to work using only arithmetic operations over the rationals (see §2.3). Hence

throughout this thesis, we obtain the strongest possible lower bounds and the strongest possible upper

bounds.

(ii) Focus on information: Using the concept of a general algorithm considerably simplifies the proofs

of lower bounds. The non-computability results (proven lower bounds) of this thesis are due to the

problem at hand being inherently non-computable. In other words, it is not a question of the type of

18



2.1. The Basic SCI Hierarchy CHAPTER 2. The Solvability Complexity Index

operations allowed being too restrictive, but rather that the information about each input available to

the algorithm is insufficient to solve the problem.

With a definition of a general algorithm, we can define the concept of towers of algorithms. This

captures the notion of successive limits discussed in §1.1. However, before we do so, we will discuss the

cases for which we may have a set-valued function. Occasionally we will consider a function Ξ such that

forA ∈ Ω we have that Ξ(A) ⊂M. In this case, we still require that a general algorithm produces a single-

valued output i.e. Γ(A) ∈ M for A ∈ Ω. However, we replace the metric in order to define convergence.

In particular, Γn(A)→ Ξ(A) as n→∞ means

inf
y∈Ξ(A)

dM(Γn(A), y)→ 0.

Definition 2.1.2 (Tower of algorithms). Given a computational problem {Ξ,Ω,M,Λ}, a tower of algo-

rithms of height k for {Ξ,Ω,M,Λ} is a collection of sequences of functions

Γnk : Ω→M, Γnk,nk−1
: Ω→M, . . . ,Γnk,...,n1 : Ω→M,

where nk, . . . , n1 ∈ N and the functions Γnk,...,n1
at the lowest level in the tower are general algorithms in

the sense of Definition 2.1.1. Moreover, for every A ∈ Ω,

Ξ(A) = lim
nk→∞

Γnk(A),

Γnk(A) = lim
nk−1→∞

Γnk,nk−1
(A),

...

Γnk,...,n2
(A) = lim

n1→∞
Γnk,...,n1

(A),

with convergence in the metric spaceM.

Throughout this thesis, a general tower will refer to the very general definition in Definition 2.1.2

specifying that there are no further restrictions. This will be denoted by α = G. When we specify the type

of tower, we specify requirements on the functions Γnk,...,n1
in the hierarchy, in particular, what kind of

operations may be allowed. A tower of algorithms for a computational problem is the toolbox allowed. A

radical tower, as defined below, first appeared in [Han11] where it was referred to as a “set of estimating

functions” for computing spectra. The definition here is substantially more general and allows for the use

of these types of towers for a wide range of problems.

Definition 2.1.3 (Arithmetic and radical towers). Given a computational problem {Ξ,Ω,M,Λ}:
(i) An arithmetic tower of algorithms of height k for {Ξ,Ω,M,Λ} is a tower of algorithms where the

lowest functions Γ = Γnk,...,n1 : Ω→M satisfy the following: For eachA ∈ Ω the action of Γ onA

consists of only performing finitely many arithmetic operations and comparisons on {Af}f∈ΛΓ(A),

where we remind the reader that Af = f(A).

(ii) A radical tower of algorithms of height k for {Ξ,Ω,M,Λ} is a tower of algorithms where the lowest

functions Γ = Γnk,...,n1
: Ω → M satisfy the following: For each A ∈ Ω the action of Γ on A

consists of only performing finitely many arithmetic operations, comparisons and extracting radicals

of {Af}f∈ΛΓ(A).
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For arithmetic towers we let α = A and for radical towers we let α = R.

Definition 2.1.4 (Solvability Complexity Index). A computational problem {Ξ,Ω,M,Λ} is said to have

Solvability Complexity Index SCI(Ξ,Ω,M,Λ)α = k, with respect to a tower of algorithms of type α, if k

is the smallest integer for which there exists a tower of algorithms of type α of height k. If no such tower

exists then SCI(Ξ,Ω,M,Λ)α = ∞. If there exists a tower {Γn}n∈N of type α and height one such that

Ξ = Γn1
for some n1 <∞, then we define SCI(Ξ,Ω,M,Λ)α = 0.

With the definition of the SCI, we can define the SCI hierarchy. Without any extra structure on the

metric spaceM, the ∆α
k classes are the finest refinement we can obtain in terms of the SCI. However, as

described below, when more structure is allowed, the hierarchy becomes much richer.

Definition 2.1.5 (The Solvability Complexity Index hierarchy). Consider a collection C of computational

problems and let T be the collection of all towers of algorithms of type α for the computational problems

in C. Define

∆α
0 := {{Ξ,Ω} ∈ C | SCI(Ξ,Ω)α = 0}

∆α
m+1 := {{Ξ,Ω} ∈ C | SCI(Ξ,Ω)α ≤ m}, m ∈ N,

as well as

∆α
1 := {{Ξ,Ω} ∈ C | ∃ {Γn}n∈N ∈ T s.t. ∀A ∈ Ω d(Γn(A),Ξ(A)) ≤ 2−n}.

Remark 2.1.6. In other words, a ∆m+1 problem is one that be computed in m limits.

Remark 2.1.7. In this thesis, we will concern ourselves only with deterministic algorithms. It is possible to

extend the SCI hierarchy to probabilistic algorithms, which is useful for settings such as optimisation, and

this will be the topic of future work.

2.2 Error Control Extensions of the SCI Hierarchy

When there is extra structure on the metric spaceM, sayM = R orM = {0, 1} with the standard metrics

(or more generally, a totally ordered set), one may be able to define convergence of functions from above

or below. This is an extra form of structure that allows for a type of error control. Such error control is

important, for example, in computer-assisted proofs, and of course, crucial in scientific computing. The

following definition is motivated by the arithmetical hierarchy in logic.

Definition 2.2.1. Suppose thatM = {0, 1} with the discrete topology. We define the following:

(i) We say that Ξ : Ω→M permits a representation by an alternating quantifier form of length m if

Ξ = (Qmnm) · · · (Q1n1)Γnm,...,n1
,

where (Qi) is a list of alternating quantifiers (∀) and (∃), and all Γnm,...,n1
: Ω → M are general

algorithms in the sense of Definition 2.1.1.

(ii) We say that {Ξ,Ω} is Σαm if an alternating quantifier form of length m exists with Qm being (∃) and

Γnm,...,n1 algorithms of type α, and that {Ξ,Ω} is Πα
m if an alternating quantifier form of length m

exists with Qm being (∀) and Γnm,...,n1
algorithms of type α.
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(iii) We say that {Ξ,Ω} is ∆α
m if {Ξ,Ω} is Σαm and Πα

m.1

Definition 2.2.1, the following theorem and Proposition 2.2.4 are taken from [BACH+19]. This section

is based on work done in collaboration in [BACH+19].

Theorem 2.2.2. Following Definition 2.2.1, and supposing thatM = {0, 1}, the following is true.

1. If SCI(Ξ,Ω)α ≤ m then Ξ is ∆α
m+1.

2. If Ξ is Σαm or Πα
m then SCI(Ξ,Ω)α ≤ m.

3. For m ∈ N, we have that SCI(Ξ,Ω)α = m if and only if m is the smallest integer with Ξ being

∆α
m+1.

This motivates the following generalisation whenM is a totally ordered set.

Definition 2.2.3 (The SCI Hierarchy for a Totally Ordered Set). Given the set-up in Definition 2.1.5 and

suppose in addition thatM is a totally ordered set. Define

Σα0 = Πα
0 = ∆α

0 ,

Σα1 = {{Ξ,Ω} ∈ ∆2 | ∃ {Γn} ∈ T s.t. Γn(A)↗ Ξ(A) ∀A ∈ Ω},

Πα
1 = {{Ξ,Ω} ∈ ∆2 | ∃ {Γn} ∈ T s.t. Γn(A)↘ Ξ(A) ∀A ∈ Ω},

where↗ and↘ denotes convergence from below and above respectively, as well as, for m ∈ N,

Σαm+1 = {{Ξ,Ω} ∈ ∆m+2 | ∃ {Γnm+1,...,n1
} ∈ T s.t. Γnm+1

(A)↗ Ξ(A) ∀A ∈ Ω},

Πα
m+1 = {{Ξ,Ω} ∈ ∆m+2 | ∃ {Γnm+1,...,n1

} ∈ T s.t. Γnm+1
(A)↘ Ξ(A) ∀A ∈ Ω}.

If the metric spaceM = {0, 1}, it is clearly a totally ordered set and hence, from Definition 2.2.3, we

obtain the SCI hierarchy for arbitrary decision problems. It is not immediately clear whether Definition

2.2.3 and Definition 2.2.1 agree whenM = {0, 1}. However, the next proposition provides the link.

Proposition 2.2.4 (Properties of the SCI hierarchy I). Given the above set-up we have the following.

(i) The SCI hierarchy encompasses the arithmetical hierarchy.

(ii) IfM = {0, 1}, then Definition 2.2.3 and Definition 2.2.1 are equivalent and hence the SCI encom-

passes generalisations of the arithmetical hierarchy. In particular, this holds for arithmetic towers

which extends the arithmetical hierarchy to arbitrary domains.

(iii) IfM = {0, 1}, then ∆α
k = Σαk ∩Πα

k for all k and α.

2.2.1 Extending the hierarchy for spectral problems

We want to generalise the above notions of error control to scenarios suitable for spectral computations. In

the case whereM is the collection of non-empty compact subsets of another metric spaceM′, it is custom

to equipM with the Hausdorff metric

dH(X,Y ) = max

{
sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)

}
.

1This implies that there exist two alternating quantifier forms with distinct ‘heads’.
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In the case whereM is the collection of non-empty closed subsets ofM′, we use the Attouch–Wets metric

dAW(C1, C2) =

∞∑
n=1

2−n min
{

1, supdM′ (x0,x)≤n |dist(x,C1)− dist(x,C2)|
}
,

where C1 and C2 are non-empty closed subsets of C, x0 ∈ M′ is some fixed element ofM′ and where

d(x,C) is the usual distance between the point x and a set C. Note that dAW(C1, C2) ∈ [0, 1]. In the

case that M′ = C with the usual metric, we take x0 = 0 without loss of generality. One should view

the Attouch–Wets metric as a generalisation of the familiar Hausdorff metric on compact subsets. In other

words, we seek local uniform convergence (both metrics can be viewed in terms of metrics on spaces of

continuous functions [Bee93]).

The following provides the generalisation and we remark on the intuition behind this definition below.

Definition 2.2.5 (The SCI Hierarchy (Attouch–Wets/Hausdorff metric)). Given the set-up in Definition

2.1.5 and suppose in addition that (M, d) is the Attouch–Wets or the Hausdorff metric induced by another

metric spaceM′. Define for m ∈ N

Σα0 = Πα
0 = ∆α

0 ,

Σα1 = {{Ξ,Ω} ∈ ∆2 | ∃ {Γn} ∈ T , {Xn(A)} ⊂ M s.t. Γn(A) ⊂
M′

Xn(A),

lim
n→∞

Γn(A) = Ξ(A), d(Xn(A),Ξ(A)) ≤ 2−n ∀A ∈ Ω},

Πα
1 = {{Ξ,Ω} ∈ ∆2 | ∃ {Γn} ∈ T , {Xn(A)} ⊂ M s.t. Ξ(A) ⊂

M′
Xn(A),

lim
n→∞

Γn(A) = Ξ(A), d(Xn(A),Γn(A)) ≤ 2−n ∀A ∈ Ω},

where ⊂M′ means inclusion in the metric spaceM′. Moreover,

Σαm+1 = {{Ξ,Ω} ∈ ∆m+2 | ∃ {Γnm+1,...,n1
} ∈ T , {Xnm+1

(A)} ⊂ M s.t. Γnm+1
(A) ⊂

M′
Xnm+1

(A),

lim
nm+1→∞

Γnm+1
(A) = Ξ(A), d(Xnm+1

(A),Ξ(A)) ≤ 2−nm+1 ∀A ∈ Ω},

Πα
m+1 = {{Ξ,Ω} ∈ ∆m+2 | ∃ {Γnm+1,...,n1} ∈ T , {Xnm+1(A)} ⊂ M s.t. Ξ(A) ⊂

M′
Xnm+1(A),

lim
nm+1→∞

Γnm+1
(A) = Ξ(A), d(Xnm+1

(A),Γnm+1
(A)) ≤ 2−nm+1 ∀A ∈ Ω}.

Intuitively, this captures convergence from below or above respectively, up to a small error parameter

2−n. Note that to build a Σ1 algorithm in the Hausdorff case, it is enough (by taking subsequences of n)

to construct Γn(A) such that Γn(A) ⊂ Ξ(A) + BEn(A)(0) with some computable En(A) that converges

to zero. A visual demonstration of these classes for the Hausdorff metric is shown in Figure 2.1. The SCI

hierarchy gives rise to the following structure:

Πα
0 Πα

1 Πα
2

∆α
0 ∆α

1 Σα1 ∪Πα
1 ∆α

2 Σα2 ∪Πα
2 ∆α

3 · · ·

Σα0 Σα1 Σα2

=

=

( ( ( ( ((
(

(

(

(

(

(

(

(

(

(

Note, it is precisely the classes Σα1 and Πα
1 that are crucial in computer-assisted proofs (see §2.5.1).
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Figure 2.1: Meaning of Σ1 and Π1 convergence for problem function Ξ computed in the Hausdorff metric.
The red area represents Ξ(A), whereas the green areas represent the output of the algorithm Γn(A). Σ1

convergence means convergence as n → ∞ but each output point in Γn(A) is at most distance 2−n from
Ξ(A). Similarly, in the case of Π1, we have convergence as n → ∞ but any point in Ξ(A) is at most
distance 2−n from Γn(A). The same notion holds for Σ1 and Π1 in the Attouch–Wets topology, but now
when restricting to arbitrary compact balls (see Lemma 3.2.2).

Remark 2.2.6 (Warning!). We use the same ∆α
k , Σαk , Πα

k notation from, for example, the arithmetical hi-

erarchy. This similarity is deliberate, since classical hierarchies become special cases of the SCI hierarchy

(Proposition 2.2.8). However, there is a substantial difference. In classical hierarchies, each ∆k class is

defined via ∆k = Σk ∩Πk, which is not always the case in the SCI hierarchy. The ∆k classes form the core

of the SCI hierarchy, and it is only when there is extra structure on the metric space that the Σk and the Πk

classes can be defined. Furthermore, there may be cases in the SCI hierarchy where

∆k 6= Σk ∩Πk.

In addition, classical hierarchies also have that Σk \∆k−1 6= ∅ and Πk \∆k−1 6= ∅, which may not hold

in general SCI hierarchies.

To say a bit more about the structure, we need the following definition (which holds for standard spaces

such as {0, 1} or R with the usual metric).

Definition 2.2.7. Given a totally ordered metric space (M, d), we say that the metric is order respecting if

for any a, b, c ∈M with a ≤ b ≤ c we have d(a, b) ≤ d(a, c).

The following proposition gives some insight into the extended SCI hierarchy as defined above, and

shows that the results of later chapters are sharp (see Remark 2.2.9).

Proposition 2.2.8 (Properties of the SCI hierarchy II). Given the above set-up, let (M, d) be either the

Hausdorff or Attouch–Wets metric or a totally ordered metric space with order respecting metric. Let

k = 1, 2 or 3, then we have the following.

(i) ∆G
k = ΣGk ∩ ΠG

k . In particular, if for a problem Ξ : Ω →M we have ∆G
k 63 {Ξ,Ω} ∈ Xα

k , where

X = Σ or Π and α denotes any type of tower, then {Ξ,Ω} 6∈ Y αk , where Y = Π or Σ respectively.

(ii) Suppose for a computational problem Ξ : Ω → M we have a corresponding convergent ΣAk tower

Γ1
nk,...,n1

and a corresponding convergent ΠA
k tower Γ2

nk,...,n1
. Suppose also that we can compute for

every A ∈ Ω the distance d(Γ1
nk,...,n1

(A),Γ2
nk,...,n1

(A)) to arbitrary precision using finitely many

arithmetic operations and comparisons. Then {Ξ,Ω} ∈ ∆A
k .
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Remark 2.2.9. Throughout this thesis, we will prove results of the form ∆G
k 63 {Ξ,Ω} ∈ Xα

k . Part (i) says

that this is an optimal classification in the SCI hierarchy if k ≤ 3. It is an open problem whether part (i) of

the proposition extends to larger k (the proof for k = 3 is already very technical).

2.2.2 Proof of Proposition 2.2.8

In this subsection we prove Proposition 2.2.8, which we have placed in a separate section, allowing the

reader to skip it if desired. Let (M, d) be a metric space with the Attouch–Wets or Hausdorff topology

induced by another metric space (M′, dM′). For the Attouch–Wets topology and any fixed x0 ∈ M′ we

set

dAW(C1, C2) =

∞∑
n=1

2−n min
{

1, supdM′ (x0,x)≤n |dist(x,C1)− dist(x,C2)|
}
,

for C1, C2 ∈ Cl(M′), where Cl(M′) denotes the set of non-empty closed subsets ofM′. In the case that

M′ = C with the usual metric we take x0 = 0. We have the following ‘sandwich’ lemma.

Lemma 2.2.10. Suppose that (M, d) is the Hausdorff or Attouch–Wets topology induced by a metric space

(M′, dM′). Let ε > 0. Suppose also that A,A′, B,B′, C ∈ M with A⊂M′ A′, C ⊂M′ B′, d(C,A′) ≤ ε

and d(B,B′) ≤ ε. Then

d(A,C) ≤ d(A,B) + 2ε.

Proof. Suppose first that (M, d) is the Hausdorff topology. If x ∈ C then x ∈ B′ and dist(x,A) ≤
d(B′, A) ≤ d(A,B) + ε. On the other hand, if x ∈ A then x ∈ A′ and dist(x,C) ≤ d(A′, C) ≤ ε. The

result now follows.

Suppose now that (M, d) is the Attouch–Wets topology and let x ∈ M′. Since C ⊂M′ B′ we must

have

dist(x,A)−dist(x,C) ≤ dist(x,A)−dist(x,B′) ≤ |dist(x,A)− dist(x,B)|+|dist(x,B)− dist(x,B′)| .

Similarly, since A⊂M′ A′ we must have

dist(x,C)− dist(x,A) ≤ dist(x,C)− dist(x,A′) ≤ |dist(x,C)− dist(x,A′)| .

It follows that

|dist(x,A)− dist(x,C)| ≤ |dist(x,A)− dist(x,B)|+ |dist(x,B)− dist(x,B′)|

+ |dist(x,C)− dist(x,A′)|

and this finishes the proof of the Lemma.

Proposition 2.2.11. Let (M, d) be either a metric space with the Attouch–Wets or Hausdorff topology

induced by another metric space (M′, dM′) or a totally ordered metric space with order respecting metric.

Suppose we have a computational problem

Ξ : Ω→M,

with a corresponding convergent Σαk tower Γ1
nk,...,n1

and a corresponding convergent Πα
k tower Γ2

nk,...,n1

(either both arithmetic or both general). Suppose also that 1 ≤ k ≤ 3 and that, in the case of arithmetic

towers, we can compute for every A ∈ Ω the distance d(Γ1
nk,...,n1

(A),Γ2
nk,...,n1

(A)) to arbitrary precision

using finitely many arithmetic operations and comparisons. Then {Ξ,Ω} ∈ ∆α
k .
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Remark 2.2.12. This proposition essentially says that we can combine the two notions of error control Πk

and Σk to reduce the number of limits needed by one.

Proof. Step 1: For k = 1 and the case that (M, d) is either a metric space with the Attouch–Wets or

Hausdorff topology, this is a trivial consequence of Lemma 2.2.10. Let δn1 be an approximation of

d(Γ1
n1

(A),Γ2
n1

(A)) + 2 · 2−n1

from above to accuracy 1/n1. Note that suitable approximations can easily be generated using approxima-

tions of d(Γ1
n1

(A),Γ2
n1

(A)). Let ε > 0, then simply choose n1 ∈ N minimal such that δn1
≤ ε. In the case

that (M, d) is totally ordered with order respecting metric

d(Γ1
n1

(A),Ξ(A)) ≤ d(Γ1
n1

(A),Γ2
n1

(A)),

and we can take n1 large such that the right hand side is less than the given ε (recall we can compute the

right hand side to arbitrary precision). Set Γ(A) = Γ1(A), then we have

d(Γ(A),Ξ(A)) ≤ ε.

Step 2: For larger k, we use the same idea, but we must be careful to ensure the first k − 1 limits exist.

For the rest of the proof, d̃ will denote an approximation of d to accuracy 1/n1 (which by assumption can

always be computed).

We first deal with the case k = 2. Let ε > 0 and consider the intervals J1
ε = [0, ε] and J2

ε = [2ε,∞).

Let δn2,n1
(A) be an approximation of

d(Γ1
n2,n1

(A),Γ2
n2,n1

(A)) + 2 · 2−n2

from above to accuracy 1/n1. Again note that we can easily construct such approximations. It is clear

that limn1→∞ δn2,n1
(A) = d(Γ1

n2
(A),Γ2

n2
(A)) + 2 ·2−n2 =: δn2

(A) and that d(Γ1
n2

(A),Ξ(A)) ≤ δn2
(A)

(again appealing to Lemma 2.2.10 if we are in the case of the Attouch–Wets or Hausdorff topologies). Given

n1, n2, let l(n2, n1) ≤ n1 be maximal such that δn2,l(A) ∈ J1
ε ∪ J2

ε . If no such l exists or δn2,l(A) ∈ J1
ε

then define Osc(ε;n1, n2, A) = 1 otherwise define Osc(ε;n1, n2, A) = 0. Since δn2,n1(A) cannot oscillate

infinitely often between the two intervals J1
ε and J2

ε , it follows that

Osc(ε;n2, A) := lim
n1→∞

Osc(ε;n1, n2, A)

exists. Define Γεn1
(A) as follows. Choose j ≤ n1 minimal such that Osc(ε;n1, j, A) = 1 if such a j exists,

and define Γεn1
(A) = Γj,n1(A). If no such j exists then define Γεn1

(A) = C0 where C0 is any fixed member

of (M, d). In particular, Γεn1
is a type α algorithm. Now for large n2, we must have δn2

(A) < ε and hence

Osc(ε;n2, A) = 1. It follows that Γε(A) = limn1→∞ Γεn1
(A) exists and is equal to Γ1

N (A) where N ∈ N

is minimal with Osc(ε;N,A) = 1. It follows that d(Γε(A),Ξ(A)) ≤ 2ε.

We will use the Γεn1
(A) to construct a height one tower. Observe first of all that by our assumptions we

can compute d̃(Γε1m(A),Γε2n (A)) for m,n ∈ N and ε1, ε2 > 0. Given n1, choose j = j(n1) ≤ n1 maximal

such that for all 1 ≤ l ≤ j we have

d̃(Γ2−j

n1
(A),Γ2−l

n1
(A)) ≤ 4(2−j + 2−l). (2.2.1)
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If no such j exists then set Γn1
= C0, otherwise set Γn1

(A) = Γ2−j(n1)

n1
(A). Again, this is easily seen to

be a type α algorithm. Pick any N ∈ N, then by the convergence of the Γεn1
(A) and d(Γε(A),Ξ(A)) ≤ 2ε,

(2.2.1) must hold for j = N and 1 ≤ l ≤ N if n1 is large enough. Hence by definition of j(n1),

lim sup
n1→∞

d(Γn1
(A),Ξ(A)) ≤ lim sup

n1→∞
d(Γ2−N

n1
(A),Ξ(A)) + 23−N ≤ 24−N .

Since N was arbitrary, we must have convergence to Ξ(A).

Step 3: We now deal with k = 3. The strategy will be similar to the k = 2 case but now we construct

Γεn2,n1
(A) such that Γεn2

(A) := limn1→∞ Γεn2,n1
(A) exists and is 3ε close to Ξ(A) for large n2, but may

not converge in (M, d). Using this, we will construct a height two type α tower.

As in step 2, let ε > 0 and consider the intervals J1
ε = [0, ε] and J2

ε = [2ε,∞). Let δn3,n2,n1
(A) be an

approximation of

d(Γ1
n3,n2,n1

(A),Γ2
n3,n2,n1

(A)) + 2 · 2−n3 ,

from above to accuracy 1/n1. Again, we have

lim
n2→∞

lim
n1→∞

δn3,n2,n1(A) = d(Γ1
n3

(A),Γ2
n3

(A)) + 2 · 2−n3 =: δn3(A)

exists with d(Γ1
n3

(A),Ξ(A)) ≤ δn3(A). Given n1, n2 and j, let l(j, n2, n1) ≤ n1 be maximal such that

δj,n2,l(A) ∈ J1
ε ∪ J2

ε . If no such l exists or δj,n2,l(A) ∈ J1
ε then define Osc(ε;n1, n2, j, A) = 1 otherwise

define Osc(ε;n1, n2, j, A) = 0. Arguing as in step 1 we have that

Osc(ε;n2, j, A) := lim
n1→∞

Osc(ε;n1, n2, j, A)

exists. Now consider Osc(ε;n1, n2, j, A) for j ≤ n2. If such a j exists with Osc(ε;n1, n2, j, A) = 1 then let

j(n1, n2) be the minimal such j and set Γεn2,n1
(A) = Γ1

j(n1,n2),n2,n1
(A). Otherwise set Γεn2,n1

(A) = C0,

where again C0 is some fixed member of (M, d). Since we only deal with finitely many j ≤ n2, it is clear

that Γεn2,n1
is a type α algorithm. Furthermore, we must have that Γεn2

(A) := limn1→∞ Γεn2,n1
(A) exists

and is defined as follows. Let j(n2) ≤ n2 be minimal with Osc(ε;n2, j, A) = 1 (if such a j exists). If such

a j exists then Γεn2
(A) = Γ1

j(n2),n2
(A), otherwise Γεn2

(A) = C0.

Now there exists N ∈ N such that δN (A) < ε/2 and hence δN,n2(A) < ε for large n2. But this implies

that Osc(ε;n2, N,A) = 1. Hence for n2 large we must have j(n2) ≤ N . If δl(A) > 2ε then for large n2

we must have δl,n2
(A) > 2ε and hence Osc(ε;n2, l, A) = 0. As n2 increases, j(n2) may not converge.

However, the above arguments show that for large n2 it can take only finitely many values, say in the set

S = {s1, ..., sm}, all of which must have δsi(A) ≤ 2ε. It follows that for large n2 we must have

d(Γεn2
(A),Ξ(A)) ≤ 3ε. (2.2.2)

Now we get to work using these ‘towers’ (which do not necessarily converge in the last limit) and the

trick to avoid oscillations. Define

F (n1, n2, j, l, A) := d̃(Γ2−j

n2,n1
(A),Γ2−l

n2,n1
(A)),

F (n2, j, l, A) := lim
n1→∞

F (n1, n2, j, l, A) = d(Γ2−j

n2
(A),Γ2−l

n2
(A))

and the intervals J1
j,l = [0, 4(2−j + 2−l)], J2

j,l = [8(2−j + 2−l),∞). Given j, l, n1 and n2, we define

i(j, l, n2, n1) ≤ n1 be maximal such that F (i, n2, j, l, A) ∈ J1
j,l ∪ J2

j,l. If no such i exists or if it does

and F (i, n2, j, l, A) ∈ J1
j,l then define Ôsc(n1, n2, j, l, A) = 1 otherwise define Ôsc(n1, n2, j, l, A) = 0.
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Choose j = j(n1, n2) ≤ n2 maximal such that for all 1 ≤ l ≤ j we have Ôsc(n1, n2, j, l, A) = 1. If no

such j exists then set Γn2,n1
= C0, otherwise set Γn2,n1

(A) = Γ2−j(n1,n2)

n2,n1
(A). Again, this is easily seen to

be a type α algorithm.

Arguing as before, we have the existence of

Ôsc(n2, j, l, A) := lim
n1→∞

Ôsc(n1, n2, j, l, A).

Now define h = h(n2) ≤ n2 maximal such that for all 1 ≤ l ≤ h we have Ôsc(n2, h, l, A) = 1. If no such

h exists then we must have

Γn2
(A) := lim

n1→∞
Γn2,n1

(A) = C0,

otherwise we must have

Γn2
(A) := lim

n1→∞
Γn2,n1

(A) = Γ2−h(n2)

n2
(A).

By (2.2.2), for any fixed j, l we have Ôsc(n2, j, l, A) = 1 for large n2 and hence h(n2) exists for large n2

and diverges to∞. Now let N ∈ N then it follows that

lim sup
n2→∞

d(Γ2−h(n2)

n2
(A),Ξ(A)) ≤ lim sup

n2→∞
d(Γ2−N

n2
(A),Ξ(A)) + d(Γ2−h(n2)

n2
(A),Γ2−N

n2
(A))

≤ 3 · 2−N + lim sup
n2→∞

8(2−h(n2) + 2−N ) ≤ 11 · 2−N .

Since N was arbitrary we must have convergence to Ξ(A).

Proof of Proposition 2.2.8. The statement regarding intersections follows directly from Proposition 2.2.11

and the following remark - no assumptions regarding the ability to compute distances between outputs of

algorithms is necessary when considering general towers. For the sharpness result in (i), we deal with

X = Σ and the X = Π follows from an identical argument. Suppose that ∆G
k 63 {Ξ,Ω} ∈ Σαk . If

{Ξ,Ω} ∈ Πα
k , we would have {Ξ,Ω} ∈ Σαk ∩Πα

k ⊂ ΣGk ∩ΠG
k = ∆G

k , a contradiction.

2.3 Turing Towers and Algorithmic Unification

So far, we have considered algorithms with exact input, which can also store and perform arithmetic on real

numbers. Whilst such assumptions may be useful from a numerical analysis point of view, they are not how

the mechanics of computation operate in the real world. In this section, we aim to cross the bridge between

this point of view and classical computation theory. We conclude that for the problems in this thesis, the

difference in points of view are irrelevant - both give the same classification of computational difficulty in

the SCI hierarchy. This section also shows that the Σ1 and Π1 classifications proven in this thesis can be

used for computer-assisted proofs.

Suppose we are given a computational problem {Ξ,Ω,M,Λ}, and that the evaluation set Λ = {fj :

Ω → Ckj}j∈I , where I is some countable index set that can be finite or infinite. However, obtaining fj

may be a computational task on its own. For instance, fj(A) could be the number e
π
j i for example or a

matrix value from an inner product integral. Hence, we cannot access fj(A), but rather fj,n(A) where

fj,n(A)→ fj(A) as n→∞. Or, just as for problems that are high up in the SCI hierarchy, it could be that

we need several limits, in particular one may need mappings fj,nm,...,n1 : Ω→ [Q + iQ]kj such that

lim
nm→∞

. . . lim
n1→∞

fj,nm,...,n1
(A) = fj(A) ∀A ∈ Ω. (2.3.1)
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In particular, we may view the problem of obtaining fj(A) as a problem in the SCI hierarchy, where ∆1

classification would correspond to the existence of mappings fj,n : Ω→ [Q + iQ]kj such that

‖fj,n(A)− fj(A)‖ ≤ 2−n ∀A ∈ Ω. (2.3.2)

This idea is formalised in the following definition.

Definition 2.3.1 (∆m-information). Let {Ξ,Ω,M,Λ} be a computational problem. For m ∈ N we say

that Λ has ∆m+1-information if each fj ∈ Λ is not available, however, there are mappings fj,nm,...,n1
:

Ω → [Q + iQ]kj such that (2.3.1) holds. Similarly, for m = 1 there are mappings fj,n : Ω → [Q + iQ]kj

such that (2.3.2) holds. Finally, if k ∈ N and Λ̂ is a collection of such functions described above such that

Λ has ∆k-information, we say that Λ̂ provides ∆k-information for Λ. Moreover, we denote the family of all

such Λ̂ by Lk(Λ).

With this definition, we can define a computational problem with ∆m-information.

Definition 2.3.2 (Computational problem with ∆m-information). Given m ∈ N, a computational problem

where Λ has ∆m-information is denoted by {Ξ,Ω,M,Λ}∆m and denotes the family of computational

problems {Ξ,Ω,M, Λ̂} where Λ̂ ∈ Lm(Λ).

Definition 2.3.3 (Tower with ∆m-information). A tower of algorithms of height k with ∆m-information is a

tower of algorithms of height k for the computational problem {Ξ,Ω,M,Λ}, where Λ has ∆m-information

such that the tower converges (all m-limits) for any evaluation set Λ̂ ∈ Lm(Λ).

The above three definitions are due to discussions between the author and Alex Bastounis. The SCI

hierarchy, given ∆m-information, is then defined in the obvious way, where the convergence has to happen

given any Λ̂ ∈ Lm(Λ). We will use the notation

{Ξ,Ω,M,Λ}∆m ∈ ∆α
k

to denote that the computational problem is in ∆α
k with respect to towers of algorithms with ∆m-information.

Since {Ξ,Ω,M,Λ}∆m is the collection of all computational problems with Λ replaced by Λ̂ ∈ Lm(Λ),

we note that the use of ∈ is a slight abuse of notation. When M and Λ are obvious then we will write

{Ξ,Ω}∆m ∈ ∆α
k for short. In exactly the same way as above, we can define Πα

k and Σαk for {Ξ,Ω,M,Λ}∆m

if the metric space that Ξ maps to is totally ordered or a Attouch–Wets/Hausdorff metric space.

To make a connection with the classical theory of computation, consider the case where Λ = {fj}j∈I
has some natural (countably infinite) ordering I. For example, in the case of spectral computations for

general A ∈ B(l2(N)) we have the matrix evaluations fj(A) = 〈Aeφ2(j), eφ1(j)〉, where φ = (φ1, φ2) is an

effective bijection from N to N2. Of course given Λ̂ ∈ L1(Λ) we must replace I by I × N. By a suitable

effective enumeration of Q + iQ, we can assume each fj,n maps into N. We can also view the evaluation

functions as an oracle through the mapping defined by

Λ̂(A) : I × N 3 (j, n) 7→ fj,n(A) ∈ N.

Now suppose that our metric space (M, d) is the Hausdorff metric on non-empty compact subsets of

C, the Attouch–Wets metric on non-empty closed subsets of C, R with its usual topology or some (at most

countable) discrete ordered space.
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Definition 2.3.4 (Turing Tower). Given a computational problem {Ξ,Ω,M,Λ} where (M, d) is one of the

above metric spaces, a Turing Tower of Algorithms of height k for {Ξ,Ω,M,Λ} is a tower of algorithms

of height k with ∆1-information where the lowest level algorithms

Γ = Γnk,...,n1
: Ω→M

satisfy the following. For each A ∈ Ω and Λ̂ ∈ L1(Λ):

1. We can view the output as lying in the space {0, 1}∗ by a suitable effective enumeration. For example,

if (M, d) = C (or R) with the usual metric, the output Γ(A) ∈ Q + iQ (or Q). If (M, d) is the

Hausdorff metric on the non-empty compact subsets of C or the Attouch–Wets metric on non-empty

closed subsets of C, Γ(A) is a finite collection of points in Q + iQ.

2. Γ is an oracle Turing machine such that given the input (n1, ..., nk) and oracle Λ̂(A), it computes

Γnk,...,n1
(A).

Such a tower will be denoted by the superscript T .

Remark 2.3.5. Although the above may seem complicated, it can be summarised as follows. A Turing

tower is a tower of algorithms for which the lowest levels can be implemented using a Turing machine.

The ∆1-information is needed to model the fact that we can never store an arbitrary real number to full

precision on a finite computer.

Remark 2.3.6. Note that we still require the convergence of our towers in the original metric space {M, d},
which of course may not be compatible with the metric induced by the coding of our range space.

A remarkable consequence of our results is that for all of the problems considered in this thesis, the SCI

classification does not change if we consider Turing towers instead of general towers or arithmetic towers.

In other words, it does not matter which model of computation one uses for a definition of ‘algorithm’;

from a classification point of view, they are equivalent for these spectral problems. This is a straightforward

application of Church’s thesis, along with a careful analysis of the stability of our algorithms, which are in

general based upon computing (generalisations of) the resolvent or its norm. Explicitly, for the algorithms

based on DistSpec (see §3.5.1) it is possible to carry out an error analysis with ∆1-information. If we

know the errors and can also bound numerical errors (or use exact arithmetic on Q), then we can incorporate

this uncertainty for the estimation of ‖R(z,A)‖−1 and still gain the same classification of our problems.

This also holds for other algorithms based on similar functions. This leads to rigorous Σαk or Πα
k type error

control suitable for verifiable numerics. In particular, for Σα1 or Πα
1 towers of algorithms, this could be

useful for computer-assisted proofs.

2.4 A Link with Descriptive Set Theory

Next, we shall link the SCI hierarchy in a particular specific case to the Baire hierarchy (on a suitable

topological space). As well as being interesting in its own right, this link provides the only known method

of providing canonical problems high up in the SCI hierarchy. In particular, the results proven here hold

for towers of general algorithms, without restrictions such as arithmetic operations or notions of recursivity.

This fact will be used extensively in the proofs of lower bounds for spectral problems that have SCI >
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2, where we typically reduce the problems discussed in this section to the given spectral problem. The

technique can often be quite fiddly and depends on the problem at hand.

It is beyond the scope of this thesis to provide an extensive discussion of descriptive set theory, but

we refer the reader to [KL87, Mos09] for excellent introductions that cover the main ideas.2 It should be

stressed that such a link to existing hierarchies only exists in special cases (when Ω andM are particularly

well-behaved). Even when such a link exists, the induced topology on Ω is often too complicated, unnat-

ural or strong to be useful from a computational viewpoint. We also take the view that for problems of

scientific interest, the mappings Λ and metric spaceM are often given to us apriori from the corresponding

applications and may not be compatible with topological viewpoints of computation.

2.4.1 Recalling some results from descriptive set theory

We briefly recall the definition of the Borel hierarchy as well as some well-known theorems from descriptive

set theory. Let X be a metric space and define

Σ0
1(X) = {U ⊂ X : U is open}, Π0

1(X) =∼Σ0
1(X) = {F ⊂ X : F is closed},

where for a class U , ∼U denotes the class of complements (in X) of elements of U . Inductively define

Σ0
ξ(X) = {∪n∈NAn : An ∈ Π0

ξn , ξn < ξ}, if ξ > 1,

Π0
ξ(X) =∼Σ0

ξ(X), ∆0
ξ(X) = Σ0

ξ(X) ∩Π0
ξ(X).

The full Borel hierarchy extends to all ξ < ω1 (ω1 being the first uncountable ordinal) by transfinite induc-

tion but we do not need this here.

Definition 2.4.1 ([KL87]). Given a class of subsets, U , of a metric spaceX and given another metric space

Y , we say that the function f : X → Y is U-measurable if f−1(U) ∈ U for every open set U ⊂ Y .

Given metric spaces X and Y , the Baire hierarchy is defined as follows. A function f : X → Y is

of Baire class 1, written f ∈ B1, if it is Σ0
2(X)-measurable. For 1 < ξ < ω1, a function f : X → Y

is of Baire class ξ, written f ∈ Bξ, if it is the pointwise limit of a sequence of functions fn in Bξn with

ξn < ξ. The following theorem is well-known (see for example [KL87] section 24) and provides a useful

link between the Borel and Baire hierarchies.

Theorem 2.4.2 (Lebesgue, Hausdorff, Banach). Let X,Y be metric spaces with Y separable and 1 ≤
ξ < ω1. Then f ∈ Bξ if and only if it is Σ0

ξ+1(X) measurable. Furthermore, if X is zero-dimensional

(Hausdorff with a basis of clopen (closed and open) sets) and f ∈ B1, then f is the pointwise limit of a

sequence of continuous functions.

The assumption thatX is zero-dimensional in the last statement is important. Without any assumptions,

the final statement of the theorem is false, as is easily seen by considering X = R. Examples of zero-

dimensional spaces include products of the discrete space {0, 1} or the Cantor space. Any such space is

necessarily totally disconnected, meaning that the connected components in the space are the one-point sets

(the converse is true for locally compact Hausdorff spaces). Our primary interest will be the cases when Y

is equal to {0, 1} or [0, 1], both with their natural topologies.

2The reader wishing to assimilate the bare minimum quickly will find Chapter 2 of [KL87] sufficient for this section.
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2.4.2 Linking the SCI hierarchy to the Baire hierarchy in a special case

Definition 2.4.3, Proposition 2.4.4 and the idea of using well-orderings in part of the proof of Theorem 2.4.5

below are due to discussions between the author and Arno Pauly. The following definition will be used as a

sufficient criterion for a topology to exist on Ω such that ∆1 problems are precisely the continuous functions

from Ω toM.

Definition 2.4.3. Given the triple {Ω,M,Λ}, a class of algorithms A is closed under search with respect

to {Ω,M,Λ} if whenever

1. I is an index set,

2. {ni}i∈I a family of natural numbers,

3. {Γi,l : Ω→M}i∈I,l≤ni ⊂ A,

4. {Ui,l}i∈I,l≤ni family of basic open sets inM with ∪i∈I ∩l≤ni Γ−1
i,l (Ui,l) = Ω, where Γ−1

i,l (Ui,l) =

{x ∈ Ω : Γi,l(x) ∈ Ui,l},

5. {ci}i∈I a family of points in some arbitrary dense subset ofM,

then there is some Γ ∈ A such that for every x ∈ Ω there exists some i ∈ I with Γ(x) = ci and for all

l ≤ ni we have Γi,l(x) ∈ Ui,l.

Proposition 2.4.4. Suppose that A is closed under search with respect to {Ω,M,Λ}, then there exists a

topology T on Ω such that ∆A1 is precisely the set of continuous functions from (Ω, T ) toM.

Proof. Let T be the topology generated by {Γ−1(B) : Γ ∈ A, B ⊂ M basic open}. Now, clearly any

Γ ∈ A is continuous with respect to this topology. The fact that uniform limits of continuous functions into

metric spaces are also continuous shows that any function in ∆A1 is continuous with respect to T .

For the other direction, suppose that f : (Ω, T ) →M is continuous. Choose {ci}i∈I ⊂ M such that

M ⊂ ∪i∈ID(ci, 2
−n). Continuity of f implies that f−1(D(ci, 2

−n)) are open. This implies that there

is an index set J , natural numbers {ni,j}j∈J , a family {Γi,j,l}i∈I,j∈J ,l≤ni,j (in A) and a family of basic

open sets {Ui,j,l}i∈I,j∈J ,l≤ni,j with the property that

f−1(D(ci, 2
−n)) =

⋃
j∈J

⋂
l≤ni,j

Γ−1
i,j,l(Ui,j,l).

It follows that ⋃
i∈I,j∈J

⋂
l≤ni,j

Γ−1
i,j,l(Ui,j,l) = Ω.

Since A is closed under search, there exists fn ∈ A such that for every x ∈ Ω there exists some i ∈ I and

j ∈ J with fn(x) = ci and for all l ≤ ni,j

x ∈ Γ−1
i,j,l(Ui,j,l).

But this implies that d(fn(x), f(x)) < 2−n. Since n was arbitrary, we have f ∈ ∆A1 .

The generated topology can be very perverse and not every class of algorithms is closed under search.

However, we do have the following useful theorem when Ω (and Λ) is a particularly simple discrete space,

which shows that the SCI corresponds to the Baire hierarchy index.
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Theorem 2.4.5. Suppose that Ω = {0, 1}N = {{ai}i∈N : ai ∈ {0, 1}} with the set of evaluation functions

Λ equal to the set of pointwise evaluations {λj(a) := aj : j ∈ N} and letM be an arbitrary separable

metric space with at least two separated points. Endow Ω with the product topology, T̃ , induced by the

discrete topology on {0, 1} and consider the Baire hierarchy, {Bξ((Ω, T̃ ),M) = Bξ}ξ<ω1
, of functions

f : Ω→M. Then for any problem function Ξ : Ω→M and m ∈ N,

{Ξ,Ω,Λ} ∈ ∆G
m+1 ⇔ Ξ ∈ Bm.

In other words, the SCI corresponds to the Baire hierarchy index.

Remark 2.4.6. The proof will make clear that we can replace Ω by {0, 1}N×N or any other such prod-

uct space (induced by discrete topology) of the form AB with A,B countable, with Λ the corresponding

component-wise evaluations, as long asM has at least |A| jointly separated points and is separable.

Proof. First we show that general algorithms are closed under search and that the topology T in Proposition

2.4.4 is equal to the product topology T̃ . Without loss of generality we can assume that I is well-ordered

by ≺. Given x ∈ Ω, let k ∈ N be minimal such that there exists i ∈ I with x ∈ ∩l≤niΓ−1
i,l (Ui,l)

and ΛΓi,l(x) ⊂ {λj : j ≤ k} for l ≤ ni. Let i0 be the ≺-least index such that this holds for k and

define Γ(x) = ci0 . The well-ordering of I implies that Γ is a general algorithm and it clearly satisfies the

requirements in the definition of closed under search. Note that this part of the proof only uses countability

of Λ.

To equate the topologies, suppose that Γ ∈ ∆G
0 is a general algorithm. For each a ∈ Ω, ΛΓ(a) is finite

and we can assume without loss of generality that it is equal to {λj : j ≤ I(a)} for some finite I(a). In

particular, there exists an open set Ua such that any b ∈ Ua has λj(b) = λj(a) for j ≤ I(a) and hence

Γ(b) = Γ(a). Then for any open set B ⊂M

Γ−1(B) =
⋃

a∈Γ−1(B)

Ua

is open. Hence each Γ is continuous with respect to the product topology on Ω. It follows that T ⊂ T̃ .

To prove the converse, we must show that each projection map λj is continuous with respect to T . Let

x1, x2 be separated points inM and consider f : {0, 1} → M with f(0) = x1 and f(1) = x2. Then the

composition f ◦ λj is a general algorithm and hence continuous with respect to T . But this implies that λj

is continuous. It follows from Proposition 2.4.4 that {Ξ,Ω,Λ} ∈ ∆G
1 if and only if Ξ is continuous.

Now the space (Ω, T ) is zero-dimensional andM is separable, hence by Theorem 2.4.2, any element

of B1 is a limit of continuous functions. The converse holds in greater generality. It follows that Ξ ∈ Bm if

and only if there are fnm,...,n1
∈ ∆G

1 with

Ξ(a) = lim
nm→∞

... lim
n1→∞

fnm,...,n1
(a). (2.4.1)

If this holds then there exists general algorithms Γnm,...,n1
such that for all a ∈ Ω,

d(Γnm,...,n1
(a), fnm,...,n1

(a)) ≤ 2−n1

and hence

lim
nm→∞

... lim
n1→∞

Γnm,...,n1(a) = Ξ(a)

so that {Ξ,Ω,Λ} ∈ ∆G
m+1. Conversely if {Ξ,Ω,Λ} ∈ ∆G

m+1 with tower of algorithms Γnm,...,n1 , then

since each general algorithm is continuous, (2.4.1) holds with fnm,...,n1(a) = Γnm,...,n1 .
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2.4.3 Combinatorial problems high up in the SCI hierarchy

We can now combine the results of the previous two subsections and obtain combinatorial array prob-

lems high up in the SCI hierarchy. Let k ∈ N≥2 and let Ωk denote the collection of all infinite arrays

{am1,...,mk}m1,...,mk∈N with entries am1,...,mk ∈ {0, 1}. As usual Λk is the set of component-wise evalua-

tions/projections. Consider the formulas

P (a,m1, ...,mk−2) =

1, if ∃i ∀j ∃n > j s.t. am1,...,mk−2,n,i = 1

0, otherwise
,

Q(a,m1, ...,mk−2) =

1, if ∀∞i∀j ∃n > j s.t. am1,...,mk−2,n,i = 1

0, otherwise
,

where ∀∞ means ‘for all but a finite number of’. In words, P decides whether the corresponding matrix has

a column with infinitely many 1’s, whereas Q decides whether the matrix has only finitely many columns

with only finitely many 1’s. For R = P,Q consider the problem function for a ∈ Ωk

Ξk,R(a) =

∃m1 ∀m2 ... ∀mk−2R(a,m1, ...,mk−2), if k is even

∀m1 ∃m2 ... ∀mk−2R(a,m1, ...,mk−2), otherwise
,

that is, so that all quantifier types alternate.

Theorem 2.4.7. LetM be either {0, 1} with the discrete metric or [0, 1] with the usual metric and consider

the above problems {Ξk,Ωk,M,Λk}. For k ∈ N≥2 and R = P,Q,

∆G
k+1 63 {Ξk,R,Ωk,M,Λk} ∈ ∆A

k+2.

In other words, we can solve the problem via a height k + 1 arithmetic tower but it is impossible to do so

with a height k general tower.

Remark 2.4.8. Note that we allow both discrete and continuous spacesM, which will be important for our

reduction arguments when proving lower bounds for classifications of spectral problems for non-discrete

M. The lower bound is a strong result in the sense that it holds regardless of the model of computation. In

other words, it is the intrinsic combinatorial complexity of the problems that makes the problems hard.

Proof. We will deal with the case of R = P since the case of R = Q is completely analogous. It is easy to

see that {Ξk,P ,Ωk,M,Λk} ∈ ∆A
k+2. First consider the case k = 2 and set

Γn3,n2,n1
(a) = max

j≤n3

χ(n2,∞)

(
n1∑
i=1

ai,j

)
.

This is the decision problem that decides whether there exists a column with index at most n3 such that

there are at least n2 1’s in the first n1 rows. This is clearly an arithmetic tower and it is straightforward

to show that this converges to Ξ2,P inM (in either of the {0, 1} and [0, 1] cases). For k > 2 we simply

alternate taking products (which corresponds to minima in this case) and maxima. Explicitly, we set

Γnk+1,...,n1(a) =


max

m1≤nk+1

nk∏
m2=1

...

n4∏
mk−2=1

{
max
j≤n3

χ(n2,∞)

(
n1∑
i=1

am1,...,mk−2,i,j

)}
, if k is even

nk+1∏
m1=1

max
m2≤nk

...

n4∏
mk−2=1

{
max
j≤n3

χ(n2,∞)

(
n1∑
i=1

am1,...,mk−2,i,j

)}
, otherwise.
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Again, this is an arithmetic tower and it is straightforward to show that this converges to Ξk,P inM. It also

holds that {Ξk,P ,Ωk,M,Λk} ∈ ΣAk+1 if k is even and {Ξk,P ,Ωk,M,Λk} ∈ ΠA
k+1 if k is odd (not to be

confused with the notation for the Borel hierarchy).

Recall the topology T on Ωk form Theorem 2.4.5. For the lower bound we note that P is Σ0
3 complete

(in the literature it is known as the problem ‘S3’, see for example [KL87] section 23). This is terminology

from the Wadge hierarchy, but in our case since (Ωk, T ) is zero-dimensional, a theorem of Wadge implies

that this means that P is the indicator function of a set, also denoted by P , which lies in Σ0
3(Ωk) but not

Π0
3(Ωk). It also follows that Ξk,P is Σ0

k+1(Ωk) complete if k is even and Π0
k+1(Ωk) complete otherwise.

Now suppose for a contradiction that {Ξk,P ,Ωk,M,Λk} ∈ ∆G
k+1. But then Theorem 2.4.5 implies that

Ξk,P ∈ Bk(Ωk,M) and hence by Theorem 2.4.2, Ξk,P is Σ0
k+1(Ωk) measurable. Ξk,P is the indicator

function of set, also denoted by Ξk,P , which is either Σ0
k+1(Ωk) or Π0

k+1(Ωk) complete depending on the

parity of k. But 0 and 1 are separated inM and hence since Ξk,P is Σ0
k+1(Ωk) measurable, Ξk,P and its

complement both lie in Σ0
k+1(Ωk). It follows that Ξk,P ∈ Σ0

k+1(Ωk) ∩Π0
k+1(Ωk), contradicting the stated

completeness.

For our applications to spectral problems, we will use Ω̃ to denote Ωk and consider

Ξ̃1 = Ξ2,P , Ξ̃2 = Ξ2,Q, Ξ̃3 = Ξ3,P , Ξ̃4 = Ξ3,Q.

We see clearly from the proof of Theorem 2.4.7 that it holds for a much wider class of decision problems,

but these four are the only ones that we shall use in the sequel.

Remark 2.4.9. The results of this section point towards the extension of the SCI hierarchy to countable

ordinals and beg the question of whether this could be useful. This will be explored in future work.

2.4.4 Key similarities and differences between the SCI and Baire hierarchies

We end this section by discussing the key similarities and differences between the SCI and Baire hierarchies.

Similarities between the SCI and Baire hierarchies. The main similarity between the hierarchies is

the concept of pointwise limits. In some special cases, we have equivalence (see Theorem 2.4.5), but, in

general, this is not the case.

Differences between the SCI and Baire hierarchies. The hierarchies describe very different problems

and have different motivations.

(i) (Generality). The SCI hierarchy is designed to be able to handle all types of computational problems

such as Smale’s problem on iterative polynomial root-finding, spectral problems, and solving PDEs.

This is not within the scope, nor is it the intention of the Baire hierarchy.

(ii) (Refinements). When extra structure onM is available, the SCI hierarchy can be refined as in §2.2.

In particular, we obtain the Σαk and Πα
k classes. This type of refinement is not captured by the Baire

hierarchy.

(iii) (Topology vs information). The most striking difference is that the Baire hierarchy is based on (metris-

able) topologies, whereas the SCI hierarchy is based on the information Λ available to the algorithm.

This makes the SCI hierarchy a more natural fit for scientific computation - often the type of infor-

mation presented to us is fixed and cannot be changed. To illustrate this, consider the computational
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spectral problem. Let Ξ : Ω 3 A 7→ Sp(A) ∈ M where Ω is the set of self-adjoint operators in

B(l2(N)) and M is the collection of non-empty compact subsets of C with the Hausdorff metric.

The spectrum then depends continuously on the operator norm and hence, if we equip Ω with the

operator norm topology, Ξ is Baire class 0. However, the SCI for this computational problem is two

if Λ consists of matrix entry evaluations. Changing the metric on Ω, causes the Baire class to change,

but does not alter the SCI. Instead, the SCI changes with Λ (becoming one if we have the bounded

dispersion information in Chapter 3).

2.5 The Role of the SCI Hierarchy in Mathematics

The SCI hierarchy encompasses many key computational problems in the history of mathematics with many

applications in the mathematical sciences. To end this chapter, we discuss a non-exhaustive list below.

2.5.1 The SCI hierarchy and computer-assisted proofs

Computer-assisted proofs are quickly becoming a central part of mathematics (see, for example, the quo-

tation of Gowers in §1.1). Any computation that arises in a proof must be performed reliably with 100%

verification. At first, one might expect that this can only be achieved with ∆T
1 computational problems,

i.e. problems that are computable in the classical Turing sense. However, this is not the case and bears a

resemblance to the notion of recursively enumerable sets in classical computation theory. For example, the

computer-assisted proof of Kepler’s conjecture is based on problems that are in ΣA1 but not ∆G
1 . There are

several examples of this kind:

• Kepler’s Conjecture (Hilbert’s 18th problem) - SCI classification: ∈ ΣA1 , /∈ ∆G
1 : Kepler conjec-

tured that no packing of congruent balls in Euclidean three space has density greater than that of

the face-centred cubic packing. The Flyspeck programme, led by Hales [Hal05, HAB+17], provides

a fully computer-assisted verification. The key computational part relies on deciding about 50000

linear programs with irrational inputs. More specifically, to decide whether there exists an x ∈ RN

such that

〈x, c〉K ≤M subject to Ax = y, x ≥ 0, (2.5.1)

〈x, c〉K = b10K〈x, c〉c10−K , K ∈ N, M ∈ Q.

Since A and y can be irrational, one can think of this as a decision problem with inexact input (a

Turing machine or a BSS machine that can access A ∈ Rm×N in the form of an oracle OA such that

|OA(i, j, k)−Ai,j | ≤ 2−k). The following facts about the problem (2.5.1) and its classification hold:

(i) For any integer K̃ > 1 there exists a class of inputs Ω such that the problem (2.5.1) with

K = K̃ is /∈ ΣG1 . However, with the same input class Ω, we have that the problem (2.5.1), with

K = K̃ − 1 is ∈ ∆A
1 .

(ii) The raises the question of how the computer-assisted proof of Kepler’s conjecture was at all

possible, given that (2.5.1) must be decided forK = 6. Given the class Ω in (i), if the inequality

〈x, c〉K ≤ M in (2.5.1) is replaced by a strict inequality 〈x, c〉K < M , then the problem is in

ΣA1 . A similar (though much more complicated) analysis occurs, and leads to a series of ΣA1

problems which are solved in the Flyspeck programme.
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• Dirac–Schwinger conjecture - SCI classification: ∈ ΣA1 , /∈ ∆G
1 : The Dirac–Schwinger conjecture

was proven in a series of papers by Fefferman and Seco [FS90, FS92, FS93, FS94b, FS94c, FS95,

FS96b, FS96a, FS94a]. Consider the Hamiltonian

HdZ =

d∑
k=1

(−4xk − Z|xk|−1) +
∑

1≤j≤k≤d

|xj − xk|−1

acting on antisymmetric functions in L2(R3d). The ground state energy E(d, Z) for d electrons and

a nucleus of charge Z is then defined by

E(d, Z) := inf{λ ∈ Sp(HdZ)}.

The ground state energy of an atom is then defined as E(Z) := mind≥1E(d, Z). The key result is

asymptotic behaviour of E(Z) for large Z:

E(Z) = −c0Z7/3 +
1

8
Z2 − c1Z5/3 +O(Z5/3−1/2835),

for some explicitly defined constants c0 and c1. In order to show this, the proof verified that F ′′(ω) ≤
c < 0 for some specific function F , for some c and for all ω ∈ (0, ωc) where ωc is specifically defined.

A full discussion of the details is beyond the scope of this thesis, but the intricate computer-assisted

proof hinges on several problems that are /∈ ∆G
1 but ∈ ΣA1 (see, for example, Algorithm 3.7 and

Algorithm 3.8 in [FS96b]).

• Boolean Pythagorean triples problem - SCI classification: ∈ ΠA
1 , 6∈ ∆G

1 : The Boolean Pythagorean

triples problem asks if it is possible to colour each of the positive integers either red or blue, so that no

Pythagorean triple of integers a, b, c, satisfying a2 + b2 = c2 are all the same colour. This is true up

to n = 7824, and the proof, performed by Heule, Kullmann, and Marek (2016) [HKM16], is based

on computations showing that this is not true for n = 7825. Clearly, for any finite set of integers,

the combinatorial problem lies ∈ ∆A
0 , but it is not ∈ ∆G

0 for the whole set N. However, by checking

each successive integer, it is clear that the problem does lie ∈ ΠA
1 . Such proofs for counterexamples

are common for disproving conjectures within number theory.

• Group theory: Aut(F5) has property (T ) - SCI classification : ∈ ΣA1 , /∈ ∆G
1 : The fact that the

automorphism group of the free group on five generators has Kazhdan’s property (T ), was shown

by Kaluba, Nowak and Ozawa [KNO19]. The key computational problem involves a (root of a)

minimiser of a semi-definite program. This is computed using floating-point arithmetic, which, at

best, is equivalent to solving the semi-definite program with inexact input. This problem is /∈ ∆G
1 but

is ∈ ∆A
2 . There is no concept of ΣA1 for minimisers of semi-definite programs, but the reasoning in

the paper [KNO19] regarding the verification implies that the final decision problem is ∈ ΣA1 .

Remark 2.5.1 (Proving ΣA1 or ΠA
1 results). A key part in all of the examples above is that one must prove

either ΣA1 or ΠA
1 classifications in order to demonstrate that the verification is possible. This is trivial in the

Boolean Pythagorean triples problem, but is very technical in the proof of the Dirac–Schwinger conjecture.

2.5.2 Smale’s problem on iterative generally convergent algorithms and the SCI

In the 1980s, Smale initiated a comprehensive programme concerning the foundations of computational

mathematics [Sma81, BCSS98], focusing on problems in scientific computing rather than classical com-

puter science (the goal being to establish a rigorous complexity theory for real-number calculations). One

36



2.5. The Role of the SCI Hierarchy in Mathematics CHAPTER 2. The Solvability Complexity Index

of the key problems considered was polynomial root-finding. Newton’s method may not converge for this

problem, even for a cubic polynomial. A natural question was formulated in terms of the existence of

iterative generally convergent algorithms [Sma85], “Is there any purely iterative generally convergent al-

gorithm for polynomial zero finding?” McMullen [McM87, McM88, Sma98] answered this problem as

follows: yes, if the degree is three; no, if the degree is higher. Doyle and McMullen later demonstrated a

striking phenomenon [DM89]: this problem can be solved in the case of the quartic and the quintic using

several limits. They introduced a ‘tower of algorithms’ in order to make this precise and showed that one

could not handle the problem for degree six or larger, regardless of the height of the tower (number of limits

used). In particular, Smale’s problem on the existence of iterative generally convergent algorithms and the

theory of McMullen and Doyle become classification problems in the SCI (with a certain restriction on the

type of algorithm allowed).

2.5.3 Further examples

(i) Insolvability of the quintic: The insolvability of the quintic becomes a classification problem in the

SCI hierarchy. The classic Abel–Ruffini theorem (insolvability of the quintic) shows that the SCI of

the problem of computing the zeros of a polynomial, when one can only use arithmetic operations and

radicals, is greater than zero for polynomials of degree five. Note that this (along with a construction

of a convergent algorithm) shows the general finite-dimensional computational spectral problem lies

in ∆A
1 and not in ∆R

0 .

(ii) Optimisation: As discussed in §2.5.1, deciding feasibility of linear programs given irrational inputs

is not only undecidable (/∈ ∆G
1 ) but /∈ ΣG1 . This also holds for many other key problems in optimi-

sation such as finding minimisers of Basis pursuit and Lasso. These form the basis of many areas of

information theory, such as compressed sensing, statistical estimation, areas of machine learning etc.

(iii) Spectral problems: As discussed in §1.1, in the nineties Arveson noted, regarding the lack of algo-

rithms that could handle general spectral problems, that [Arv94b], “Unfortunately, there is a dearth

of literature on this basic problem, and so far as we have been able to tell, there are no proven

techniques.” Due to the example of the diagonal matrices in (1.1.4), most infinite-dimensional com-

putational spectral problems of interest are not in ∆G
1 . Many are also not ∆G

2 . Hence, none of the

existing methods at the time could handle them. This explains the problem in Arveson’s quotation

- the standard methods were based on one limit approaches, and would therefore never capture the

depth of the computational spectral problem. However, an important exception is given by the algo-

rithms and computational problems in Chapter 3. It is also true that devising towers of algorithms

can often inform us which information is needed to reduce the SCI of a problem.

Most of the classical literature on spectral computation is devoted to establishing algorithms that,

in view of the SCI hierarchy, would provide ∆A
2 classification for specific subclasses of operators.

Note that according to Turing’s definition of computability, problems that are not in ∆T
1 are non-

computable. Hence, the field of computational spectral theory has, even from the beginning, been

concerned with non-computable problems.
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Chapter 3

Computing Spectra with Error Control

We begin the study of infinite-dimensional spectral computations with the problem of computing the spec-

trum. This chapter is based on the article [CRH19] and the generalisations to unbounded operators in

[CH19a]. These algorithms compute spectra of a wide class of operators defined on separable Hilbert

spaces. Moreover, the algorithms have the following desirable properties:

• They converge to the entire spectral set.

• They can be efficiently implemented.

• They are local (one can compute the spectrum in any desired region of the complex plane) and hence

inherently parallelisable.

• They provide bounds on the error of the output, which converge to zero.

• In the self-adjoint (or normal) case, they provide ‘approximate states’.

It has been a long-standing open problem to design such methods, even in the case of general one-

dimensional discrete self-adjoint Schrödinger operators.1 Previous methods aimed at tackling the general

problem either suffer from spectral pollution (discussed further in §7.1 and §7.3.2) or do not converge to the

full spectrum. Even in the cases where it converges, the finite section method only gives a ∆2 algorithm (no

error control). The problem of detecting spectral pollution is very difficult (see §7.3.2 for classification in

the SCI hierarchy). The algorithms presented here are optimal in the sense of the SCI hierarchy described

in Chapter 2 and can be used directly in many models in the physical sciences.

The cases covered include unbounded operators on graphs and partial differential operators (PDOs),

where we consider the determination of the spectrum from the coefficients of the PDO. In the case that the

coefficients have locally bounded total variation on compact sets, we do this via point evaluations of the

coefficients. In the analytic case, we do this via the power series representation of the coefficients. The main

idea, as outlined in §3.1.3, is to approximate the reciprocal of the resolvent norm, ‖R(z,A)‖−1, uniformly

on compact subsets of C, and use a local search routine. This idea will reappear in Chapters 6–8, since it

allows us to grasp geometric properties of the spectrum. Similar ideas used to compute this approximation

can be used to compute ‘approximate states’.

1There are examples where such methods exist in certain cases - see §1.3.
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Computing spectra of operators is a fundamental problem in the sciences, and it is hard to overestimate

its importance, with wide-ranging applications (outlined in §1.1). This is highlighted by the current interest

in the spectral properties of systems with complicated spectra. The study of aperiodic systems, such as qua-

sicrystals [SBGC84, Sta12], often leads to complicated, even fractal-like spectra [HSYY+13, DWM+13],

which can make current methods of computation difficult. Another example is given by recent experimen-

tal breakthroughs in open systems in optics, which typically yield non-Hermitian Hamiltonians, as there

is no guaranteed energy preservation [RBM+12, GSD+09, RMEG+10]. We shall demonstrate how the

algorithms of this chapter can be implemented in a computationally efficient manner, allowing us to tackle

problems that before, regardless of computing power, seemed unreachable. Examples provided include a

two-dimensional Penrose tile (a model of a quasicrystal), non-Hermitian Hamiltonians in superconductor

theory and optics, and partial differential operators such as Schrödinger operators.

3.1 Main Results

The spectrum (and pseudospectrum) of unbounded operators are closed but not necessarily bounded. When

approximating the spectrum, we assume the operator to have non-empty spectrum (for the SCI of testing

if the spectrum intersected with a compact set is empty, see Theorem 3.1.6) and hence non-empty pseu-

dospectrum when approximating pseudospectra, so we must introduce a metric on the set of non-empty

closed subsets of C, denoted by Cl(C).

Definition 3.1.1 (Attouch–Wets topology). The Attouch–Wets metric is defined by

dAW(C1, C2) =

∞∑
n=1

2−n min

{
1, sup
|x|≤n

|dist(x,C1)− dist(x,C2)|

}
,

for C1, C2 ∈ Cl(C).

Throughout this section we take our metric space (M, d) to be (Cl(C), dAW). One should view this

metric as a generalisation of the familiar Hausdorff metric on compact subsets defined in (1.4.2). Indeed,

both can be viewed in terms of metrics on spaces of continuous functions [Bee93]. In other words, we seek

local uniform convergence. We must also be careful when defining the pseudospectrum, since the resolvent

norm of an unbounded operator can be constant on open sets [Sha08]. The following definition agrees with

the usual one for bounded operators given in (1.4.1).

Definition 3.1.2. Let A be a closed and densely defined operator acting on a separable Hilbert space H
and ε > 0. We define the (ε−)pseudospectrum of A by

Spε(A) = cl
({
z ∈ C : ‖R(z,A)‖−1

< ε
})

,

the closure of the set of points with resolvent norm greater than 1/ε.

The pseudospectrum Spε(A) [KSTV15, TE05] is a generalisation of the spectrum (and measure of its

stability), which is popular for non-Hermitian problems.

The main results of this chapter, Theorems 3.1.4 and 3.1.10 below, also hold true when restricting the

classes of operators to Schrödinger operators (on lattice systems in the discrete case and on L2(Rd) or simi-

lar domains in the continuous case) and hence our results have direct implications within the computational
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boundaries in quantum mechanics, as discussed in [CRH19]. Some of the results of this chapter also build

upon and extend work done by the author in collaboration in [BACH+19] and classification results higher

up in the SCI hierarchy can be found in [BACH+19].

3.1.1 Spectra of unbounded operators on graphs

Consider a possibly unbounded operator A with domain D(A) ⊂ l2(N) and non-empty spectrum. We

consider the problems of computing

Ξ1(A) = Sp(A) and Ξ2(A) = Spε(A).

To define the computational problem we have to define the domain Ω as well as Λ, the set of evaluation

functions. Let C(l2(N)) denote the set of closed, densely defined operators on l2(N), and consider the

following assumptions.

(1) The subspace span{en : n ∈ N} forms a core for both A and A∗, where {ej}j∈N is the canonical

basis for l2(N).

(2) Given any f : N→ N with f(n) ≥ n define

Df,n(A) := max
{∥∥(I − Pf(n))APn

∥∥,∥∥(I − Pf(n))A
∗Pn

∥∥}, (3.1.1)

where Pn is the projection onto the span of {e1, . . . , en} of the canonical basis. We say that an oper-

ator has bounded dispersion with respect to f if limn→∞Df,n(A) = 0. We will assume knowledge

of a sequence {cn}n∈N ⊂ Q that converges to zero with Df,n(A) ≤ cn.

(3) We assume knowledge of a sequence {gm} of strictly increasing continuous functions gm : R≥0 →
R≥0 vanishing at 0 and with limx→∞ gm(x) =∞ such that

gm(dist(z,Sp(A))) ≤ ‖R(z,A)‖−1
, ∀z ∈ Bm(0). (3.1.2)

In this case we say that A has resolvent bounded by {gm}. Note that this implicitly assumes that the

spectrum of A is non-empty (which always holds for bounded operators).

The concept of bounded dispersion in (3.1.1) generalises the notion of a banded or sparse matrix to

knowledge of off-diagonal decay of our operator viewed as a matrix. Moreover, given any operator with

assumption (1), there exists an f such that limn→∞Df,n(A) = 0. The function f will be used to construct

certain rectangular truncations of our operators (see §3.1.3), which is a key difference to previous methods

that typically use square truncations.

In order to handle non-normal operators, we need to be able to control the resolvent as in (3.1.2). If A

has Sp(A) 6= ∅, then a simple compactness argument implies the existence of such a sequence of continuous

functions. Suppose thatA is bounded and we can take g = gm, then we can view the function g as a measure

of stability of the spectrum of A through the formula

Spε(A) =
⋃

B∈B(l2(N)),‖B‖≤ε

Sp(A+B).

Hence the functions {gm} generalise the notion of condition number in the problem of computing Sp(A).

Note that if our operator is normal, we can simply choose the functions gm(x) = g(x) = x through the

identity dist(z,Sp(A)) = ‖R(z,A)‖−1. There are examples where such functions are known for non-

normal operators, such as perturbations of self-adjoint operators [Gil03].
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Defining Ω and Λ

Let f be as described in assumption (2) above, and Ω̂ be the class of all A ∈ C(l2(N)) such that (1) and (2)

hold and such that the spectrum is non-empty. Given a sequence as described in (3), let Ωg be the class of

all A ∈ Ω̂ such that (3.1.2) holds. We also let ΩD denote the operators in Ω̂ that are diagonal.

Operators on graphs: For operators on graphs, consider any connected, undirected graph G, such the set

of vertices V = V (G) is countably infinite. We consider operators on l2(V ) that are closed, densely defined

and of the form

A =
∑
v,w∈V

α(v, w) |v〉 〈w| , (3.1.3)

for some α : V × V → C. We have also used the classical Dirac notation in (3.1.3) and identified any

v ∈ V by the element in ψv ∈ l2(V ), such that ψv(v) = 1 and ψv(w) = 0 for w 6= v. When writing this,

we assume that the linear span of such vectors forms a core of both A and its adjoint. We also assume that

for any v ∈ V , the set of vertices w with α(v, w) 6= 0 or α(w, v) 6= 0 is finite. We then let ΩG be the class

of all such A with non-empty spectrum and ΩGg operators in ΩG of known {gm} such that (3.1.2) holds. We

also assume that with respect to some given enumeration {e1, e2, ...} of V , we have access to a function

S : N→ N such that if m > S(n) then α(en, em) = α(em, en) = 0.

Remark 3.1.3 (Defining Λ). For operators on l2(N), Λ contains the collection of matrix value evaluation

functions, the functions describing the dispersion, and the family of the functions gm controlling the growth

of the resolvent. For operators on l2(V ), Λ contains the functions α, the function S and, in the case of ΩGg ,

the family gm for m ∈ N.

We can now state our main result in this section:

Theorem 3.1.4. Let Ξ1 be the problem function Sp(·) and Ξ2 be the problem function Spε(·) for ε > 0,

where these map into the metric space (Cl(C), dAW). Then

∆G
1 63 {Ξ1,ΩD} ∈ ΣA1 , ∆G

1 63 {Ξ1,Ωg} ∈ ΣA1 , ∆G
1 63 {Ξ1,Ω

G
g } ∈ ΣA1 ,

∆G
1 63 {Ξ2,ΩD} ∈ ΣA1 , ∆G

1 63 {Ξ2, Ω̂} ∈ ΣA1 , ∆G
1 63 {Ξ2,Ω

G} ∈ ΣA1 ,

and in the case of Ξ2, the output of the constructed algorithm is guaranteed to be inside the true pseu-

dospectrum.

Remark 3.1.5. If any of the information given through the functions f or {gm} is missing, then the spectral

problem does not lie in ∆G
2 (i.e. cannot be computed in one limit, regardless of the model of computation).

Hence the above conditions give a characterisation of when the spectral problem can be solved compu-

tationally in one limit. In other words, both types of information, the column decay structure and the

conditioning of the spectrum, are needed.

The algorithm used to compute the pseudospectrum can be applied to cases where the spectrum or

pseudospectrum are empty and we provide a numerical example of this below. Finally, we consider two

discrete problems which also include the case when the spectrum may be empty. Let K be a non-empty

and compact set in C and denote the collection of such subsets by K(C). Consider

Ξ3 : (A,K)→ Is Sp(A) ∩K = ∅?

Ξ4 : (A,K)→ Is Spε(A) ∩K = ∅?
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More precisely, the information we consider available to the algorithms in the l2(N) (l2(V (G))) case is given

by the matrix elements of A (the functions α), the dispersion function f and dispersion bounds {cn} (the

finite sets Sv), and a sequence of finite sets Kn ⊂ Q + iQ, with the property that dH(Kn,K) ≤ 2−(n+1).2

For these problems, we take (M, d) to be {0, 1} with the discrete metric (recall that 1 is interpreted as ‘yes’

and 0 as ‘no’). Although the pseudospectrum is easier to compute as a whole, the following shows that this

is not the case for testing on a given set. We also see that these discrete problems are harder than computing

the spectrum.

Theorem 3.1.6. We have the following classifications for j = 3, 4:

∆G
2 63 {Ξj , Ω̂×K(C)} ∈ ΠA

2 , ∆G
2 63 {Ξj ,ΩD ×K(C)} ∈ ΠA

2 ,

∆G
2 63 {Ξj ,ΩG ×K(C)} ∈ ΠA

2 .

Furthermore, the proof will make clear that the lower bounds also hold when we restrict the allowed com-

pact sets to any fixed compact subset of R.

Remark 3.1.7. By considering singletons K = {z}, we can test whether a point lies in the spectrum or

pseudospectrum. Even when restricting to such K, the proof makes clear that the classification remains the

same.

3.1.2 Spectra of partial differential operators

In this section, we provide classification results for general classes of differential operators. What may

be surprising is that with very general assumptions, we obtain ΣA1 classifications for the spectrum. This

means that despite these operators being hard to analyse for spectral theoretical purposes, the problem of

computing their spectra is not harder than computing the spectra of diagonal matrices (see §1.1). Moreover,

the computational problem can also be used for computer-assisted proofs. Finally, we establish how the

problem makes a jump in the SCI hierarchy. In particular, with slightly weaker assumptions, the spectral

problem /∈ ΣG1 ∪ΠG
1 .

For N ∈ N, consider the operator formally defined on L2(Rd) by

Tu(x) =
∑

k∈Zd≥0
,|k|≤N

ak(x)∂ku(x), (3.1.4)

where throughout we use multi-index notation with |k| = max{|k1| , ..., |kd|} and ∂k = ∂k1
x1
∂k2
x2
...∂kdxd . We

will assume that the coefficients ak(x) are complex-valued measurable functions on Rd. Suppose also that

T can be defined on an appropriate domain D(T ) such that T is closed and has a non-empty spectrum. Our

aim is to compute the spectrum and pseudospectrum from the functions ak. We consider two cases. First,

the algorithm can access point samples of the functions, and second, the algorithm can access coefficients

in the series expansion of the functions (in the case that the ak are analytic on the whole of Rd). Note that

these are very different computational problems.

The set-up

To make our problems well-defined, we let Ω consist of all such T such that the following assumptions

hold:
2This is an example where functions in Λ take values in C2 - for a given n the first coordinate tells us how many points are in Kn,

then we can use a bijection C|Kn| ↔ C to encode the set Kn in the second coordinate
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(1) The set C∞0 (Rd) of smooth, compactly supported functions forms a core of T and its adjoint T ∗.

(2) The adjoint operator T ∗ can be initially defined on C∞0 (Rd) via

T ∗u(x) =
∑

k∈Zd≥0
,|k|≤N

ãk(x)∂ku(x),

where ãk(x) are complex-valued measurable functions on Rd.

(3) For each of the functions ak(x) and ãk(x), there exists a positive constant Ak and an integer Bk such

that

|ak(x)| , |ãk(x)| ≤ Ak
(

1 + |x|2Bk
)
,

almost everywhere on Rd, that is, we have at most polynomial growth.

(4) As in the case of §3.1.1, we have access to functions {gm} (see (3.1.2) and the assumptions on {gm})
such that

gm(dist(z,Sp(T ))) ≤ ‖R(z, T )‖−1
, ∀z ∈ Bm(0).

(5) Sp(T ) (and hence Spε(T )) is non-empty.

Hence we consider the operator T defined as the closure of T acting on C∞0 (Rd). The initial domain

C∞0 (Rd) is commonly encountered in applications, and it is straightforward to adapt our methods to other

initial domains such as Schwartz space.

Remark 3.1.8 (The open problem of computing spectra of differential operators). There is no existing gen-

eral theory or method guaranteeing convergence for PDOs (3.1.4), even when each ak is a polynomial. The

standard procedure is to discretise the differential operator via methods such as finite differences, truncate

and then handle the finite matrix with standard algorithms designed for finite-dimensional problems. Such

an approach does not always converge, and would at best give a ∆A
2 classification. Despite this, we prove

below that one can achieve Σ1 classification for a large class of operators.

In the numerical applications, we will demonstrate this on anharmonic oscillators of the form

H = −∆ +

d∑
j=1

(ajxj + bjx
2
j ) +

∑
|α|≤M

c(α)xα,

where aj , bj , c(α) ∈ R (as well as more general Schrödinger operators). The multi-indices α are chosen

such that
∑
|α|≤M c(α)xα is bounded from below. To the best of our knowledge, our algorithm is the first

that computes the spectrum of such operators with error control in the sense of ΣA1 . As described, this

has a wide number of applications and the problem has received a lot of attention [BO13, Wen96, BW73,

FMT89].

Remark 3.1.9. Throughout this section, the functions {gm} are not needed to compute the pseudospectrum.

General case with function evaluations

In this section we consider the computation of the spectra/pseudospectra of operators T ∈ Ω from evalua-

tions of the functions ak and ãk. For dimension d and r > 0 consider the space

Ar = {f ∈M([−r, r]d) : ‖f‖∞ + TV[−r,r]d(f) <∞},
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where M([−r, r]d) denotes the set of measurable functions on the hypercube [−r, r]d and TV[−r,r]d the

total variation norm in the sense of Hardy and Krause (see [Nie92]). This space becomes a Banach algebra

when equipped with the norm

‖f‖Ar = ‖f‖∞ + σTV[−r,r]d(f)

with σ = 3d + 1 (see [BT89]). We will assume that each of the (appropriate restrictions of) ak and ãk lie

in Ar for all r > 0 and that we are given a sequence of positive numbers such that

‖ak‖An , ‖ãk‖An ≤ cn, cn > 0, n ∈ N, |k| ≤ N. (3.1.5)

The extra readable information is completely analogous to using bounded dispersion for matrix problems,

and we shall see that it cannot be omitted if one wishes to gain error control in the sense of Σ1. Let

Ω1
TV = {T ∈ Ω | such that (1) – (5) and (3.1.5) hold}.

In this case, Λ1 contains functions that allow us to sample the functions {gm}m∈N,{ak, ãk}|k|≤N and the

constants {Ak, Bk}|k|≤N , {cn}n∈N. Consider the weaker assumption on Λ1 that we can evaluate bn > 0

(and not the Ak, Bk and the cn) such that

sup
n∈N

max{‖ak‖An , ‖ãk‖An : |k| ≤ N}
bn

<∞.

With a slight abuse of notation, we use Ω2
TV to denote the class of problems where we have this weaker

requirement. We can now define the mappings

Ξ1
j ,Ξ

2
j : Ω1

TV,Ω
2
TV 3 T 7→

Sp(T ) ∈MAW, j = 1

Spε(T ) ∈MAW, j = 2,

and state the first theorem.

Theorem 3.1.10. Let Ξ1
j ,Ξ

2
j ,Ω

1
TV and Ω2

TV be as above. Then for j = 1, 2

∆G
1 63 {Ξ1

j ,Ω
1
TV} ∈ ΣA1 ,

ΣG1 ∪ΠG
1 63 {Ξ2

j ,Ω
2
TV} ∈ ∆A

2 .

The proof also shows the stronger result that even if we had included the information {Ak, Bk}|k|≤N
for operators in Ω2

TV, we would still have {Ξ2
j ,Ω

2
TV} /∈ ΣG1 ∪ΠG

1 .

Remark 3.1.11. This result is of interest since it gives a computational problem where no Σ or Π error

control is available in its corresponding ∆ (SCI) class.

Analytic coefficients

In this section, we assume that the functions ak and ãk are analytic on the whole of Rd. In particular, we

assume we can evaluate {cj}j∈N, an enumeration (where we know the ordering) of the coefficients of the

power series of each of the ak(x). In this special case, we can compute the corresponding coefficients of

the ãk(x) using finitely many arithmetic operations on {cj}. We will assume that as well as the information

{gm}, {cj} and {Ak, Bk}, our algorithms can read the following information. Given

ak(x) =
∑

m∈(Z≥0)d

amk x
m, ãk(x) =

∑
m∈(Z≥0)d

ãmk x
m,
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for each n ∈ N we know a constant dn such that

|amk | , |ãmk | ≤ dn(n+ 1)−|m|, ∀m ∈ (Z≥0)d, |k| ≤ N. (3.1.6)

It is straightforward to show that such a dn must exist using the fact that the power series converges abso-

lutely on the whole of Rd. Let

Ω1
AN = {T ∈ Ω | such that (1) – (5), the functions ak are analytic and (3.1.6) hold}.

Moreover, in this case we let Λ1 contain functions that allow us to access sample of the functions {gm}m∈N,

the constants {Ak, Bk}|k|≤N , {cn}n∈N, and {dn}n∈N. As the proof makes clear, the information dn can

be replaced by any suitable information that allows us to control the remainder term in the truncated Taylor

series uniformly on compact subsets of Rd. For example, we could use Cauchy’s formula, together with

bounds on the functions ak on compact subsets of Cd. One could consider a weaker requirement on Λ1 by

replacing knowledge of Ak, Bk and dn by some sequence of positive numbers bn with

sup
n∈N

sup
m∈(Z≥0)d

max{|amk | (n+ 1)|m|, |ãmk | (n+ 1)|m| : |k| ≤ N}
bn

<∞.

With a slight abuse of notation, we use Ω2
AN to denote the class of problems where we have this weaker

requirement. Moreover, let Ωp denote the class of operators in Ω2
AN such that each ak is a polynomial

(where we can let bn be n! say). We can now define the mappings

Ξ3
j ,Ξ

4
j : Ω1

AN,Ω
2
AN,Ωp 3 T 7→

Sp(T ) ∈MAW, j = 1

Spε(T ) ∈MAW, j = 2,

and state the second theorem.

Theorem 3.1.12. Let Ξ3
j ,Ξ

4
j ,Ω

1
AN, Ω2

AN and Ωp be as above. Then for j = 1, 2

∆G
1 63 {Ξ3

j ,Ω
1
AN} ∈ ΣA1 , ΣG1 ∪ΠG

1 63 {Ξ4
j ,Ω

2
AN} ∈ ∆A

2 , ΣG1 ∪ΠG
1 63 {Ξ4

j ,Ωp} ∈ ∆A
2 .

3.1.3 Idea of the algorithms

To explain the idea of the algorithms, consider the case of computing the spectrum of a sparse self-adjoint

A ∈ Ωg , such that the function f , which bounds the dispersion, also describes the sparsity structure in the

sense that Ai,j = 0 if j > f(i) or i > f(j). Given z, we consider the rectangular matrix Pf(n)(A− zI)Pn.

In the case of finite range lattice models in condensed matter physics, which we can view as sparse matrices

acting on l2(N), there is a nice physical interpretation. The rectangular truncation Pf(n)APn contains

all of the interactions of the first n sites without needing to apply boundary conditions. Using this, we

approximate

En(z) ≈ σ1(Pf(n)(A− zI)|Pn(l2(N))).

This corresponds to an estimate of the distance of z to the spectrum and physically corresponds to approxi-

mating the square root of the ground state energy of the folded Hamiltonian Pn(A− zI)∗(A− zI)Pn. We

prove that our approximation converges uniformly to the resolvent norm ‖R(z, T )‖−1
= dist(z,Sp(A)),

on compact subsets of the complex plane. The convergence is also from above, meaning that we gain the

rigorous error bound dist(z,Sp(A)) ≤ En(z). It is precisely the use of the rectangular truncation that

48



3.2. Proofs: Unbounded Operators on Graphs CHAPTER 3. Computing Spectra with Error Control

leads to convergence from above, and, in general, taking a square truncation will not even converge. In the

non-normal case, we use the functions {gm} to relate the approximation of ‖R(z, T )‖−1 to dist(z,Sp(A)).

Given a region R ⊂ C of interest, the other ingredient of the algorithm is a search routine that seeks

to approximate the spectrum locally on R. We consider a grid of points GR(n) of spacing δ(n) → 0 as

n→∞. The resolution δ(n)−1 (which can be viewed as a discretisation parameter) can be changed to allow

one to vary the number of computed solutions. In our experiments, we chose δ(n) to ensure approximately

n solutions for fair comparisons with other methods. The first step is to compute En(·) over GR(n), which

can be done in parallel. Given z ∈ GR(n), we let Iz be the points in GR(n) at distance most En(z) away

from z. We then letMz be the minimisers of En(·) over the local set Iz . Since En(·) bounds the distance to

the spectrum and converges to the true distance, Mz approximates the spectrum near the point z. This is a

completely different approach to most previous methods, which typically seek to solve a finite-dimensional

(linear and, in some cases, nonlinear) eigenvalue problem approximating the operator (and do not converge

in general - see §7.1).

When dealing with PDOs, we construct an appropriate matrix representation of the operator with respect

to a basis {ψn} by sampling the coefficients. Our results rigorously indicate the sampling size and strategy

needed, using the theory of quasi-Monte Carlo integration. We approximate inner products of the form

〈(T − zI)ψm, (T − zI)ψn〉

directly, which allows us to compute a convergent upper bound of ‖R(z, T )‖−1. Once this is obtained, we

can use a local search routine as before.

3.2 Proofs: Unbounded Operators on Graphs

We will now prove the theorems in §3.1.1. The following argument shows that it is sufficient to consider

the l2(N) case. Given the graph G and enumeration {e1, e2, ...} of the vertices, consider the induced iso-

morphism l2(V (G)) ∼= l2(N). This induces a corresponding operator on l2(N), where the functions α now

become matrix values. For the lower bounds, we can consider diagonal operators in ΩG (that is, α(v, w) = 0

if v 6= w) with the trivial choice of S(n) = n. Hence lower bounds for ΩD translate to lower bounds for ΩG

and ΩGg . For the upper bounds, the construction of algorithms for l2(N) will make clear that given the above

isomorphism, we can compute a dispersion bounding function f for the induced operator on l2(N) simply

by taking f(n) = S(n). This has Df,n(A) = 0. Note that any of the functions in Λ for the relevant class of

operators on l2(N) can be computed via the above isomorphism using functions in Λ for the relevant class

of operators on l2(V (G)). For instance, to evaluate matrix elements, we use α(ei, ej).

There is a useful characterisation of the Attouch–Wets topology. For any closed non-empty sets C and

Cn, the convergence dAW(Cn, C)→ 0 holds if and only if dK(Cn, C)→ 0 for any compactK ⊂ C where

dK(C1, C2) = max

{
sup

a∈C1∩K
dist(a,C2), sup

b∈C2∩K
dist(b, C1)

}
,

with the convention that the supremum over the empty set is 0. This occurs if and only if for any δ > 0 and

K, there exists N such that if n > N then Cn ∩K ⊂ C +Bδ(0) and C ∩K ⊂ Cn +Bδ(0). Furthermore,

it is enough to consider K of the form Bm(0), the closed ball of radius m about the origin for m ∈ N, for

m large. Throughout this section we take our metric space (M, d) to be (Cl(C), dAW).

49



3.2. Proofs: Unbounded Operators on Graphs CHAPTER 3. Computing Spectra with Error Control

Remark 3.2.1 (A note on the empty set). There is a slight subtlety regarding the empty set. It could be

the case that the output of our algorithm is the empty set and hence Γn(A) does not map to the required

metric space. However, the proofs will make clear that for large n, Γn(A) is non-empty and we gain

convergence (this is also very rarely a problem in practice for n & 10). By successively computing Γn(A)

and outputting Γm(n)(A), wherem(n) ≥ n is minimal with Γm(n)(A) 6= ∅, we see that this does not matter

for the classification, but the algorithm in this case is adaptive.

The following lemma is a useful criterion for determining ΣA1 error control in the Attouch–Wets topol-

ogy and will be used in the proofs without further comment.

Lemma 3.2.2. Suppose that Ξ : Ω → (Cl(C), dAW) is a problem function and Γn is a sequence of

arithmetic algorithms with each output a finite set such that

lim
n→∞

dAW(Γn(A),Ξ(A)) = 0, ∀A ∈ Ω.

Suppose also that there is a function En provided by Γn (and defined over the output of Γn), such that

lim
n→∞

sup
z∈Γn(A)∩Bm(0)

En(z) = 0

for all m ∈ N and such that

dist(z,Ξ(A)) ≤ En(z), ∀z ∈ Γn(A).

Then:

1. For each m ∈ N and given Γn(A), we can compute in finitely many arithmetic operations and

comparisons a sequence of non-negative numbers amn → 0 (as n→∞) such that

Γn(A) ∩Bm(0) ⊂ Ξ(A) +Bamn (0).

2. Given Γn(A), we can compute in finitely many arithmetic operations and comparisons a sequence of

non-negative numbers bn → 0 such that

Γn(A) ⊂ An

for some An ∈ Cl(C) with dAW(An,Ξ(A)) ≤ bn.

Hence we can convert Γn to a ΣA1 tower using the sequence {bn} by taking subsequences if necessary.

Proof. For the proof of (1), we may take amn = sup {En(z) : z ∈ Γn(A) ∩Bm(0)} and the result follows.

Note that we need Γn(A) to be finite to be able to compute this number with finitely many arithmetic

operations and comparisons. We next show (2) by defining

Amn =
(
(Ξ(A) +Bamn (0)) ∩Bm(0)

)
∪ (Γn(A) ∩ {z : |z| ≥ m}).

It is clear that Γn(A) ⊂ Amn and given Γn(A) we can easily compute a lower bound m1 such that Ξ(A) ∩
Bm1

(0) 6= ∅. Compute this from Γ1(A) and then fix it. Suppose that m ≥ 4m1, and suppose that

|z| < bm/4c. Then the points in Amn and Ξ(A) nearest to z must lie in Bm(0) and hence

dist(z,Amn ) ≤ dist(z,Ξ(A)), dist(z,Ξ(A)) ≤ dist(z,Amn ) + amn .
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It follows that

dAW(Amn ,Ξ(A)) ≤ amn + 2−bm/4c.

We now choose a sequence m(n) such that setting An = A
m(n)
n and bn = a

m(n)
n + 2−bm(n)/4c proves

the result. Clearly it is enough to ensure that bn converges to zero. If n < 4m1 then set m(n) = 4m1,

otherwise consider 4m1 ≤ k ≤ n. If such a k exists with akn ≤ 2−k then let m(n) be the maximal such k

and finally if no such k exists then set m(n) = 4m1. For a fixed m, amn → 0 as n→∞. It follows that for

large n, am(n)
n ≤ 2−m(n) and that m(n)→∞.

Remark 3.2.3. We will only consider algorithms where the output of Γn(A) is at most finite for each n.

Hence the above restriction does not matter in what follows.

In order to build our algorithms, we will need to characterise the reciprocal of resolvent norm in terms

of the injection modulus. For A ∈ C(l2(N)) define the injection modulus as

σ1(A) = inf{‖Ax‖ : x ∈ D(A), ‖x‖ = 1}, (3.2.1)

and define the function

γ(z,A) = min{σ1(A− zI), σ1(A∗ − z̄I)}.

Lemma 3.2.4. For A ∈ C(l2(N)), γ(z,A) = 1/ ‖R(z,A)‖, where R(z,A) denotes the resolvent (A −
zI)−1 and we adopt the convention that 1/ ‖R(z,A)‖ = 0 if z ∈ Sp(A).

Proof. We deal with the case z /∈ Sp(A) first, where we prove σ(A− zI) = σ(A∗ − z̄I) = 1/ ‖R(z,A)‖.
We show this for σ1(A − zI) and the other case is similar using the fact that R(z,A)∗ = R(z,A∗) and

‖R(z,A)‖ = ‖R(z,A)∗‖. Let x ∈ D(A) with ‖x‖ = 1 then

1 = ‖R(z,A)(A− zI)x‖ ≤ ‖R(z,A)‖ ‖(A− zI)x‖

and hence upon taking infinum, σ1(A − zI) ≥ 1/ ‖R(z,A)‖. Conversely, let xn ∈ l2(N) such that

‖xn‖ = 1 and ‖R(z,A)xn‖ → ‖R(z,A)‖. It follows that

1 = ‖(A− zI)R(z,A)xn‖ ≥ σ1(A− zI) ‖R(z,A)xn‖ .

Letting n→∞ we get σ1(A− zI) ≤ 1/ ‖R(z,A)‖.
Now suppose that z ∈ Sp(A). If at least one of A − zI or A∗ − z̄I is not injective on their respective

domain then we are done, so assume both are one to one. Suppose also that σ1(A− zI), σ1(A∗ − z̄I) > 0

otherwise we are done. It follows that R(A − zI) is dense in l2(N) by injectivity of A∗ − z̄I since

R(A − zI)⊥ = N(A∗ − z̄I). It follows that we can define (A − zI)−1, bounded on the dense set

R(A− zI). We can extend this inverse to a bounded operator on the whole of l2(N). Closedness of A now

implies that (A − zI)(A − zI)−1 = I . Clearly (A − zI)−1(A − zI)x = x for all x ∈ D(A). Hence,

(A− zI)−1 = R(z,A) ∈ B(l2(N)) so that z /∈ Sp(A), a contradiction.

Suppose we have a sequence of functions γn(z,A) that converge uniformly to γ(z,A) on compact

subsets of C. Define the grid

Grid(n) =
1

n
(Z + iZ) ∩Bn(0). (3.2.2)

For a strictly increasing continuous function g : R≥0 → R≥0, with g(0) = 0 and limx→∞ g(x) = ∞, for

n ∈ N and y ∈ R≥0 define

CompInvg(n, y, g) = min{k/n : k ∈ N, g(k/n) > y}. (3.2.3)
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Note that CompInvg(n, y, g) can be computed from finitely many evaluations of the function g. We

now build the algorithm converging to the spectrum step by step using the functions in (3.1.2). For each

z ∈ Grid(n), let

Υn,z = BCompInvg(n,γn(z,A),gd|z|e)(z) ∩ Grid(n).

If γn(z,A) >
(
|z|2 + 1

)−1

then set Mz = ∅, otherwise set

Mz = {w ∈ Υn,z : γn(w,A) = min
v∈Υn,z

γn(v,A)}.

Finally define Γn(A) = ∪z∈Grid(n)Mz . It is clear that if γn(z,A) can be computed in finitely many

arithmetic operations and comparisons from the relevant functions in Λ for each problem, then this defines

an arithmetic algorithm. If A ∈ C(l2(N)) with non-empty spectrum then there exists z ∈ Bm(0) with

γ(z,A) ≤ (m2 + 1)−1/2 and, for large n, zn ∈ Grid(n) sufficiently close to z with γ(zn, A) ≤ (|zn|2 +

1)−1. Hence, by computing successive Γn(A), we can assume that Γn(A) 6= ∅ without loss of generality

(see Remark 3.2.1).

Proposition 3.2.5. Suppose A ∈ C(l2(N)) with non-empty spectrum and we have a function γn(z,A) that

converges uniformly to γ(z,A) on compact subsets of C. Suppose also that (3.1.2) holds, namely

gm(dist(z,Sp(A))) ≤ ‖R(z,A)‖−1
, ∀z ∈ Bm(0).

Then Γn(A) converges in the Attouch–Wets topology to Sp(A) (assuming Γn(A) 6= ∅ without loss of

generality).

Proof. We use the characterisation of the Attouch–Wets topology. Suppose that m ∈ N is large such

that Bm(0) ∩ Sp(A) 6= ∅. We must show that given δ > 0, there exists N such that if n > N then

Γn(A) ∩ Bm(0) ⊂ Sp(A) +Bδ(0) and Sp(A) ∩ Bm(0) ⊂ Γn(A) +Bδ(0). Throughout the rest of the

proof we fix such anm. Let εn = ‖γn(·, A)− γ(·, A)‖∞,Bm+1(0), where the notation means the supremum

norm over the set Bm+1(0).

We deal with the second inclusion first. Suppose that z ∈ Sp(A) ∩ Bm(0), then there exists some

w ∈ Grid(n) such that |w − z| ≤ 1/n. It follows that

γn(w,A) ≤ γ(w,A) + εn ≤ dist(w,Sp(A)) + εn ≤ εn + 1/n.

By choosing n large, we can ensure that εn < (2m2+2)−1 and that 1/n ≤ (2m2+2)−1 so that γn(w,A) <

(|w|2 + 1)−1. It follows that Mw is non-empty. If y ∈Mw then

|y − z| ≤ |w − z|+ |y − w| ≤ 1/n+ 1/n+ g−1
dwe(γn(w,A)).

But the gk’s are non-increasing in k, strictly increasing continuous functions with gk(0) = 0. Since

γn(w,A) ≤ εn + 1/n, it follows that

|y − z| ≤ 2/n+ g−1
m+1(εn + 1/n). (3.2.4)

There exists N1 such that if n ≥ N1 then (3.2.4) holds and 2/n+ g−1
m+1(εn + 1/n) ≤ δ and this gives the

second inclusion.

For the first inclusion, suppose for a contradiction that this is false. Then there exists nj → ∞, δ > 0

and znj ∈ Γnj (A)∩Bm(0) such that dist(znj ,Sp(A)) ≥ δ. Then znj ∈Mwnj
for somewnj ∈ Grid(nj).

Let

I(j) = BCompInvg(nj ,γnj (wnj ,A),gd|wnj |e
)(wnj ) ∩ Grid(nj),
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the set over which we compute minima of γnj . Let ynj ∈ Sp(A) be of minimal distance to wnj (such

a ynj exists since the spectrum restricted to any compact ball is compact). It follows that
∣∣ynj − wnj ∣∣ ≤

g−1
d|wnj |e

(γ(wnj , A)). A simple geometrical argument (which also works when we restrict everything to the

real line for self-adjoint operators), shows that there must be a vnj in I(j) so that∣∣vnj − ynj ∣∣ ≤ 4

nj
+ g−1

d|wnj |e
(γ(wnj , A))− g−1

d|wnj |e
(γnj (wnj , A)).

Since znj minimises γnj over I(j) and Mwnj
is non-empty, it follows that

γ(znj , A) ≤ γnj (znj , A) + εnj ≤ min

{
1∣∣wnj ∣∣2 + 1

, γnj (vnj , A)

}
+ εnj .

This implies that

δ ≤ dist(znj ,Sp(A)) ≤ g−1
m

(
min

{
1∣∣wnj ∣∣2 + 1

, γnj (vnj , A)

}
+ εnj

)
, (3.2.5)

where we recall that g−1
m is continuous. It follows that the wnj must be bounded and hence so are the vnj .

Due to the local uniform convergence of γn to γ, it follows that

4

nj
+ g−1

d|wnj |e
(γ(wnj , A))− g−1

d|wnj |e
(γnj (wnj , A))→ 0, as nj →∞.

But then

γ(vnj , A) ≤ dist(vnj ,Sp(A)) ≤
∣∣vnj − ynj ∣∣→ 0.

Again the local uniform convergence implies that γnj (vnj , A)→ 0, which contradicts (3.2.5) and completes

the proof.

Next, given such a sequence γn, we would like to provide an algorithm for computing the pseudospec-

trum. However, care must be taken in the unbounded case since the resolvent norm can be constant on open

subsets of C [Sha08]. Simply taking

Grid(n) ∩ {z : γn(z,A) ≤ ε}

is not guaranteed to converge, as can be seen in the case that γn is identically γ and A is such that

‖R(z,A)‖−1
= ε has non-empty interior. To get around this, we will need an extra assumption on the

functions γn.

Lemma 3.2.6. SupposeA ∈ C(l2(N)) with non-empty spectrum and let ε > 0. Suppose we have a sequence

of functions γn(z,A) that converge uniformly to ‖R(z,A)‖−1 on compact subsets of C. Set

Γεn(A) = Grid(n) ∩ {z : γn(z,A) < ε}.

For large n, Γεn(A) 6= ∅ so we can assume this without loss of generality. Suppose also ∃N ∈ N (pos-

sibly dependent on A but independent of z) such that if n ≥ N then γn(z,A) ≥ ‖R(z,A)‖−1. Then

dAW(Γεn(A),Spε(A))→ 0 as n→∞.

Proof. Since the pseudospectrum is non-empty, for large n, Γεn(A) 6= ∅ so by our usual argument of

computing successive Γεn (see Remark 3.2.1) we may assume that this holds for all n without loss of

generality. We use the characterisation of the Attouch–Wets topology. Suppose that m is large such that
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Bm(0) ∩ Spε(A) 6= ∅. ∃N ∈ N such that if n ≥ N then γn(z,A) ≥ ‖R(z,A)‖−1 and hence Γεn(A) ∩
Bm(0) ⊂ Spε(A). Hence we must show that given δ > 0, there exists N1 such that if n > N1 then

Spε(A) ∩ Bm(0) ⊂ Γεn(A) +Bδ(0). Suppose for a contradiction that this were false. Then there exists

znj ∈ Spε(A) ∩ Bm(0), δ > 0 and nj → ∞ such that dist(znj ,Γ
ε
nj (A)) ≥ δ. Without loss of generality,

we can assume that znj → z ∈ Spε(A) ∩ Bm(0). There exists some w with ‖R(w,A)‖−1
< ε and

|z − w| ≤ δ/2. Assuming nj > m + δ, there exists ynj ∈ Grid(nj) with
∣∣ynj − w∣∣ ≤ 1/nj . It follows

that

γnj (ynj , A) ≤
∣∣γnj (ynj , A)− γ(ynj , A)

∣∣+
∣∣γ(w,A)− γ(ynj , A)

∣∣+ ‖R(w,A)‖−1
.

But γ is continuous and γnj converges uniformly to γ on compact subsets. Hence for large nj , it follows

that γnj (ynj , A) < ε so that ynj ∈ Γεnj (A). But
∣∣ynj − z∣∣ ≤ |z − w|+ ∣∣ynj − w∣∣ ≤ δ/2 + 1/nj , which is

smaller than δ for large nj . This gives the required contradiction.

Now suppose thatA ∈ Ω̂ and letDf,n(A) ≤ cn. The following shows that we can construct the required

sequence γn(z,A), each function output requiring finitely many arithmetic operations and comparisons of

the corresponding input information.

Theorem 3.2.7. Let A ∈ Ω̂ and define the function

γ̃n(z,A) = min{σ1(Pf(n)(A− zI)|Pn(l2(N))), σ1(Pf(n)(A
∗ − z̄I)|Pn(l2(N)))}.

We can compute γ̃n up to precision 1/n using finitely many arithmetic operations and comparisons. We

call this approximation γ̂n and set

γn(z,A) = γ̂n(z,A) + cn + 1/n.

Then γn(z,A) converges uniformly to γ(z,A) on compact subsets of C and γn(z,A) ≥ γ(z,A).

Proof. We will first prove that σ1((A − zI)|Pn(l2(N))) ↓ σ1(A − zI) as n → ∞. It is trivial that σ1((A −
zI)|Pn(l2(N))) ≥ σ1(A− zI) and that σ1((A− zI)|Pn(l2(N))) is non-increasing in n. Using Lemma 3.2.4,

let ε > 0 and x ∈ D(A) such that ‖x‖ = 1 and ‖(A− zI)x‖ ≤ σ1(A− zI) + ε. Since span{en : n ∈ N}
forms a core of A, APnjxnj → Ax and Pnjxnj → x for some nj →∞ and some sequence of vectors xnj
that we can assume have norm 1. It follows that for large nj

σ1((A− zI)|Pnj (l2(N))) ≤
∥∥(A− zI)Pnjxnj

∥∥∥∥Pnjxnj∥∥ → ‖(A− zI)x‖ ≤ σ1(A− zI) + ε.

Since ε > 0 was arbitrary, this shows the convergence of σ1((A − zI)|Pn(l2(N))). The fact that span{en :

n ∈ N} forms a core of A∗ can also be used to show that σ1((A− zI)∗|Pn(l2(N))) ↓ σ1(A∗ − zI).

Next we will use the assumption of bounded dispersion. For any bounded operators B,C, it holds that

|σ1(A)− σ1(B)| ≤ ‖A−B‖ . The definition of bounded dispersion now implies that∣∣γ̃n(z,A)−min{σ1((A− zI)|Pn(l2(N))), σ1((A− zI)∗|Pn(l2(N)))}
∣∣ ≤ cn.

The monotone convergence of min{σ1((A− zI)|Pn(l2(N))), σ1((A− zI)∗|Pn(l2(N)))}, together with Dini’s

theorem, imply that γ̃n(z,A) converges uniformly to the continuous function γ(z,A) on compact subsets

of C with γ̃n(z,A) + cn ≥ γ(z,A).
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The proof will be complete if we can show that we can compute γ̃n(z,A) to precision 1/n using finitely

many arithmetic operations and comparisons. To do this, consider the matrices

Bn(z) = Pn(A− zI)∗Pf(n)(A− zI)Pn, Cn(z) = Pn(A− zI)Pf(n)(A− zI)∗Pn.

By an interval search routine and Lemma 3.2.8 below, we can determine the smallest l ∈ N such that at

least one of Bn(z)− (l/n)2I or Cn(z)− (l/n)2I has a negative eigenvalue. We then output l/n to get the

1/n bound.

Recall that every finite Hermitian matrix B (not necessarily positive definite) has a decomposition

PBPT = LDL∗,

where L is lower triangular with 1’s along its diagonal, D is block diagonal with block sizes 1 or 2 and P

is a permutation matrix. Furthermore, this decomposition can be computed with finitely many arithmetic

operations and comparisons. Throughout, we will assume without loss of generality that P is the identity

matrix.

Lemma 3.2.8. Let B ∈ Cn be self-adjoint (Hermitian), then we can determine the number of negative

eigenvalues of B in finitely many arithmetic operations and comparisons (assuming no round-off errors) on

the matrix entries of B.

Proof. We can compute the decomposition B = LDL∗ in finitely many arithmetical operations and com-

parisons. By Sylvester’s law of inertia (the Hermitian version), D has the same number of negative eigen-

values as B. It is then clear that we only need to deal with 2 × 2 matrices corresponding to the maximum

block size ofD. Let λ1, λ2 be the two eigenvalues of such a matrix, then we can determine their sign pattern

from the trace and determinant of the matrix.

This lemma has a corollary that will be useful in §6.3.

Corollary 3.2.9. Let B ∈ Cn be self-adjoint (Hermitian) and list its eigenvalues in increasing order,

including multiplicity, as λ1 ≤ λ2 ≤ ... ≤ λn. In exact arithmetic, given ε > 0, we can compute

λ1, λ2, ...λn to precision ε using only finitely many arithmetic operations and comparisons.

Proof. Consider A(λ) = B − λI . We will apply Lemma 3.2.8 to A(λ) for various λ. First by considering

the sequences−1,−2, ... and 1, 2, ...we can findm1 ∈ N such that Sp(B) ⊂ (−m1,m1). Now letm2 ∈ N

such that 1/m2 < ε and let aj be the output of Lemma 3.2.8 applied toA(j/m2) for−m1m2 ≤ j ≤ m1m2.

Set

λ̃k = min{j : −m1m2 ≤ j ≤ m1m2, aj ≥ k}, k = 1, ..., n.

If λk ∈ [j/m2, (j + 1)/m2) then λ̃k = (j + 1)/m2 and hence
∣∣∣λ̃k − λk∣∣∣ ≤ 1/m2 < ε.

Remark 3.2.10. Of course, in practice, there are much more computationally efficient ways to numerically

compute eigenvalues or singular values - the above is purely used to show this can be done to any precision

with finitely many arithmetic operations.

Note that by taking successive minima, υn(z,A) = min1≤j≤n γn(z,A), we can obtain a sequence of

functions υn that converge uniformly on compact subsets of C to γ(z,A) monotonically from above. Hence

without loss of generality, we will always assume that γn have this property. We can now prove our main

result.
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Proof of Theorem 3.1.4. By considering bounded diagonal operators, it is straightforward to see that none

of the problems (spectra or pseudospectra) lie in ∆G
1 . We first deal with convergence of height one arith-

metical towers. For the spectrum, we use the function γn described in Theorem 3.2.7 together with Propo-

sition 3.2.5 and its described algorithm. For the pseudospectrum, we use the same function γn described in

Theorem 3.2.7 and convergence follows from using the algorithm in Proposition 3.2.6.

We are left with proving that our algorithms have ΣA1 error control. For any A ∈ Ω̂, the output of

the algorithm in Proposition 3.2.6 is contained in the true pseudospectrum since γn(z,A) ≥ γ(z,A) =

‖R(z,A)‖−1. Hence we need only show that the algorithm in Proposition 3.2.5 provides ΣA1 error control

for input A ∈ Ωg . Denote the algorithm by Γn and set

En(z) = CompInvg(n, γn(z,A), g−1
d|z|e)

on Γn(A) and zero on C\Γn(A). Since γn(z,A) ≥ ‖R(z,A)‖−1, the assumptions on {gm} imply that

dist(z,Sp(A)) ≤ En(z), ∀z ∈ Γn(A).

Suppose for a contradiction that En does not converge uniformly to zero on compact subsets of C. Then

there exists some compact set K, some ε > 0, a sequence nj → ∞ and znj ∈ K such that Enj (znj ) ≥ ε.

It follows that znj ∈ Γnj (A). Without loss of generality, znj → z. By convergence of Γnj (A), z ∈ Sp(A)

and hence γnj (znj , A)→ γ(z,A) = 0. Now choose M large such that K ⊂ BM (0). But then

Enj (znj ) ≤ g−1
M (γnj (znj , A)) +

1

nj
→ 0,

the required contradiction.

Remark 3.2.11. The above makes it clear that En(z) converges uniformly to the function g−1
d|z|e(γ(z,A))

as n→∞ on compact subsets of C.

Finally, we consider the decision problems Ξ3 and Ξ4.

Proof of Theorem 3.1.6. It is clearly enough to prove the lower bounds for ΩD×K(C) and the existence of

towers for Ω̂×K(C). The proof of lower bounds for ΩD ×K(C) can also be trivially adapted to the more

restrictive versions of the problem described in the theorem.

Step 1: {Ξ3,ΩD × K(C)} 6∈ ∆G
2 . Suppose this were false, and Γn is a height one tower solving the

problem. For every A and n there exists a finite number N(A,n) ∈ N such that the evaluations from

ΛΓn(A) only take the matrix entries Aij = 〈Aej , ei〉 with i, j ≤ N(A,n) into account. Without loss of

generality (by shifting our argument), we assume that K ∩ [0, 1] = {0}. We will consider the operators

Am = diag{1, 1/2, ..., 1/m} ∈ Cm×m, Bm = diag{1, 1, ..., 1} ∈ Cm×m and C = diag{1, 1, ...}. Set

A =
⊕∞

m=1(Bkm ⊕Akm), where we choose an increasing sequence km inductively as follows.

Set k1 = 1 and suppose that k1, ..., km have been chosen. Sp(Bk1
⊕ Ak1

⊕ ...⊕ Bkm ⊕ Akm ⊕ C) =

{1, 1/2, ..., 1/m} and hence

Ξ3(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕ C) = 0,

so there exists some nm ≥ m such that if n ≥ nm then

Γn(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = 0.
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Now let km+1 ≥ max{N(Bk1
⊕ Ak1

⊕ ... ⊕ Bkm ⊕ Akm ⊕ C, nm), km + 1}. By assumption (iii) in

Definition 2.1.1 it follows that ΛΓnm
(Bk1

⊕ Ak1
⊕ ... ⊕ Bkm ⊕ Akm ⊕ C) = ΛΓnm

(A) and hence by

assumption (ii) in the same definition that Γnm(A) = Γnm(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕C) = 0. But

0 ∈ Sp(A) and so must have limn→∞ Γn(A) = 1, a contradiction.

Step 2: {Ξ4,ΩD} 6∈ ∆G
2 . The same proof as step 1, but replacing A by A+ εI works in this case.

Step 3: {Ξ3, Ω̂ × K(C)} ∈ ΠA
2 . Recall that we can compute, with finitely many arithmetic operations

and comparisons, a function γn that converges monotonically down to ‖R(z,A)‖−1 uniformly on compacts.

Set

Γn2,n1
(A) = Does there exist some z ∈ Kn2

such that γn1
(z,A) < 1/2n2?

It is clear that this is an arithmetic algorithm since each Kn is finite and that

lim
n1→∞

Γn2,n1
(A) = Does there exist some z ∈ Kn2

such that ‖R(z,A)‖−1
< 1/2n2? =: Γn2

(A).

If K ∩ Sp(A) = ∅, then ‖R(z,A)‖−1 is bounded below on the compact set K and hence for large n2,

Γn2
(A) = 0. However, if z ∈ Sp(A) ∩K then let zn2

∈ Kn2
minimise the distance to z. Then

‖R(zn2
, A)‖−1 ≤ dist(zn2

,Sp(A)) < 1/2n2

and hence Γn2
(A) = 1 for all n2. This also shows the ΠA

2 classification.

Step 4: {Ξ4, Ω̂×K(C)} ∈ ΠA
2 . Set

Γn2,n1
(A) = Does there exist some z ∈ Kn2

such that γn1
(z,A) < 1/2n2 + ε?,

then the same argument used in step 3 works in this case.

3.3 Proofs: Partial Differential Operators

Here we shall prove Theorems 3.1.10 and 3.1.12. The constructed algorithms involve technical error es-

timates with parameters depending on these estimates. In the construction of the algorithms, our strategy

will be to reduce the problem to one handled by the proofs in §3.2. In order to do so, we must first select

a suitable basis and then compute matrix values. Recall that our aim is to compute the spectrum and pseu-

dospectrum from the information given to us regarding the functions ak and ãk, with the information we

can evaluate made precise by the mappings Ξ1
j , Ξ2

j , Ξ3
j and Ξ4

j . We will start by constructing the algorithms

used for the positive results in Theorems 3.1.10 and 3.1.12 and then prove the lower bounds.

3.3.1 Construction of algorithms

We begin with the description for d = 1 and comment how this can easily be extended to arbitrary dimen-

sions. As an orthonormal basis of L2(R) we choose the Hermite functions

ψm(x) = (2mm!
√
π)−1/2e−x

2/2Hm(x),m ∈ Z≥0,

where Hn denotes the n-th Hermite polynomial defined by

Hn(x) = (−1)n exp(x2)
dn

dxn
exp(−x2).
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These obey the recurrence relations

ψ′m(x) =

√
m

2
ψm−1(x)−

√
m+ 1

2
ψm+1(x) (3.3.1)

xψm(x) =

√
m

2
ψm−1(x) +

√
m+ 1

2
ψm+1(x). (3.3.2)

We let CH(R) = span{ψm : m ∈ Z≥0}. Note that since the Hermite functions decay like e−x
2/2 (up to

polynomials) and the functions ak and ãk can only grow polynomially, the formal differential operator T

and its formal adjoint T ∗ make sense as operators from CH(R) to L2(R). The next proposition says that

we can use the chosen basis.

Proposition 3.3.1. Consider an operator T ∈ Ω. Then CH(R) forms a core of both T and T ∗.

Proof. Let f ∈ CH(R) and choose φ ∈ C∞0 (R) (the space of compactly supported smooth functions)

bounded by 1 such that φ(x) = 1 for all |x| ≤ 1. It is straightforward using the fact that the ak’s are

polynomially bounded to show that

lim
n→∞

φ(x/n)f(x) = f(x), lim
n→∞

Tφ(x/n)f(x) = (Tf)(x)

in L2(R), where Tf is the formal differential operator applied to f . The fact that T is closed implies that

f ∈ D(T ). Let T̃ denote the closure of the formal operator T , acting on CH(R), then we have shown that

T̃ exists with T̃ ⊂ T . Hence to show that CH(R) forms a core of T , we must show that C∞0 (R) ⊂ D(T̃ ).

Let g ∈ C∞0 (R) then in the L2 sense write

g =
∑
m≥0

bmψm.

Define gn =
∑n
m=0 bmψm then, since T̃ is closed, it is enough to show that T̃ gn converges as n→∞. Let

H denote the closure of the operator−d2/dx2 +x2 with initial domain C∞0 (R) then Hψm = (2m+ 1)ψm

and H is self-adjoint. Note also that g ∈ D(Hn) for any n ∈ N. But 〈Hg,ψm〉 = (2m + 1)〈g, ψm〉 =

(2m+ 1)bm, so {(2m+ 1) |bm|} is square summable. We can repeat this argument any number of times to

get that the coefficients bm decay faster than any inverse polynomial. To prove the required convergence, it

is enough to consider one of the terms ak(x)∂k that defines T̃ acting on CH(R). The coefficient ak(x) is

polynomially bounded almost everywhere, and for some Ak and Bk

〈ak∂kψm, ak∂kψm〉 ≤ A2
k

∫
R

(1 + |x|2Bk)2∂kψm(x)∂kψm(x)dx.

But we can use the recurrence relations for the derivatives of the Hermite functions and orthogonality to

bound the right hand side by a polynomial in m. The convergence now follows since T̃ gn is a Cauchy

sequence due to the rapid decay of the {bm}. Exactly the same argument works for T ∗.

Clearly, all of the above analysis holds in higher dimensions by considering tensor products

CH(Rd) := span{ψm1
⊗ ...⊗ ψmd |m1, ...,md ∈ Z≥0}

of Hermite functions. We will abuse notation and write ψm = ψm1 ⊗ ... ⊗ ψmd . It will be clear from

the context when we are dealing with the multi-dimensional case. In order to build the required algorithms

with ΣA1 error control, we need to select an enumeration of Zd≥0 in order to represent T as an operator
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acting on l2(N). A simple way to do this is to consider successive half spheres Sn = {m ∈ Zd≥0 :

|m| ≤ n}. We list S1 as {e1, ..., er1} and given an enumeration {e1, ..., ern} of Sn, we list Sn+1\Sn
as {ern+1, ..., ern+1

}. We will then list our basis functions as e1, e2, ... with ψm = eh(m). In practice,

it is often more efficient (especially for large d) to consider other orderings such as the hyperbolic cross

[Lub08], or, in the semiclassical regime, to use Hagedorn functions [LL20]. Now that we have a suitable

basis, the next question to ask is how to recover the matrix elements of T . In §3.2 the key construction is a

function, that can be computed from the information given to us, γn(z, T ), which also converges uniformly

from above to ‖R(z, T )‖−1 on compact subsets of C. Such a sequence of functions is given by

Ψn(z, T ) := min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z̄I)|Pn(l2(N)))}

as long as the linear span of the basis forms a core of T and T ∗. In §3.2 we used the notion of bounded

dispersion to approximate this function. Here we have no such notion, but we can use the information given

to us to replace this. It turns out that to approximate γn(z, T ), it suffices to use the following.

Lemma 3.3.2. Let ε > 0 and n ∈ N, and suppose that we can compute, with finitely many arithmetic

operations and comparisons, the matrices

{Wn(z)}ij = 〈(T − zI)ej , (T − zI)ei〉+ En,1ij (z)

{Vn(z)}ij = 〈(T − zI)∗ej , (T − zI)∗ei〉+ En,2ij (z)

for 1 ≤ i, j ≤ n where the entrywise errors En,1i,j and En,2i,j have magnitude at most ε. Then∣∣Ψn(z, T )2 −min{σ1(Wn), σ1(Vn)}
∣∣ ≤ nε.

It follows that if ε is known, we can compute Ψn(z, T )2 to within 2nε. If ε is unknown, then for any δ > 0,

we can compute Ψn(z, T )2 to within nε + δ. (In each case with finitely many arithmetic operations and

comparisons.)

Proof. Given {Wn(z)}ij , note that ({Wn(z)}ij + {Wn(z)}ji)/2 still has an entrywise absolute error

bounded by ε. Hence without loss of generality we can assume that the approximations Wn(z) and Vn(z)

are self-adjoint. Call the matrices with no errors W̃n(z) and Ṽn(z) then note that

min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z̄I)|Pn(l2(N)))}2 = min{σ1(W̃n), σ1(Ṽn)}

and ∣∣∣min{σ1(W̃n), σ1(Ṽn)} −min{σ1(Wn), σ1(Vn)}
∣∣∣ ≤ max

{∥∥∥Wn − W̃n

∥∥∥ ,∥∥∥Vn − Ṽn∥∥∥} . (3.3.3)

But for a finite matrix M , we can bound ‖M‖ by its Frobenius norm
√∑

|Mij |2. Hence the right hand

side of (3.3.3) is at most nε. In order to use finitely many arithmetic operations and comparisons, we note

that given a self-adjoint positive semi-definite matrix M , we can compute σ1(M) to arbitrary precision

using finitely many arithmetic operations and comparisons via the argument in the proof of Theorem 3.2.7.

The lemma now follows.

Finally, we will need some results from the subject of quasi-Monte Carlo numerical integration, which

we use to build the algorithm. Note that with either no prior information concerning the coefficients or for

large d, this is the type of approach one would use in practice. We start with some definitions and theorems

which we include here for completeness. An excellent reference for these results is [Nie92].

59



3.3. Proofs: Partial Differential Operators CHAPTER 3. Computing Spectra with Error Control

Definition 3.3.3. Let {t1, ..., tj} be a sequence in [0, 1]d and let K denote all subsets of [0, 1]d of the form∏d
k=1[0, yk) for yk ∈ (0, 1]. Then we define the star discrepancy of {t1, ..., tj} to be

D∗j ({t1, ..., tj}) = sup
K∈K

∣∣∣∣∣1j
j∑

k=1

χK(tj)− |K|

∣∣∣∣∣ ,
where χK denotes the characteristic function of K.

Definition 3.3.4 ([Hal60]). For any integer b ≥ 2, the radical-inverse function ηb is defined on Z≥0 by

ηb(n) =

∞∑
j=0

aj(n)b−j−1,

where n =
∑∞
j=0 aj(n)bj is the (necessarily terminating) digit expansion of n. Given integers b1, ..., bs ≥

2, the Halton sequence {xn}n∈N ⊂ [0, 1]s in the bases b1, ..., bs is defined by

xn = (ηb1(n− 1), ηb2(n− 1), ..., ηbs(n− 1)).

Theorem 3.3.5 ([Hal60]). If {tk}k∈N is the Halton sequence in [0, 1]d in the pairwise relatively prime

bases q1, ..., qd, then

D∗j ({t1, ..., tj}) <
d

j
+

1

j

d∏
k=1

(
qk − 1

2 log(qk)
log(j) +

qk + 1

2

)
.

Note that given d (and suitable q1,..., qd), we can easily compute in finitely many arithmetic operations

and comparisons a constant C(d) such that the above implies

D∗j ({t1, ..., tj}) < C(d)
(log(j) + 1)d

j
. (3.3.4)

The following theorem says why this is useful.

Theorem 3.3.6 (Koksma–Hlawka inequality [Nie92]). If f has bounded variation TV[0,1]d(f) on the hy-

percube [0, 1]d then for any t1, ..., tj in [0, 1]d∣∣∣∣∣1j
j∑

k=1

f(tk)−
∫

[0,1]d
f(x)dx

∣∣∣∣∣ ≤ TV[0,1]d(f)D∗j ({t1, ..., tj}).

By re-scaling, if f has bounded variation TV[−r,r]d(f) and sk = 2rtk − (r, r, ..., r)T then we obtain∣∣∣∣∣ (2r)dj
j∑

k=1

f(sk)−
∫

[−r,r]d
f(x)dx

∣∣∣∣∣ ≤ (2r)d · TV[−r,r]d(f)D∗j ({t1, ..., tj}).

Finally, in order to deal with our choice of basis, we need the following.

Lemma 3.3.7. Consider the tensor product ψm(x) := ψm1
(x1) · ... · ψm1

(xd) in d dimensions and let

r > 0. Then

TV[−r,r]d(ψm) ≤
(

1 + 2r
√

2(|m|+ 1)
)d
− 1.

Proof. We will use an alternative form of the total variation which holds for smooth enough functions and

can be found in [Nie92]:

TV[−r,r]d(ψm) =

d∑
k=1

∑
1≤i1<...<ik≤d

∫ r

−r
...

∫ r

−r

∣∣∣∣ ∂kψm
∂xi1 ...∂xik

(x̃)

∣∣∣∣ dxi1 ...dxik ,
60



3.3. Proofs: Partial Differential Operators CHAPTER 3. Computing Spectra with Error Control

where x̃ has x̃j = xj for j = i1, ..., ik and x̃j = r otherwise. We can use the recurrence relation (3.3.1) and

the rough bound |ψm(x)| ≤ 1 (which follows from Cramér’s inequality which bounds the one-dimensional

Hermite functions [Ind61]) to gain the bound∫ r

−r
...

∫ r

−r

∣∣∣∣ ∂kψm
∂xi1 ...∂xik

(x̃)

∣∣∣∣ dxi1 ...dxik ≤ (2r
√

2(|m|+ 1)
)k
.

It follows that

TV[−r,r]d(ψm) ≤
d∑
k=1

(
2r
√

2(|m|+ 1)
)k ∑

1≤i1<...<ik≤d

1

=

d∑
k=1

(
2r
√

2(|m|+ 1)
)k (d

k

)
=
(

1 + 2r
√

2(|m|+ 1)
)d
− 1.

Proposition 3.3.8. Given T ∈ Ω1
TV or T ∈ Ω1

AN and ε > 0, we can approximate the matrix values

〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn〉

to within ε using finitely many arithmetical operations and comparisons of the relevant information (cap-

tured by Ξ1
j and Ξ3

j in §3.1.2) given to us in each class.

Proof. Let T ∈ Ω1
TV or T ∈ Ω1

AN and ε > 0. Recall that

T =
∑
|k|≤N

ak(x)∂k, T ∗ =
∑
|k|≤N

ãk(x)∂k,

so by expanding out the inner products and also considering the case ak = 1, it is sufficient to approximate

〈ak∂kψm, aj∂jψn〉 and 〈ãk∂kψm, ãj∂jψn〉

for all relevant k, j,m and n. Due to the symmetry in the assumptions of T and T ∗, we only need to

show that one can compute the first inner product, the proof for the second one is identical. Note that

by the specific choice of the basis functions ψm, it follows that ∂kψm can be written as a finite linear

combination of tensor products of Hermite functions using the recurrence relations (the coefficients in the

linear combinations are thus recursively defined as a function of k). Hence, in the inner product, we can

assume that there are no partial derivatives. In doing this, we have assumed that we can compute square

roots of integers (which occur in the coefficients) to arbitrary precision (recall we want an arithmetic tower)

which can be achieved by a simple interval bisection routine. It follows that we only need to consider

approximations of inner products of the form 〈akψm, ajψn〉.
To do so let R > 1 then, by Hölder’s inequality and the assumption of polynomially bounded growth

on the coefficients ak, we have∫
|xi|≥R

|akaj | |ψmψn| dx

≤ AkAj

(∫
|xi|≥R

(
1 + |x|2Bk

)2 (
1 + |x|2Bj

)2

ψm(x)2dx

)1/2(∫
|xi|≥R

ψn(x)2dx

)1/2

.

The first integral on the right hand side can be bounded by

16

∫
Rd
|x|2B ψm(x)2dx ≤ 16

∫
Rd

(
x2

1 + ...+ x2
d

)B
ψm(x)2dx,
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for B = 4(Bk + Bj), since we restrict to |xi| ≥ R with R > 1 and |x| ≤ ‖x‖2. B is even so we can

expand out the product (x2
1 + ... + x2

d)
B/2ψm using the recurrence relations for the Hermite functions. In

one dimension this gives

xψm(x) =

√
m

2
ψm−1(x) +

√
m+ 1

2
ψm+1(x),

x2ψm(x) =

√
m

2
xψm−1(x) +

√
m+ 1

2
xψm+1(x),

=

√
m

2

(√
m− 1

2
ψm−2(x) +

√
m

2
ψm(x)

)
+

√
m+ 1

2

(√
m+ 1

2
ψm(x) +

√
m+ 2

2
ψm+2(x)

)
,

and so on. We can do the same for tensor products of Hermite functions. In particular, multiplying a tensor

product of Hermite functions, ψm, by (x2
1 + ...+x2

d) induces a linear combination of at most 4d such tensor

products, each with a coefficient of magnitude at most (|m| + 2)2 and index with l∞ norm bounded by

|m|+ 2 (allowing repetitions). It follows that (x2
1 + ...+ x2

d)
B/2ψm can be written as a linear combination

of at most (4d)B/2 such tensor products, each with a coefficient of magnitude at most (|m|+B)B . Squaring

this and integrating, the orthogonality and normalisation of the tensor product of Hermite functions implies

that

16

∫
Rd

(x2
1 + ...+ x2

d)
Bψm(x)2dx ≤ 16(4d)B/2(|m|+B)2B =: p1(|m|).

For the other integral, define p2(|n|) := 4d(|n|+ 2)4. We then have∫
|xi|≥R

ψ2
ndx ≤

1

R4

∫
Rd
|x|4 ψ2

ndx ≤
p2(|n|)
R4

,

by using the same argument as above but with B = 2.

So given δ > 0 and n,m,B,Ak, Aj , (and d) we can choose r ∈ N large such that∫
|xi|≥r

|akaj | |ψmψn| dx ≤ AkAj
p1(|m|)1/2p2(|n|)1/2

r2
≤ δ.

We now have to consider the cases T ∈ Ω1
TV or T ∈ Ω1

AN separately, noting that it is sufficient to approxi-

mate the integral
∫
|xi|≤r akajψmψndx to any given precision. For notational convenience, let

Lr(m) =

[
1 + σ

((
1 + 2r

√
2(|m|+ 1)

)d
− 1

)]
so that with σ = 3d + 1 as in the definition of ‖·‖Ar , we have via Lemma 3.3.7 that ‖ψm‖Ar ≤ Lr(m).

Case 1: T ∈ Ω1
TV. Given k, j,m, n, δ and r ∈ N as above, choose M large such that

(2r)d ·
C(d)

(
log(M) + 1

)d
M

· c2r · Lr(m) · Lr(n) ≤ δ/2, (3.3.5)

where C(d) is as (3.3.4) and cr controls the total variation as in (3.1.5). Again, note that such an M can

be chosen in finitely many arithmetic operations and comparisons with the given data and assuming that

logarithms and square roots can be computed to arbitrary precision (say by a power series representation

and bound on the remainder). Using the fact that Ar is a Banach algebra (in particular we can bound the

norms of product of functions by the product of their norms) and Theorem 3.3.6, it follows that∣∣∣∣∣ (2r)dM

M∑
l=1

ak(sl)aj(sl)ψm(sl)ψn(sl)−
∫
|xi|≤r

akajψmψndx

∣∣∣∣∣ ≤ δ/2,
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where sl = 2rtl − (r, r, ..., r)T are the rescaled Halton points. Hence it is enough to show that each

product ak(sl)aj(sl)ψm(sl)ψn(sl) can be computed to a given accuracy using finitely many arithmetic

operations and comparisons. Since each sl ∈ Qd we can evaluate ak(sl)aj(sl). Note that we can compute

exp(−x2/2) to arbitrary precision with finitely many arithmetic operations and comparisons (again say by

a power series representation and bound on the remainder) and that we can compute the coefficients of the

polynomials Qm with ψm(x) = Qm(x) exp(−x2/2), using the recursion formulae to any given precision,

it follows that we can compute ψm(sl)ψn(sl) to a given accuracy using finitely many arithmetic operations

and comparisons. Using the bounds on the ak and aj and Cramér’s inequality, we can bound the error in

the product and hence the result follows.

Case 2: T ∈ Ω1
AN. On the compact cube |xi| ≤ r the double series

ak(x)aj(x) =
∑

t∈(Z≥0)d

∑
s∈(Z≥0)d

atka
s
jx
t+s

converges uniformly (recall that {atk}t∈(Z≥0)d are the power series coefficients for ak) so we can exchange

the series and integration to write∫
|xi|≤r

akajψmψndx =
∑

t,s∈(Z≥0)d

atka
s
j

∫
|xi|≤r

xs+tψm(x)ψn(x)dx. (3.3.6)

But
∣∣∣∫|xi|≤r xs+tψm(x)ψn(x)dx

∣∣∣ is bounded by

r|t|+|s|
∫
x∈Rd

|ψm| |ψn| dx ≤ r|t|+|s|
(∫

x∈Rd
|ψm|2 dx

)1/2(∫
x∈Rd

|ψn|2 dx
)1/2

= r|t|+|s|,

where we have used Hölder’s inequality and the fact that the tensorised Hermite functions are orthonormal.

Let τ = r/(r + 1), then using the fact that we know dr in (3.1.6), we can bound the tail of the series in

(3.3.6) by

d2
r

∑
|t|,|s|>M

τ |t|+|s| ≤ d2
r

 ∑
|t|>M

τ
|t1|
d +...+

|td|
d

2

,

using the fact that |x| ≤ (|x1| + ... + |xd|)/d. We can explicitly sum this series (as the difference of

geometric series) to gain the bound

d2
r

[
1− (1− τ (M+1)/d)d(

1− τ1/d
)d

]2

.

Given r and dr (and d) we can keep increasing M and evaluating the bound (strictly speaking an upper

bound accurate to 1/M say), to choose M large such that the tail is smaller than δ/2 for any given δ > 0. It

follows that it is enough to estimate integrals of the form
∫
|xi|≤r x

s+tψm(x)ψn(x)dx. Using the recurrence

relations for Hermite functions and writing ψm(x) = Qm(x) exp(−x2/2), it is enough to split the multidi-

mensional integral up as products and sums of one-dimensional integrals of the form
∫ r
−r x

a exp(−x2)dx,

for a ∈ Z≥0. Again, we have assumed that we can compute the coefficients of theQm to any given accuracy

using finitely many arithmetic operations and comparisons and using this we can bound the total error of

the expression by δ/2. The above integral vanishes unless a is even, so integration by parts (again assuming

we can evaluate exp(−x2) to any desired accuracy) reduces this to estimating
∫ r
−r exp(−x2)dx. Consider

the Taylor series for exp(−x2). The tail can be bounded by∑
k>N

r2k

k!
≤ r2N

N !
exp(−r2).
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Integrating this estimate over the interval [−r, r], we can bound this by any given η > 0 by choosing N

large enough. We can then explicitly compute
∫ r
−r
∑
k≤N x

2k/k!dx. Keeping track of all the errors is

elementary and hence
∫
|xi|≤r akajψmψndx can be approximated with finitely many arithmetic operations

and comparisons as required.

In some cases, we can also directly compute matrix elements without the cut-off argument used in the

above proof. For instance, if each ak(x) (and hence ãk(x)) is a polynomial then we can simply integrate

the power series to compute 〈ak(x)ψm, aj(x)ψn〉 and use the recurrence relations for Hermite functions.

If we know a bound on the degree of the polynomials, then clearly we can compute

〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn〉 (3.3.7)

to within ε using finitely many arithmetical operations and comparisons directly. Even if we do not know the

degree of the polynomials and are only promised that each ak(x) is a polynomial, then we can successively

approximate by more terms of the power series and eventually compute (3.3.7) to within ε using finitely

many arithmetical operations and comparisons. However, we do not know when the given accuracy has

been reached (recall that we only know a finite portion of the coefficients c1, c2, ... at any one time for

T ∈ Ω1
AN).

We can now prove the positive parts of Theorems 3.1.10 and 3.1.12.

Proof of inclusions in Theorems 3.1.10 and 3.1.12. Step 1: {Ξ1
1,Ω

1
TV}, {Ξ3

1,Ω
1
AN} ∈ Σ1

A. The proof of

this simply strings together the above results. The linear span of {e1, e2, ...} (the reordered Hermite func-

tions) is a core of T and T ∗ by Proposition 3.3.1. By Proposition 3.3.8, we can compute the inner products

〈(T − zI)ej , (T − zI)ei〉 and 〈(T − zI)∗ej , (T − zI)∗ei〉 up to arbitrary precision with finitely many arith-

metic operations and comparisons. Using Lemma 3.3.2, given z ∈ C, we can compute some approximation

υn(z, T ) in finitely many arithmetic operations and comparisons such that∣∣υn(z, T )2 −min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z̄I)|Pn(l2(N)))}2
∣∣ ≤ 1

n2
.

We now set

γn(z, T ) = υn(z, T ) + 1/n. (3.3.8)

Then γn satisfies the hypotheses of Proposition 3.2.5. The proof of Theorem 3.1.4 also makes clear that we

have error control since γn(z, T ) ≥ ‖R(z, T )‖−1.

Step 2: {Ξ1
2,Ω

1
TV}, {Ξ3

2,Ω
1
AN} ∈ Σ1

A. Consider the sequence of functions γn defined by equation

(3.3.8). These converge uniformly to ‖R(z, T )‖−1 on compact subsets of C and satisfy γn(z, T ) ≥
‖R(z, T )‖−1. We can now apply Proposition 3.2.6.

Step 3: {Ξ2
1,Ω

2
TV}, {Ξ2

2,Ω
2
TV} ∈ ∆A

2 . Let T ∈ Ω2
TV. Our strategy will be to compute the inner

products 〈(T − zI)ej , (T − zI)ei〉 and 〈(T − zI)∗ej , (T − zI)∗ei〉 to an error which decays rapidly

enough as we let the cut-off parameter r tend to∞. We follow the proof of Proposition 3.3.8 closely. Recall

that given n,m, we can choose r ∈ N large such that∫
|xi|≥r

|akaj | |ψmψn| dx ≤ AkAj
p1(|m|)1/2p2(|n|)1/2

r2
,

with the crucial difference that now we do not assume we can compute Ak, Aj , p1 or p2. It follows that

there exists some polynomial p3, with coefficients not necessarily computable from the given information,
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such that ∫
|xi|≥r

|akaj | |ψmψn| dx ≤
p3(|m| , |n|)

r2
,

for all |j| , |k| ≤ N . Now we use the sequence br to bound the error in the integral over the compact

cube asymptotically. We assume without loss of generality that br is increasing monotonically to∞ with

r. Using Halton sequences and the same argument in the proof of Proposition 3.3.8, we can approximate∫
|xi|≤r akajψmψndx, with an error that, asymptotically up to some unknown constant, is bounded by

rd ·
(

log(M) + 1
)d

M
· b2r · Lr(m) · Lr(n), (3.3.9)

where M is the number of Halton points. We can let M depend on r, n and m such that (3.3.9) is bounded

by a constant times 1/r2. It follows that we can bound the total error in approximating 〈akψm, ajψn〉 for

any j, k by p3(|m| , |n|)/r2, by making the coefficients of p3 larger if necessary. We argue similarly for the

adjoint and note that 〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn are both approximated

to within

(1 + |z|2)
P (|m| , |n|)

r2
,

for some unknown polynomial P . Hence we can apply Lemma 3.3.2 (the form where we do not know

the error in inner product estimates), changing the polynomial P to take into account the basis mapping

from Zd≥0 to N to some polynomial Q, to gain some approximation υn(z, T ) in finitely many arithmetic

operations and comparisons such that

∣∣υn(z, T )2 −min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z̄I)|Pn(l2(N)))}2
∣∣ ≤ n(1 + |z|2)Q(n)

r(n, z)2
+

1

n3
.

(3.3.10)

We now choose r(z, n) larger if necessary such that r(z, n) ≥ (1 + |z|2) exp(n). We now set γn(z, T ) =

υn(z, T )+1/n. Then γn satisfies the hypotheses of Proposition 3.2.5 and Proposition 3.2.6 since the error in

(3.3.10) decays faster than 1/n2. We can use these propositions to build the required arithmetical algorithm.

Step 4: {Ξ4
1,Ω

2
AN}, {Ξ4

2,Ω
2
AN} ∈ ∆A

2 . We argue as in step 3. To control the error in the approximation

of the integral over a compact hypercube, choose the cut-off M(r) such that

∑
|t|,|s|>M(r)

(
r

r + 1

)|t|+|s|
≤ 1

b2rr
2
.

It follows that there exists some (unknown) constant B such that we can bound the error in approximating∫
|xi|≤r akajψmψndx byB/r2 where we have absorbed the arbitrarily small error that comes from approxi-

mating the integral of the truncated power series using finitely many arithmetic operations and comparisons.

The rest of the argument is the same as in step 3.

3.3.2 Proofs of impossibility results

We first deal with Theorem 3.1.10. Recall the maps

Ξ1
j ,Ξ

2
j : Ω1

TV,Ω
2
TV 3 T 7→

Sp(T ) ∈MAW j = 1

Spε(T ) ∈MAW j = 2,

We split up the arguments to deal with Ω1
TV and then Ω2

TV.
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Proof that {Ξj ,Ω1
TV} /∈ ∆G

1 . Suppose first for a contradiction that a height one tower, Γn, exists for the

problem {Ξ1,Ω
1
TV} such that dAW(Γn(T ),Ξ1(T )) ≤ 2−n. We will deal with the one-dimensional case and

higher dimensions are similar. Let ρ(x) be any smooth bump function with maximum value 1, minimum

value 0 and support [0, 1]. Let ρn denote the translation of ρ to have support [n, n + 1]. We will consider

the two (self-adjoint and bounded) operators

(T0u)(x) = 0, (Tmu)(x) = ρm(x)u(x),

which have spectra {0} and [0, 1] respectively. For these we can take the polynomial bound (the {Ak} and

{Bk}) to be 1 and the total variation bound to be cr = 1+σTV[0,1](ρ). When we compute Γ2(T0), we only

use finitely many evaluations of the coefficient function a0(x) = 0 (as well as the other given information).

We can then choose m large such that the support of ρm does not intersect the points of evaluation. By

assumptions (ii) and (iii) in Definition 2.1.1, Γ2(Tm) = Γ2(T0). But this contradicts the triangle inequality

since dAW({0}, [0, 1]) ≥ 1

To argue for the pseudospectrum let ε > 0 and note that 2ε /∈ Spε(T0) but 2ε ∈ Spε(εTm). We now

alter the given cr to ε(1 + σTV[0,1](ρ)) and the polynomial bound to ε. The argument is now exactly as

before. Namely, we choose n large such that

dAW(Γn(T0), [−ε, 2ε]) > 2−n

then choose m large such that Γn(T0) = Γn(εTm).

Proof that {Ξj ,Ω2
TV} /∈ ΣG1 ∪ΠG

1 . Suppose first of all that a ΣG1 tower, Γn, exists for {Ξ1,Ω
2
TV}. We will

deal with the one-dimensional case and higher dimensions are similar. Consider the operators

(T0u)(x) = 0, (T1u)(x) = f(x)u(x),

where we define f in terms of Γn as follows. We choose f so that f(x) = 1 except for finitely many values

of x where it takes the value 0 and hence T0 and T1 have spectra {0} and {1} respectively and are both

self-adjoint. Note that once the zeros of f are fixed, this choice ensures that f has total variation bounded

by a constant on any hypercube and hence we may take br = 1 for all r ∈ N. There exists some n such that

Γn(T0) contains zn ∈ B1/8(0) with a guaranteed error estimate of dist(zn,Sp(T0)) ≤ 1/4. But Γn(T0)

can only depend on finitely many evaluations of 0 (as well as br = 1 and the trivial choice of gj(x) = x).

We choose f to be zero at precisely these evaluation points. By assumptions (ii) and (iii) in Definition 2.1.1,

Γn(T1) = Γn(T0), including the given error estimates, which is the required contradiction.

For {Ξ2,Ω
2
TV} /∈ ΣG1 , given ε > 0 we replace f by 3εf in the above argument and keep all other

inputs the same. Hence T0 and T1 have ε-pseudospectra [−ε, ε] and [2ε, 4ε] respectively. We note that

again there exists some n such that Γn(T0) contains zn ∈ Bε/8(0) with a guaranteed error estimate of

dist(zn,Spε(T0)) ≤ ε/4. But Γn(T0) can only depend on finitely many evaluations of 0 (as well as br = 1

and the trivial choice of gj(x) = x). We choose f to be zero at precisely these evaluation points. By

assumptions (ii) and (iii) in Definition 2.1.1, Γn(T1) = Γn(T0), including the given error estimates, which

is the required contradiction.

To argue that neither problem lies in ΠG
1 , we can use the same arguments in the proof that {Ξj ,Ω1

TV} /∈
∆G

1 . The only change now is that the algorithm, Γn, used to derive the contradiction provides ΠG
1 informa-

tion rather than ∆G
1 . For the spectrum, we consider the operators

(T0u)(x) = 0 and (Tmu)(x) = ρm(x)u(x),
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and choose n large such that Γn(T0) produces the guarantee Sp(T0) ∩ B1/4(0)c = ∅. For m sufficiently

large, we argue as before to get Γn(Tm) = Γn(T0), including the guarantee, the required contradiction.

Again a similar argument works for the pseudospectrum by rescaling Tm to 2εTm.

We now deal with the impossibility results in Theorem 3.1.12 where

Ξ3
j ,Ξ

4
j : Ω1

AN,Ω
2
AN 7→

Sp(T ) ∈MAW j = 1

Spε(T ) ∈MAW j = 2.

Proof that {Ξ3
j ,Ω

1
AN} /∈ ∆G

1 . Suppose for a contradiction that a height one tower, Γn, exists for {Ξ3
1,Ω

1
AN}

such that dAW(Γn(T ),Ξ3
1(A)) ≤ 2−n. Now consider the two (self-adjoint and bounded) operators

(T1u)(x) = 0 and (T2u)(x) = xk exp(−x2)u(x)/sk,

where k is even and will be chosen later. We choose sk such that the range of the function xk exp(−x2)/sk

is [0, 1] and hence T2 has spectrum [0, 1]. We can take the polynomial bounding function to be the constant

1 for both operators and must show that we can use the same dr for both operators in (3.1.6), independent

of k. Simple calculus yields that sk = (k/(2e))k/2. It follows that such a dr must satisfy(
2e

k

)k/2
(r + 1)2m+k

m!
≤ dr, ∀k ∈ 2N,m ∈ Z≥0. (3.3.11)

Hence it suffices to show that the function on the left hand side of (3.3.11) is bounded (as a function of m, k

for all r ∈ N). Using Stirling’s approximation (explicitly the bounds onm!), this will follow if we can show

that the right-hand side of
r2m+k

kk/2mm+1/2
≤
(

r√
k

)k (
r√
m

)2m

is bounded for all r ∈ N (now with m > 1). But this is obvious.

We can now choose k (which depends on the algorithm Γn) to gain a contradiction. Since Sp(T1) = {0}
and 1 ∈ Sp(T2) for all even k, there exists n such that dist(1,Γn(T1)) > 1/4 but dist(1,Γn(T2)) < 1/4.

However, Γn(T ) can only depend on finitely many of the coefficients {cj}, say c1, ..., cÑ(T,n), of T (as

well as the other given information). By assumption (iii) in Definition 2.1.1, we can choose k such that

the coefficient corresponding to xk, call it clk , has lk > Ñ(T1, n) and get Γn(T1) = Γn(T2), the required

contradiction.

To show {Ξ3
2,Ω

1
AN} /∈ ∆G

1 uses exactly the same argument as above. In order to gain the neces-

sary separation 3ε /∈ Spε(T1) but 3ε ∈ Spε(T2), we rescale T2 to 3εT2. Then there exists n such that

dist(3ε,Γn(T1)) > ε/2 but dist(3ε,Γn(T2)) < ε/2. The rest of the contradiction follows.

Proof that {Ξ4
j ,Ω

2
AN}, {Ξ4

j ,Ωp} /∈ ΣG1 ∪ΠG
1 . Since Ωp ⊂ Ω2

AN, it is enough to show the results for Ωp.

Suppose for a contradiction that there exists a ΣG1 algorithm, Γn, for {Ξ4
1,Ωp}. Consider

(T1u)(x) = xu(x) and (T2u)(x) = (x− xk)u(x),

where k is even and chosen later. (Tj ± iI)C∞0 (R) are dense in L2(R) with Tj initially defined on C∞0 (R)

symmetric. It follows that the closure of Tj |C∞0 (R) is self-adjoint and hence that Tj ∈ Ωp. Note that

Sp(T1) = R but Sp(T2) ⊂ (−∞, 1]. Now choose n such that Γn(T1) contains a point zn ∈ B1/4(2)

with a guaranteed error estimate of dist(zn,Sp(T1)) ≤ 1/4. However, Γn(T ) can only depend on the
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first Ñ(T, n) coefficients, c1, ..., cÑ(T,n), of T (as well as the trivial choice gj(x) = x and the numbers

bn = n!). By assumption (iii) in Definition 2.1.1, we can choose k such that the coefficient corresponding

to xk, call it crk , has rk > Ñ(T1, n) and get Γn(T1) = Γn(T2), the required contradiction. Similarly by

rescaling as above, we get {Ξ4
2,Ωp} /∈ ΣG1 .

To show {Ξ4
1,Ωp} /∈ ΠG

1 we argue the same way, but now set (T1u)(x) = 0 and (T2u)(x) = xku(x).

As before, Tj ∈ Ωp, but now Sp(T1) = {0} and 1 ∈ Sp(T2). Choose n such that Γn(T1) produces the

guarantee Sp(T1) ∩ B1/4(0)c = ∅. Again, choose k such that crk has rk > Ñ(T1, n) and get Γn(T1) =

Γn(T2), the required contradiction. Rescaling and using the same argument shows {Ξ4
2,Ωp} /∈ ΠG

1 .

3.4 Computing Approximate States

The algorithms proposed above can also be used to gain states corresponding to elements in the spectrum

in addition to the spectrum itself. For simplicity we will consider bounded operators on l2(N). For such an

operator, not all of the spectrum is composed of eigenvalues. If the operator is normal then given z ∈ Sp(A)

there exists a sequence of unit vectors xn ∈ l2(N) such that

‖(A− zI)Pnxn‖ → 0 as n→∞.

Such a sequence is known as an approximate eigenvector sequence or an approximate eigenstate sequence.

In the non-normal case, one only has the existence of xn such that at least one of ‖(A− zI)Pnxn‖ and

‖(A∗ − zI)Pnxn‖ converge to zero. The question is whether given a z in the output Γn(A) of the algorithm

in §3.2 that converges to Sp(A) and the function γn(z,A) in Theorem 3.2.7, we can find a xn satisfying

min{‖(A− zI)xn‖ , ‖(A∗ − zI)xn‖} ≤ γn(z,A).

The convergence proof of the algorithm shows that {xn} will be an approximate eigenvector sequence.

Theorem 3.4.1 (Approximate States). Suppose A is a bounded operator with dispersion bounded by f .

Given any z ∈ Γn(A) with computed function γn(z,A) of Theorem 3.2.7, we can compute a corresponding

vector xn satisfying

min{‖(A− zI)Pnxn‖ , ‖(A∗ − zI)Pnxn‖} ≤ γn(z,A)

in finitely many arithmetic and square root operations.

Proof. We will deal with the normal case and note that dealing with the general case is simply a matter of

applying the following argument to (A∗, z) as well as (A, z). Recall that

γn(z,A) = γ̂n(z,A) + cn + 1/n,

where γ̂n is a computable approximation of γ̃n(z,A) = σ1(Pf(n)(A− zI)|Pn(l2(N))) to precision 1/n.

Let ε = (γ̂n(z,A) + 1/n)2 and consider the matrix

B = Pn(A∗ − zI)Pf(n)(A− zI)Pn − εI

then B is a Hermitian matrix but not positive definite. It follows that B can be put into the form PBPT =

LDL∗, where L is lower triangular with 1’s along its diagonal, D is block diagonal with block sizes 1 or 2

and P is a permutation matrix. This can be computed in finitely many arithmetic operations. Without loss
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of generality we assume that P = I . Let x be an eigenvector of B with non-positive eigenvalue then set

y = L∗x. Such an x exists by assumption. Note that

〈y,Dy〉 = 〈L∗x,DL∗x〉 = 〈x,Bx〉 ≤ 0.

It follows that there exists a unit vector yn with 〈yn, Dyn〉 ≤ 0. Such a vector is easy to spot by either

considering 1 blocks or 2 blocks (where we need to extract square roots) in the block diagonal matrix D.

L∗ is invertible and upper triangular so we can efficiently solve for x̃n = (L∗)−1yn and then normalise to

get xn. Note that∥∥Pf(n)(A− zI)Pnxn
∥∥2

= 〈xn, Bxn〉+ ε =
1

‖x̃n‖2
〈yn, Dyn〉+ ε ≤ ε.

It follows that

‖(A− zI)Pnxn‖ ≤ cn +
∥∥Pf(n)(A− zI)Pnxn

∥∥ ≤ γ̂n(z,A) + cn + 1/n = γn(z,A).

The upshot of this is that the algorithm not only computes Γn(A) converging to the spectrum of A, but

it also computes approximating eigenvector sequences for the spectrum (and can do so for each point in

the output of Γn(A)). Since not all of the spectrum is necessarily composed of eigenvalues in the infinite-

dimensional case, this is the best any algorithm can hope to achieve in generality. This method is fast and

can be efficiently implemented, as was done for Figure 3.3 below.

3.5 Numerical Implementation

Before demonstrating the algorithms of this chapter, we discuss their numerical implementation. We begin

with simple pseudocode for the algorithms, which will be a useful reference in later chapters. We then

discuss how to implement the algorithms efficiently.

3.5.1 Routines for core algorithms

The algorithm for the spectrum can be described by the routine CompSpec, shown as pseudocode below.

Recall that this depends on the routines Grid and CompInvg described by (3.2.2) and (3.2.3) respectively.

This relies on the approximation to ‖R(z,A)‖−1 in Theorem 3.2.7 given by the routine DistSpec.

Function DistSpec(A,n,f(n),z)
Input : n ∈ N, f(n) ∈ N, matrix A, z ∈ C

Output: y ∈ R+, an approximation to the function z 7→ ‖R(z,A)‖−1

B = (A− zI)(1 : f(n), 1 : n), C = (A− zI)∗(1 : f(n), 1 : n)

S = B∗B, T = C∗C

ν = 1, l = 0

while ν = 1 do
l = l + 1

p = IsPosDef(S − l2

n2 ), q = IsPosDef(T − l2

n2 )

ν = min(p, q)

end

y = l
n

end
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Throughout we have used the fact that DistSpec (with a small modification - see Theorem 3.2.7

and the subsequent discussion) requires only finitely many arithmetic operations and comparisons. This is

discussed further in §3.2 and details on fast implementation can be found in §3.5.2. In practice, we also

replace the while loop by a much more efficient interval bisection method.

Function CompSpec(A,n,{gm},f(n),cn)
Input : n ∈ N, f(n) ∈ N, cn ∈ R+ (bound on dispersion), gm : R+ → R+, A ∈ Ωg

Output: Γ ⊂ C, an approximation to Sp(A), E ∈ R+, the error estimate

G = Grid(n)

for z ∈ G do
F (z) = DistSpec(A,n,f(n),z)

if F (z) ≤ (|z|2 + 1)−1 then

for wj ∈ BCompInvg(n,F (z),gd|z|e)(z) ∩G = {w1, ..., wk} do
Fj = DistSpec(A,n,f(n),wj)

end

Mz = {wj : Fj = minq{Fq}}
else

Mz = ∅
end

end

Γ = ∪z∈GMz

E = maxz∈Γ{CompInvg(n,DistSpec(A,n,f(n),z)+cn, gd|z|e)}
end

The algorithm for computing the pseudospectrum is shown in PseudoSpec.

Function PseudoSpec(A,n,f(n),cn,ε)
Input : n ∈ N, f(n) ∈ N, cn ∈ R+, A ∈ Ω̂, ε > 0

Output: Γ ⊂ C, an approximation to Spε(A)

G = Grid(n)

for z ∈ G do
F (z) = DistSpec(A,n,f(n),z) + cn

end

Γ =
⋃
{z ∈ G |F (z) < ε}

end

3.5.2 Efficient computation

Here we shall describe how to implement the algorithm for the spectrum efficiently. The main computa-

tional bottleneck is the computation of γn(z,A) (or DistSpec) over a grid of points in Theorem 3.2.7, and

we recall the algorithm outlined in its proof. The search routine for the smallest singular value can be effi-

ciently implemented using an interval bisection method. To test for positive definiteness, we used an incom-

plete Cholesky decomposition. If our matrix A is sparse, we can take advantage of the fact that the matrices

Bn(z) and Cn(z) have the same sparsity structure as we vary our test point z. We can calculate a permuta-
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Figure 3.1: Speed-up of method when we take advantage of the structure preservation under changes in z
and use AMD ordering. The AMD ordering only needs to be calculated once for each n and can subse-
quently be used on all test points. Both these plots are for the Laplacian H0 on the Penrose tile discussed
in §3.6.1.

tion of the indices corresponding to an Approximate Minimum Degree (AMD) ordering. This is a standard

procedure to reduce the number of operations needed for Cholesky Decomposition or Gaussian Elimina-

tion. This can be computed with the MATLAB commands [∼,∼,Q1]=chol(Bn-speye(n)) and

[∼,∼,Q2]=chol(Cn-speye(n)). We can then replace Bn and Cn by Bn(Q1,Q1) and Cn(Q2,Q2)

(using MATLAB’s notation for matrix index ordering) in subsequent calculations. As shown in Figure 3.1

this offers considerable speed-up, especially in two-dimensional models, where the initial matrix A is not

banded. For the case considered in §3.6.1, the time taken was of order ∼ O(n2.1) and ∼ O(n2.8) for large

n with and without the AMD ordering respectively (shown as reference lines).

Of course, for large sparse rectangular truncations Pn(A−zI)Pm, there exist efficient iterative methods

to approximate the smallest singular value. We found the partial Cholesky approach (with interval bisection

and AMD ordering) slightly faster for the Penrose tile example in this chapter, but note that the user can

easily use different subroutines for the computation of the smallest singular value. For the case of computing

pseudospectra (e.g. Figure 3.5), using the partial Cholesky positive definite test is much more efficient since

we can test levels of the resolvent norm on a logarithmic scale and we found it to be more stable for non-

normal A. It is also much easier to implement the incomplete Cholesky approach when using interval

arithmetic, allowing completely rigorous error bounds.

In many applications, such as finite-dimensional lattice models in condensed matter physics, we can

bound f via f(n) − n ∼ Cnα for α ∈ [0, 1). For example, α = 1/2 for the Penrose lattice model

considered in §3.6.1. The number of operations, pre-AMD ordering can then be bounded.

Proposition 3.5.1. Let A ∈ Ω̂ and suppose that for large n, f(n) − n ∼ Cnα, where f is the dispersion

function, C a constant and α ∈ [0, 1). Suppose that f is non-decreasing and also describes the off-diagonal

sparsity structure of A in the sense that An,k, Ak,n = 0 if k > f(n). If we use m1(n) test points and an

accuracy of 1/m2(n) for approximating γ̃n in Theorem 3.2.7, then the proposed algorithm for the spectrum

can be computed in

O(m1(n)n(α+1)α+1 log(m2(n)))

operations.
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Proof. We first show that testing positive definiteness of B := Bn − εI can be achieved in O(n(α+1)α+1)

operations. It is then clear, using a binary search routine, that the computation of γn(z,A) over the grid can

be achieved in O(m1(n)n(α+1)α+1 log(m2(n))) operations. The rest of the algorithm can be executed in

O(m1(n)n) operations, yielding the result.

To test positive definiteness we checked whether a Cholesky decomposition of the matrix B was pos-

sible. One can see that B also has a dispersion function f̃(n) − n ∼ C̃nα and hence without loss of

generality we can assume f = f̃ . Furthermore, B is sparse with f describing its sparsity structure. We

refer the reader to [TBI97] Chapter 23 where Cholesky factorisation is explained. Following the notation

there, one computes (assuming B positive definite)

B = R∗1...R
∗
mRm...R1

with R = Rm...R1 upper triangular. Using the fact that f is non-decreasing with f(n) ≥ n it is straight-

forward to prove that all Ri’s used to compute R have the same sparsity/dispersion function f . A simple

operation count gives complexity of order

n∑
k=1

f(k)∑
j=k+1

(f(j)− j) .
n∑
k=1

f(k)∑
j=k+1

jα .
n∑
k=1

(f(k)α+1 − kα+1) .
n∑
k=1

k(α+1)α . n(α+1)α+1

and we get the result.

Remark 3.5.2. If we are studying a finite range Hamiltonian on the lattice l2(Zd) then one can choose

α = (d − 1)/d and in the general case of such Hamiltonians this is easily seen to be optimal. If m1 =

Ln,m2 = n then in two dimensions for a constant L this reduces to n2.75 log(n) which is the slope in

Figure 3.1.

Examples of f used in the numerics

We end with some examples for the graph case l2(V (G)). Suppose our enumeration {e1, e2, ...} of the

vertices obeys the following pattern. All of e1’s neighbours (including itself) are S1 = {e1, e2, ..., eq1} for

some finite q1. The set of neighbours of these vertices is S2 = {e1, ..., eq2} for some finite q2, where we

continue the enumeration of S1 and this process continues inductively enumerating Sm.

Example 3.5.3. Suppose that the bounded operator A can be written as

A =
∑
v∼kw

α(v, w) |v〉 〈w| (3.5.1)

for some k ∈ N (we write v ∼k w for two vertices v, w ∈ V if there is a path of at most k edges connecting

v and w, that is,A only involves k-th nearest neighbour interactions). Suppose also that the vertex degree of

G is bounded by M . It holds that en ∈ Sn and {w ∈ V : v ∼k w} ⊂ Sn+k. Inductively |Sm| ≤ (M + 1)m

and hence we may take the upper bound

S(n) = (M + 1)n+k.

Example 3.5.4. Consider a nearest neighbour operator (k = 1 in (3.5.1)) on l2(Zd). It holds that |Sm| ∼
O(md) whilst |Sm+1 − Sm| ∼ O(md−1). It is easy to see that we can choose a suitable S such that

S(n)− n ∼ O(n
d−1
d ),

that is, S grows at most linearly.
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Figure 3.2: Left: Large scale experiment with n = 105 for the algorithm of this chapter and finite section
with open boundary conditions and periodic approximants (see descriptions in main text), applied to the
operator H0 in (3.6.1). The top row shows a magnified section of the approximation provided by the new
algorithm and the high resolution obtained. The approximation computed with the finite section methods
produces spurious points in band gaps with large errors ∼ 0.2. Right: The maximum errors as well as time
of outputs for the algorithm of this chapter (blue) and finite section methods (red for open BCs, green for
periodic).

3.6 Numerical Examples and Applications

We now demonstrate the broad applicability of the algorithm(s) of this chapter by a few test examples.

Examples of discrete operators are given first, including quasicrystals, the NSA Anderson model and open

systems in optics. We end with a selection of examples of PDOs.

3.6.1 Quasicrystals

Quasicrystals,3 and more generally aperiodic systems, have generated considerable interest due to their

often exotic physical/spectral properties [SBGC84, Sta12]. We present the first rigorous spectral computa-

tional study with error bounds on a Penrose tile, the standard 2D model of a quasicrystal [VNA13, TTK15,

DVET+05]. No previous algorithm converges to the spectrum, nor provides error bounds on the output.

The free Hamiltonian H0 (Laplacian) is given by

(H0ψ)i =
∑
i∼j

(ψj − ψi) , (3.6.1)

with the notation i ∼ j meaning sites i and j are connected by an edge and hence summation is over nearest

neighbour sites (vertices). Previous numerical methods study the eigenvalues of the Hamiltonian restricted

to a finite portion of the tiling with a choice of boundary conditions at the edges (finite section method).

However, this causes additional eigenvalues (spectral pollution or ‘edge states’) to appear, which are not in

the spectrum of H0 acting on the infinite tiling. We will compare our method to finite section with open

boundary conditions (truncating the tile and the corresponding matrix without applying additional boundary

conditions), and the method of approximating an aperiodic tiling by periodic approximants [TFUT91].

3Discovered in 1982 by D. Shechtman who was awarded the Nobel prize in 2011 for his discovery.
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Figure 3.3: The ground ‘state’ for the Penrose Laplacian (from the cover of Physical Review Letters Volume
122, Issue 25 [CRH19]) and an approximate state corresponding to energy nearest −5 (demonstrating that
we can deal with parts of the spectrum that are not at the edge of the spectrum). The algorithm allows us
to choose which states to compute without direct diagonalisation. It should be emphasised that we are not
necessarily approximating eigenvectors since the spectrum may not consist solely of eigenvalues.

Figure 3.2 (left) shows the output of the algorithm of this chapter for n = 105 and the two finite section

methods, with n the number of vertices used in the computation. It is important to note that the new

algorithm uses the same number of vertices of the tile as the finite section method for a given n. The error

estimate, computed for both the new algorithm as well as the finite section methods using the method in

the proof of Theorem 3.2.7, is also shown. This error estimate converges uniformly to the true error on

compact subsets of R. Finite section methods produce spurious points in the gaps of the spectrum, and the

frequency of spectral pollution is lower for the periodic approximants. The hat shape of the error function

in the figure also suggests that our error estimate has converged in the gaps of the spectrum.

The time taken for our algorithm (run using 200 cores) and for the finite section methods (which are

not parallelisable in general) to reach the final output (shown in Figure 3.2) suggests a speed-up of about

20 times. Moreover, the time for the finite section method appears to grow ∼ O(n2.9), O(n3.0) for open

and periodic boundary conditions respectively, whereas the time for our algorithm grows ∼ O(n2.1). This

predicts even larger differences in computation time for larger n, and meant we were able to compute

the spectrum for very large n only using the new algorithm. The direct diagonalisation approach is hard

to parallelise4 and so will have difficulty competing with the speed of our method for large n. It is also

possible to use the methods of this chapter to locally compute approximate states corresponding to a given

energy level without the need to diagonalise the whole system, as shown in Figure 3.3 and proven in §3.4.

Finally, we consider a magnetic Hamiltonian [TDGG15, HK87, VM04, Hof76]

(Hψ)i = −
∑
〈i,j〉

eiαjiψj .

A constant perpendicular magnetic field B = Bz with potential A = (0, xB, 0) is applied, leading to the

Peierls phase factor between sites i and j: αji = 2π
Φ0

∫ ri
rj

A · dl, where Φ0 = hc/e is the flux quantum.

Figure 3.4 shows the output for the finite section method and the algorithm of this chapter for n = 5000 up

to the first self-similar mode B0. The absence of spectral pollution when using our algorithm is striking.

Recently, Hofstadter’s butterfly has been experimentally observed in graphene lattices [HSYY+13,

DWM+13, PGY+13]. Clearly, numerical methods that avoid spectral pollution, converge, and provide
4See, for example, [Cup80, TD99, NH13] for parallel computations of eigenvalues of finite square matrices.
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Figure 3.4: Comparison of the finite section method and the algorithm of this chapter for the magnetic
Hamiltonian. The new algorithm correctly leaves out the gaps and is able to capture the complicated struc-
ture with guaranteed error maximum 0.058 for n = 5000, whereas the finite section method produces
incorrect eigenvalues (edge states).
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Figure 3.5: Pseudospectra of the finite section method with non-periodic boundary conditions shown as
contours of the resolvent norm ‖(Hn−zI)−1‖ for n = 106. Similar plots for periodic boundary conditions,
the new algorithm with and without varying p. Bounds on the spectrum are shown in green and the set
E +M in red.

error bounds are needed to study such operators with fractal-like spectra. The new method can also be

applied to problems with arbitrary (even non-constant) magnetic fields and models with large degrees of

freedom. Numerical difficulties have previously prevented theoretical modelling of many experimental re-

sults of quasicrystals in higher dimensions. The new algorithm can tackle such models, and future work

will study 3D systems.

3.6.2 Superconductors and the non-Hermitian Anderson model

Hatano and Nelson initiated the study of the non-Hermitian Anderson model in the context of vortex pinning

in type-II superconductors [HN96]. Their model showed that an imaginary gauge field in a disordered one-

dimensional lattice can induce a delocalisation transition. While synthesising such an imaginary vector

potential is a challenge in condensed-matter physics, this phenomenon has been investigated in the field

of optics [LGDV15]. From a computational point of view, non-Hermitian Hamiltonians pose a serious

challenge, as no previous algorithm converges to the pseudospectra of infinite-dimensional non-Hermitian

operators nor provides error bounds.5 The operator on l2(Z) can be written as

(Hx)n = e−τxn−1 + eτxn+1 + Vnxn,

where τ > 0 and V is a random potential.

Spectral computations of H are delicate. Once truncated to a finite lattice of size n, the spectrum and

pseudospectrum of the finite section Hn depend on the boundary conditions imposed. Non-periodic bound-

ary conditions (standard finite section) yield an entirely real spectrum, completely ignoring the instability

of the model and utterly different from the complex spectrum of H . Hatano and Nelson argued that a more

physical model would be periodic boundary conditions, and this is discussed further in Chapter 10. In our

case, periodic boundary conditions lead to spectra that converge to a curve in the complex plane strictly

contained in the spectrum [GK98].

If (Vn)n∈Z are i.i.d. random variables, then Sp(H) and Spε(H) only depend on the support of the

potential, M , almost surely. We consider the Bernoulli case M = {±1} where Vn = 1 with probability

p ∈ (0, 1). This choice ensures the spectrum has a hole in it by a standard series argument. Defining the

ellipse E = {eτ+iθ+e−τ−iθ : θ ∈ [0, 2π)}, we also have E±1 ⊂ Sp(H) which is contained in the convex

5Computations of spectra of non-normal operators are also well-known to suffer from numerical instability, even in finite dimen-
sions. For finite section computations, we checked answers using extended precision. This was not an issue for our pseudospectra
calculations which are stable (pseudospectra also behave continuously under perturbations).
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hull ofE+[−1, 1]. Figure 3.5 (I am indebted to Bogdan Roman who assisted me with parallelisation across

multiple machines for this example) shows the result of the finite section, i.e. the pseudospectra of Hn for

n = 106 (corresponding to a matrix size of 2n+ 1) and the new algorithm with τ = 1/2 and p = 1/2. The

spectra of finite sections with non-periodic boundary conditions give the wrong set in the limit n → ∞,

filling the hole in the spectrum and converging to the interval [−3, 3] (this can be proven). Pseudospectra

for periodic boundary conditions fare much better, as proven for a large class of operators in Chapter 10.

We can take advantage of the fact that, ignoring round-off errors, our algorithm has zero error in its

output and that the pseudospectrum is invariant under changes in p ∈ (0, 1). Thus, we have also shown the

output over a union of varying p. This gives an excellent estimate of the spectrum and the pseudospectrum.

3.6.3 Open systems in optics

Open systems typically yield non-Hermitian Hamiltonians as there is no guaranteed energy preservation.

However, non-Hermitian Hamiltonians can posses real spectra when they respect parity–time (PT ) sym-

metry [BB98, KGM08, Ben07]. A Hamiltonian H = p2/2 + V (x) is said to be PT -symmetric if it

commutes with the action of the operator PT where P is the parity operator x̂ → − x̂, p̂ → − p̂

and T the time operator p̂ → − p̂, i → − i. Further distinction can be made between exact (unbro-

ken) PT -symmetry when H shares common ‘eigenfunctions’ with PT and broken PT -symmetry when

they possess different eigenfunctions. Many PT -symmetric Hamiltonians possess the remarkable prop-

erty that their spectra are real for small enough Im(V ) but that the spectrum becomes complex above a

certain threshold. This phase transition is known as symmetry breaking. Such systems are of wide inter-

est [GEB+15, WRM+15, EHW+13, Sch13, Lon09] and can be realised in optics [MEGCM08, GSD+09,

RMEG+10, SLZ+11, RBM+12, RMB+13, FWM+14, HMH+14, ZHI+15].

Detecting when symmetry breaking occurs poses a substantial challenge since it is very sensitive to

surface/edge states arising from standard truncations. We discuss PT -symmetry breaking for the case of an

aperiodic potential on a discrete lattice:

(Hx)n = xn−1 + xn+1 + Vnxn

acting on l2(Z) where Vn = cos(n) + iγ sin(n) and γ ≥ 0. Here the aperiodicity occurs due to the

incommensurability of the potential and lattice. We stress that the new algorithm can handle any type of

potential (such as additional defects modelled by random potentials).

In the limit of increasing system size, the critical parameter γPT depends on the boundary conditions

imposed, often decreasing as the number of sites increases with a fragile PT -symmetric phase. This limit

can differ from the value γPT on the infinite lattice due to surface/edge states [BFKS09]. Using our algo-

rithm gives an estimate for γPT in the infinite lattice case avoiding this fragility, suggesting that symmetry

breaking occurs at γPT ≈ 1 ± 0.05. This allows us to detect edge states rigorously (spectral pollution)

and the corresponding edge modes. Figure 3.6 shows pseudospectral plots generated by our algorithm for

γ = 1, 2 as well as the plots for finite chains of length 2001 for open and periodic boundary conditions. We

can easily use the new algorithm to separate bulk states from edge states. We have also shown the values of

γPT for the finite chains showing the fragility of the PT -symmetric phase.
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Figure 3.6: Left: Pseudospectra of H computed with the new algorithm and finite sections with different
BCs (in magenta). We can easily detect edge modes with the new algorithm, whereas the finite section
approach produces incorrect solutions (edge modes). In the periodic case we have no edge, and rather these
modes are due to the jump in the potential between the two end sites. Right: Fragile PT -symmetric phase
as we increase the system size due to edge states with complex eigenvalues, which verifies the failure of
finite sections.

3.6.4 Partial differential operators

We demonstrate the algorithms of this chapter on PDOs on L2(Rd). For many of the examples, we consider

operators of the form

T = P (x1, ..., xd, ∂1, ..., ∂d),

with domain D(T ) ⊂ L2(Rd), where P is a polynomial. In this case, the matrix representation in the

Hermite basis is sparse. From the comments in Example 3.5.4 and recurrence relations for Hermite func-

tions, we can choose a basis such that f(n) − n ∼ Cn(d−1)/d, where f is the dispersion function and

C = C(d) a constant, such that f also describes the off-diagonal sparsity structure of A in the sense that

An,k = Ak,n = 0 if k > f(n). For the examples with polynomial coefficients in this section, all error

bounds and results were verified rigorously with interval arithmetic. We also consider non-polynomial

coefficients in §3.6.4.

Anharmonic oscillators

First, consider operators of the form

H = −∆ + V (x) = −∆ +

d∑
j=1

(ajxj + bjx
2
j ) +

∑
α∈Zd≥0

,|α|≤M

c(α)xα,

where aj , bj , c(α) ∈ R and the multi-indices α are chosen such that
∑
|α|≤M c(α)xα is bounded from

below. The fact that such operators are essentially self-adjoint follow from the Faris–Lavine theorem [RS75,

Theorem X.28] (one can also prove that compactly supported smooth functions form a core). Anharmonic

oscillators have attracted interest in quantum research for over four decades [BO13, Wen96, BW73, FMT89]
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and amongst their uses are approximations of potentials near stationary points. The problem of developing

efficient algorithms to compute their spectra has received renewed interest due to advances in asymptotic

analysis and symbolic computing algebra [GSS15, Bar05, Tur10]. The methods in the cited works are rich

and diverse, but lack uniformity.

We begin with comparisons to some known results in one dimension, calculated using super-symmetric

quantum mechanics [CM91]:

V1(x) = x2 − 4x4 + x6 E0 = −2

V2(x) = 4x2 − 6x4 + x6 E1 = −9

V3(x) = (105/64)x2 − (43/8)x4 + x6 − x8 + x10 E0 = 3/8

V4(x) = (169/64)x2 − (59/8)x4 + x6 − x8 + x10 E1 = 9/8.

These examples have discrete spectra and, following the physicists’ convention, we list the energy levels

as E0 ≤ E1 ≤ E2 ≤ .... Note that other methods such as finite section (of the corresponding matrices A

constructed using Hermite functions) will converge in this case (due to there being no gaps in the essential

spectrum), but do not provide the sharp Σ1 classification. We found that the grid resolution of the search

routine and the search accuracy for the smallest singular values, not the matrix size, were the main deciding

factors in the error bound. Clearly, once we know roughly where the eigenvalues are, we can speed up

computations using the fact that the algorithm is local. Furthermore, the search routine’s computational

time only grows logarithmically in its precision. Hence we set the grid spacing and the spacing of the

search routine to be 105n. Table 3.1 shows the results and all values were computed rapidly using a local

search grid. Note that we quickly gain convergence and that the error bounds become the precision of the

search routine in DistSpec (namely, 105n). In this simple example, the output happens to agree precisely

with the eigenvalues since they lie on the search grid.

Remark 3.6.1. In the notation of Proposition 3.5.1 the above examples have L(n)m1(n) constant (we

found the local search intervals via previous estimations with Γk(A)) and m2(n) = n. Hence we expect

the time taken to scale linearly up to log factors. This was found to be the case.

Potential Exact n = 500 n = 1000

V1 −2 −2± 2× 10−8 −2± 10−8

V2 −9 −9± 2× 10−8 −9± 10−8

V3 0.375 0.375± 1.6192× 10−4 0.375± 1× 10−7

V4 1.125 1.125± 6.013× 10−4 1.125± 2.4× 10−7

Table 3.1: Test run of algorithm on some potentials with known eigenvalues. Note that we quickly converge
to the eigenvalue with error bounds computed by the algorithm (through DistSpec) and using interval
arithmetic.

Next, we consider the operator

H1 = −∆ + x2
1x

2
2,

on L2(R2), which is a classic example of a potential that does not blow up at∞ in every direction, yet still

induces an operator with compact resolvent and hence discrete spectrum [Sim83]. Figure 3.7 shows the

convergence of the estimate of ‖R(z,H1)‖−1 from above as well as finite section estimates. As expected
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Figure 3.7: Two-dimensional example. Left: The convergence of our algorithm (shown as DistSpec)
and finite section to the true eigenvalues on the interval [0, 10]. Note that points with reliable finite section
eigenvalues correspond to points where the estimate of the resolvent norm is well-resolved. Right: Time
taken (when not using interval arithmetic) for both methods over a range of n (100 cores) showing near
cubic growth for finite section and O(n2.25) growth for our algorithm (reference lines).

from variational methods, the finite section method produces eigenvalues converging to the true eigenvalues

from above (there is no essential spectrum and the operator is positive). Furthermore, the areas where

DistSpec has converged correspond to areas where finite section has converged. One expects that the time

taken for finite section grows somewhere between quadratically and cubically, whereas the new algorithm

grows at most O(n2.75) up to logarithmic factors (if one does not take advantage of previous estimates

and compact resolvent to reduce the interval length of searches). This is also shown in Figure 3.7, where

we found that the finite section method grew roughly cubically whereas our algorithm grew roughly as

O(n2.25) (both shown as reference lines). The speed-up for our algorithm, compared with O(n2.75), was

due to the AMD ordering used.

Schrödinger operator with constant magnetic field

In this example, we demonstrate that the algorithm of this chapter for computing the spectrum does not

suffer from spectral pollution, which is often found in other methods used for self-adjoint operators when

there is a gap in the essential spectrum. We will demonstrate this on the Schrödinger operator with constant

magnetic field (B ∈ R, B 6= 0) in R2,

HB =

(
−i∂x1 −

Bx2

2

)2

+

(
−i∂x2

+
Bx1

2

)2

,

which is essentially self-adjoint [RS75] and plays an important role in superconductivity theory [FH10]. It

can be shown via unitary transformations that

Sp(HB) = {(2k − 1) |B| : k ∈ N},

(see [Hel13]) with each element of the spectrum being an eigenvalue of infinite multiplicity (so that the

above agrees with the essential spectrum). Figure 3.8 (left) shows the output of finite section over a range

of n and B = 1. As expected, there is no spectral pollution below the essential spectrum, but there is heavy

spectral pollution in the gaps of the essential spectrum. Figure 3.8 (right) shows the output of our algorithm.

This avoids spectral pollution whilst converging to the true spectrum.
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Figure 3.8: Left: Finite section for various n. Note the extremely heavy spectral pollution, although eigen-
values do appear to cluster around the true spectrum. Right: The estimates provided by DistSpec. The
estimate converges quickly to the true value from above. The output of our algorithm can be spotted by eye
and corresponds to the local minima of the curves below the cut-off 0.5 in this case.

Potential V E0 E1 E2 E3 E4

cos(x) 1.7561051579 3.3447026910 5.0606547136 6.8649969390 8.7353069954

tanh(x) 0.8703478514 2.9666370800 4.9825969775 6.9898951678 8.9931317537

exp(−x2) 1.6882809272 3.3395578680 5.2703748823 7.2225903394 9.1953373991

(1 + x2)−1 1.7468178026 3.4757613534 5.4115076464 7.3503220313 9.3168983920

Table 3.2: Computed eigenvalues for different potentials (first five shown). Each eigenvalue En, computed

with an error bound at most 10−9 via DistSpec, is a shift of the harmonic oscillator eigenvalue 2n+ 1

This is a simple example since one can analytically diagonalise the operator. However, given an oper-

ator, it can be hard to choose an appropriate basis such that finite section avoids spectral pollution (in fact

this is, in general, impossible in a precise sense - see §7.1) and the above example demonstrates that we

do not have to worry about this when using our algorithm. This will also be revisited for Dirac operators

[STY+04] in §4.6.3, where we compute highly oscillatory bounded modes.

General coefficients: perturbed harmonic oscillator

As a simple set of examples, we consider

T = −∆ + x2 + V (x),

on L2(R), where V is a bounded potential (for more examples with general coefficients, see [CH19a]).

Such operators have discrete spectra, however, the perturbation V causes the eigenvalues to shift relative to

the classical harmonic oscillator (whose spectrum is the set of odd positive integers). Table 3.2 shows the

first five eigenvalues for a range of potentials. Each entry in the table is computed with an error bound at

most 10−9 provided by DistSpec.
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Figure 3.9: Left: Calculated pseudospectrum for the imaginary cubic oscillator. Note the clear presence of
eigenvalues. Right: Calculated pseudospectrum for imaginary Airy operator. Both figures were produced
with n = 1000.

Pseudospectra and PT -symmetry

We now turn to the pseudospectrum and consider PT -symmetric non-self-adjoint operators T (and for

which it is known that compactly supported smooth functions form a core of T and T ∗ [EE87]). The first

example is the imaginary cubic oscillator defined formally (in one dimension) by

H2 = −d2/dx2 + ix3.

This operator is the most studied example of a PT -symmetric operator (a concept met previously in §3.6.3)

[BB98, BBJ02], as well as appearing in statistical physics and quantum field theory [Fis78]. It is known

that the resolvent is compact [CGM80] with all eigenvalues simple and residing in R≥0 [DDT01, Tai06].

The eigenvectors are complete but do not form a Riesz basis [SK12]. Figure 3.9 shows the pseudospectrum

computed using n = 1000. This demonstrates the instability of the spectrum of the operator.

Next, we consider the imaginary Airy operator

H3 = −d2/dx2 + ix,

since this is known to have empty spectrum [Hel13], demonstrating that the algorithm is effective in this

case. Note that any finite section method will overestimate the pseudospectrum due to the presence of

false eigenvalues. H3 is PT -symmetric and has compact resolvent. The resolvent norm ‖R(z,H3)‖ only

depends on the real part of z and blows up exponentially as Re(z) → +∞. We have shown the computed

pseudospectrum for n = 1000 in Figure 3.9.

We do not need to discretise anything to apply the above method. Up to numerical errors in the testing of

positive definiteness (which can be implemented using interval arithmetic if desired [Tuc11]), all computed

pseudospectra are guaranteed to be inside the correct pseudospectra. This is in contrast to the numerical

experiments conducted in [Dav99], where the operator is discretised. It is also easy to construct examples

where discretisations fail dramatically, either not capturing the whole spectrum or suffering from spectral

pollution (even without spectral pollution - figuring out which parts of computations are trustworthy can be

very difficult for finite section and related methods [Zha15]). Algorithms like PseudoSpec are a useful

tool to test the reliability of such outputs.
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Chapter 4

Computing Spectral Measures

Part of the richness and beauty that arises in infinite dimensions is the possibility of different spectral types.

Given a normal operator A, there is an associated projection-valued measure (resolution of the identity),

which we denote by EA, whose existence is guaranteed by the spectral theorem and whose support is

Sp(A) [KR97a, KR97b, RS80]. This allows the representation of the operator A as an integral over Sp(A),

analogous to the finite-dimensional case of diagonalisation:

Ax =

∫
Sp(A)

λdEA(λ)x, ∀x ∈ D(A),

where D(A) denotes the domain of A. For example, if A is compact, then EA corresponds to projec-

tions onto eigenspaces, familiar from the finite-dimensional setting. However, in general, the situation is

much more complicated with different types of spectra (see Chapter 5). The computation of EA, along

with its various decompositions and their supports, is of great interest, both theoretically and for practi-

cal applications. For example, spectral measures are intimately related to the autocorrelation function in

signal processing, resonance phenomena in scattering theory, and stability analysis for fluids and many

other quantities [KM71, GS03, Ros91, ELOB07, ELO94, ELS19, BP84, HHK72, LSY16, WC15, KS03,

DN86, DS06a, TOD12]. Moreover, the computation of EA allows one to compute many additional objects,

such as the functional calculus, the Radon–Nikodym derivative of the absolutely continuous component

of the measure, and spectral measures and spectral set decompositions. For instance, in §4.1.3 we dis-

cuss how the results of this chapter allow the computation of spectral measures and the functional calculus

of almost arbitrary self-adjoint partial differential operators on L2(Rd). An important class of examples

is given by solutions of evolution equations such as the time-dependent Schrödinger equation on L2(Rd)

[Lub08, HO10]. An excellent and readable introduction to the spectral theorem can be found in Paul Hal-

mos’ article [Hal63].

Despite its importance, there has been no general method for computing spectral measures of normal

operators, or even self-adjoint operators. Although there is a rich literature on the theory of spectral mea-

sures, most of the efforts to develop computational tools have focused on specific examples where analytical

formulas are available or perturbations thereof. For example, the work of [WO17] deals with compact per-

turbations of tridiagonal Toeplitz operators and there are methods for computing spectral density functions

of Sturm–Liouville problems.1 In some sense, the lack of general methods is not surprising given the dif-

1For further discussions on applications and previous methods in the literature, we refer the reader to the discussions in [CHT20].
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ficulty of rigorously computing spectra. One can consider the open problem of general computation of

spectral measures as the infinite-dimensional analogue of computing projections onto eigenspaces.2

In this chapter, we provide algorithms for the computation of spectral measures for a large class of self-

adjoint operators (and, more generally, normal operators whose spectrum lies on a regular enough Jordan

curve). We classify the computation of measures, measure decompositions, functional calculus and Radon–

Nikodym derivatives in the SCI hierarchy for such operators. Given a matrix representation, we show that

if each matrix column decays at infinity at a known asymptotic rate, then it is possible to compute spectral

measures. The central ingredient of the new algorithm is the computation of the resolvent operator with

error control. We also discuss how to improve the convergence rates of the new algorithms for smooth

enough measures (locally) by using different rational kernels. Under regularity assumptions, this allows the

computation of spectral measures (specifically local computation of the Radon–Nikodym derivative of the

absolutely continuous part) with error control.

We also demonstrate the applicability of the new algorithms. These algorithms are parallelisable, al-

lowing large scale computations. Examples include orthogonal polynomials on the real line (obtaining the

measure from the recurrence relations), a model of magneto-graphene that demonstrates high-resolution

computation and the avoidance of spectral pollution, fractional diffusion on a quasicrystal and the solution

of infinite-dimensional evolution equations with error control. Partial differential operators on the contin-

uum are also studied, and the results of this chapter carry over by employing spectral methods to solve the

PDEs corresponding to the resolvent. As an example, we study a Dirac operator with radially symmetric

potential, which models relativistic quantum electrons in an external field. This example corresponds to a

coupled first-order system on the half-line, and we show how the resolvent gives rise to a very efficient nu-

merical method to compute highly oscillatory bound states, whilst avoiding spectral pollution. In all cases,

the challenging numerical aspect is the computation of the resolvent close to the real-axis, and this is one

reason why the high-order methods developed in §4.5 are particularly useful. For a given desired accuracy,

one may evaluate the resolvent at a much larger distance from the spectrum than in the case of a first-order

method. The examples also collectively highlight an important point, that is, the new algorithms can easily

be used in tandem with any numerical procedure that computes the action of the resolvent in an adaptive

manner with asymptotic error control. This gives great flexibility to the methods.3

4.1 Background and Summary

We begin with the relevant background for the rest of Part I of this thesis. As in Chapter 3, we consider the

canonical separable Hilbert space H = l2(N), the set of square summable sequences with canonical basis

{en}n∈N. By a choice of basis our results extend to any separable Hilbert space.4 In particular, we can

2Of course eigenvectors exist in the infinite-dimensional case, but not all of the spectrum consists of eigenvalues. The projection-
valued measure generalises the notion of projections onto eigenspaces.

3This flexibility is explored further in the paper [CHT20], and the theory and methods developed in this chapter form much of the
foundations of the software package SpecSolve written by the author and Andrew Horning:

https://github.com/SpecSolve/SpecSolve

This chapter is based mainly on [CRH19], the theory of high-order rational kernels in [CHT20] (§4.5 of this chapter) was developed
by the author, and the spectral method implementation of high-order kernels in [CHT20] (in particular the numerical examples of
§4.5.1 and §4.6.3) was developed jointly by the author and Andrew Horning.

4It should be pointed out, however, that not all bases are created equal. For example, for a given operator it may be the case that
there is a basis which gives a diagonal representation, whereas another basis may generate a dense matrix. We will see that a good
basis is one for which we know the function f appearing in (4.1.3). Moreover, for the methods of this chapter, one only needs to be
able to compute the resolvent to sufficient accuracy. One does not need a basis representation, and hence a wide number of tools from
scientific computation become available when solving the shifted linear systems.
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handle partial differential operators through spectral methods as discussed in §4.1.3. Indeed, the algorithms

can be made to work with any method that computes the resolvent with an asymptotic form of error control

(a matrix representation is not needed). Let C(l2(N)) be the set of closed densely defined linear operatorsA

such that span{en : n ∈ N} forms a core of A and A∗. The point spectrum (the set of eigenvalues) will be

denoted by Spp(A), which is not always closed. We will focus on the subclass ΩN ⊂ C(l2(N)) of normal

operators, those for which D(A) = D(A∗) and ‖Ax‖ = ‖A∗x‖ for all x ∈ D(A). The subclasses ⊂ ΩN

of self-adjoint (again allowing unbounded operators) and unitary operators will be denoted by ΩSA and ΩU

respectively. Recall that for A ∈ ΩSA and A ∈ ΩU, Sp(A) ⊂ R and Sp(A) ⊂ T respectively, where T

denotes the unit circle.

Given A ∈ ΩN and a Borel set B, EAB will denote the projection EA(B). Given x, y ∈ l2(N), we can

define a bounded (complex-valued) measure µAx,y via the formula

µAx,y(B) = 〈EABx, y〉.

Via the Lebesgue decomposition theorem [Hal50], the spectral measure µAx,y can be decomposed into three

parts

µAx,y = µAx,y,ac + µAx,y,sc + µAx,y,pp,

the absolutely continuous part of the measure (with respect to the Lebesgue measure), the singular con-

tinuous part (singular with respect to the Lebesgue measure and atomless) and the pure point part. When

considering ΩSA, we will consider Lebesgue measure on R and let

ρAx,y(λ) =
dµAx,y,ac

dm
(λ), (4.1.1)

the Radon–Nikodym derivative of µAx,y,ac with respect to Lebesgue measure. Of course this can be extended

to the unitary (and, more generally, normal) case. This naturally gives a decomposition of the Hilbert space

H = l2(N). For I = ac, sc and pp, we let HI consist of vectors x whose measure µAx,x is absolutely

continuous, singular continuous and pure point respectively. This gives rise to the orthogonal decomposition

H = Hac ⊕Hsc ⊕Hpp (4.1.2)

whose associated projections will be denoted by PAac, PAsc and PApp respectively. These projections commute

with A and the projections obtained through the projection-valued measure. Of particular interest is the

spectrum of A restricted to eachHI , which will be denoted by SpI(A). These different sets and subspaces

often, but not always, characterise different physical properties in quantum mechanics (such as the famous

RAGE theorem [Rue69, AG74, Ens78]), where a system is modelled by some Hamiltonian A ∈ ΩSA

[CFKS87, Com93, GKP91, Las96]. For example, pure point spectrum implies the absence of ballistic

motion for many Schrödinger operators [Sim90].

4.1.1 Algorithmic set-up

We now define the various subclasses of operators and the evaluation set used in this chapter and the next.

Given an operator A ∈ C(l2(N)), we can view it as an infinite matrix

A =


a11 a12 a13 . . .

a21 a22 a23 . . .

a31 a32 a33 . . .
...

...
...

. . .


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through the inner products aij = 〈Aej , ei〉. All of the algorithms constructed can also be adapted to

operators on l2(Z), either through the use of a suitable reordering of the basis, or though considering

truncations of matrices in two directions, which is useful numerically since it preserves bandwidth. To

be precise about the information needed to compute spectral properties, we define the class of evaluation

functions Λ1 = {〈Aej , ei〉 : i, j ∈ N}. This is entirely analogous to §3.1.1. For discrete operators, this

information is often given to us, for example, in tight-binding models in physics, and hence it is natural to

seek to compute spectral properties from matrix values. For partial differential operators, such information

is often given through inner products with a suitable basis, and, in this case, the inexact input model is

needed due to approximating the integrals. An example of this was given in Chapter 3 and we discuss in

§4.1.3 how to extend the results of this chapter to partial differential operators (see also an appendix of

[Col19a]).

Remark 4.1.1. As usual, all of the algorithms that follow can be easily extended to the case of inexact input

and restrictions to arithmetic operations with rational numbers.

We will be concerned with operators whose matrix representation has a known asymptotic rate of

column/off-diagonal decay. Namely, let f : N → N with f(n) > n and let α = {αn}n∈N, β = {βn}n∈N
be null sequences5 of non-negative real numbers. We then define for X = SA or X = U,

ΩX
f,α,β = {A ∈ ΩX : ‖(Pf(n) − I)APn‖ = O(αn), as n→∞}

× {x ∈ l2(N) : ‖Pnx− x‖ = O(βn), as n→∞},
(4.1.3)

where Pn denotes the orthogonal projection onto span{e1, ..., en}. We will also use

ΩX
f,α = {A ∈ ΩX : ‖(Pf(n) − I)APn‖ = O(αn), as n→∞}.

When discussing ΩSA
f,α,β and ΩSA

f,α we will use the notation Ωf,α,β and Ωf,α. The collection of vectors in

l2(N) satisfying ‖Pnx−x‖ = O(βn) will be denoted by Vβ . Finally, when αn ≡ 0, we will abuse notation

slightly in requiring the stronger condition

‖(Pf(n) − I)APn‖ = 0.

Thus Ωf,0 is the class of self-adjoint operators whose matrix sparsity structure is captured by the function f .

For example, if f(n) = n+1 we recover the class of self-adjoint tridiagonal matrices, the most studied class

of operators. When discussing classes that include vectors x ∈ l2(N), we extend Λ1 to include pointwise

evaluations of the coefficients of x. Other additions are sometimes needed such as data regarding open sets

as inputs for computations of measures, but this will always be made clear. When considering the general

case of Ωf,α, the function f and sequence α can also be considered as inputs to the algorithm - in other

words, the same algorithm works for each class.

4.1.2 A motivating example

As a motivating example, consider the case of a Jacobi operator with matrix

J =


b1 a1

a1 b2 a2

a2 b3
. . .

. . . . . .


5We use the term ‘null sequence’ for a sequence converging to zero.
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Figure 4.1: Smoothed approximations of the Radon–Nikodym derivative for the Jacobi operator associated
to Jacobi polynomials with α = 1, β = 1/2. Here the measure is absolutely continuous and supported on
[−1, 1]. Left: Convolutions KH(u+ iε; J, e1) for different ε using the methods of this chapter. Right: The
associated Poisson kernel π−1ε/(ε2 + x2) which approaches a Dirac delta distribution as ε ↓ 0.

where aj , bj ∈ R and aj > 0. An enormous amount of work exists on the study of these operators, and the

correspondence between bounded Jacobi matrices and probability measures with compact support [Tes00,

Dei99]. The entries in the matrix provide the coefficients in the recurrence relation for the corresponding

orthonormal polynomials. To study the canonical measure µJ , one usually considers the principal resolvent

function defined on C\Sp(J) via

G(z) := 〈R(z, J)e1, e1〉 =

∫
R

dµJ(λ)

λ− z
,

and then takes z close to the real axis. The function G is also known in the differential equations and

Schrödinger communities as the Weylm-function [Tes00, GS97] and one can develop the discrete analogue

of what is known as Weyl–Titchmarsh–Kodaira theory for Sturm–Liouville operators. Going back to the

work of Stieltjes [Sti94] (see also [Akh65, Wal48]), there is a representation of G as a continued fraction:

G(z) :=
1

−z + b1 − a2
1

−z+b2−...

. (4.1.4)

One can also approximate G via finite truncated matrices [Tes00].

However, there are two significant obstacles to overcome when using (4.1.4) and its variants as a means

to compute measures. First of all, this representation of the principal resolvent function is structurally

dependent. For example, (4.1.4) is valid for the restricted case of Jacobi operators and hence one is led

to seek different methods for different operators (such as tight-binding Hamiltonians on two-dimensional

lattices, which have a growing bandwidth when represented as an infinite matrix). Second, this would seem

to give the wrong classification of the difficulty of the problem in the SCI hierarchy, giving rise to a tower

of algorithms with two limits. One first takes a truncation parameter n to infinity to compute G(z) for

Im(z) > 0, and then a second limit as z approaches the real axis. One of the main messages of this chapter

is that both of these issues can be overcome. Measures can be computed in one limit via an algorithm Γn

and for a large class of operators. The only restriction is a known asymptotic decay rate of the off-diagonal

entries. As a by-product, we compute the m-function of such operators with error control. Specific cases

where this can be written explicitly do exist, such as periodic Jacobi matrices or perturbations of Toeplitz
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operators [DE15]. However, there has been no general method proposed to compute the resolvent with error

control. This consideration is crucial to allow the computation of measures in one limit.

To see how we might compute the measure using the resolvent, consider the Poisson kernel for the

half-plane and the unit disk, defined respectively by

PH(x, y) =
1

π

y

x2 + y2
and PD(x, y) =

1

2π

1− (x2 + y2)

(x− 1)2 + y2
= PD(r, θ) =

1

2π

1− r2

1− 2r cos(θ) + r2
,

where (x, y) and (r, θ) denote the usual Cartesian and polar coordinates respectively. Let A be a normal

operator, then for z /∈ Sp(A), we have from the functional calculus that

R(z,A) =

∫
Sp(A)

1

λ− z
dEA(λ).

For self-adjoint A, z = u+ iv ∈ C\R (u, v ∈ R) and x ∈ l2(N) we define

KH(z;A, x) : =
1

2πi
[R(z,A)−R(z,A)]x

=
1

2πi

∫ ∞
−∞

[
1

λ− z
− 1

λ− z

]
dEA(λ)x =

∫ ∞
−∞

PH(u− λ, v)dEA(λ)x.

Similarly, if A is unitary, z = r exp(iψ) ∈ C\T (with z 6= 0) and x ∈ l2(N) we define

KD(z;A, x) :=
1

2πi
[R(z,A)−R(1/z,A)]x =

1

2πi

∫
T

[
1

λ− z
− 1

λ− 1/z

]
dEA(λ)x.

We change variables λ = exp(iθ) and with an abuse of notation, write dEA(λ) = i exp(iθ)dEA(θ). A

simple calculation then gives

KD(z;A, x) =

∫ 2π

0

PD(r, ψ − θ)dEA(θ)x. (4.1.5)

Returning to our example, we see that the computation of the resolvent with error control allows the

computation of G(z) with error control through taking inner products. By considering G(z) − G(z), this

allows the computation of the convolution of the measure µJ with the Poisson kernel PH . In other words,

we can compute a smoothed version of the measure µJ with error control. Figure 4.1 demonstrates this for a

typical example. We will see also in §4.5, that kernels different to the Poisson kernel allow improved rates of

convergence and also the computation of measures with error control under certain regularity assumptions.

Finally, we remark on a similar, though different, object studied in the mathematical physics literature:

the density of states [Kir07, CL90, KM07], which we mention for completeness and to avoid potential con-

fusion. This is related to the finite section method and often used when considering random Schrödinger

operators. This object is defined via the ‘thermodynamic limit’, where instead of considering the full

infinite-dimensional operator A, one considers finite truncations, say PnAPn, and the limit as n → ∞ (in

the weak∗ sense) of the measure
∑
xj∈Sp(PnAPn) δxj/n. To see why the density of states is different from

the spectral measure of A (and why the averaging leads to a less refined measure than the full spectral mea-

sure), consider A with discrete spectra below the essential spectrum. The contribution of these eigenvalues

to the density of states vanishes as n→∞. The spectral measure, on the other hand, does not ignore these

eigenvalues and allows the computation of spectral decompositions, as we demonstrate in this thesis.

4.1.3 Summary of results of chapter and extensions to partial differential operators

We prove that with respect to Λ1 (and with convergence in the corresponding metric spaces):
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• Proposition 4.2.1 and Corollary 4.2.2: Computation of R(z,A)x ∈ l2(N) for (A, x) ∈ Ωf,α,β lies

in ∆A
1 . In other words, the resolvent can be computed in one limit using an arithmetic algorithm with

error control.

• Theorem 4.3.1: Computation of EAUx ∈ l2(N) for (A, x) ∈ Ωf,α,β and U open lies in ∆A
2 but not

∆G
1 . In other words, this can be done in one limit using an arithmetic algorithm but, in general, error

control is impossible. This can be extended to other types of sets such as closed intervals or singletons,

and can be extended to unitary and much more general operators (see Theorem 4.2.4). Through taking

inner products, these results extend to the computation of the scalar measures µAx,y(U).

• Theorem 4.3.3: Computation of the decompositions µAx,y,I(U) for (A, x, y) ∈ Ωf,α,β × Vβ and U

open lies in ∆A
3 but not ∆G

2 for I = ac, sc and pp. In other words, this can be done in two limits

using arithmetical algorithms but not one limit.

• Theorem 4.4.1: Computation of F (A)x ∈ l2(N) for (A, x) ∈ Ωf,α,β and F a continuous bounded

function on Sp(A) lies in ∆A
2 . Error control is sometimes possible. For example, if Sp(A) is bounded

and F is holomorphic on an open neighbourhood of Sp(A).

• Theorem 4.4.2: Computation of ρAx,y ∈ L1(U) for (A, x) ∈ Ωf,α,β × l2(N) (where U is an

open set separated from the singular parts of the measure µAx,y) lies in ∆A
2 (i.e. we can compute

Radon–Nikodym derivatives in one limit). Without the separation condition, our algorithm converges

(Lebesgue) almost everywhere.

Higher-order kernels

In §4.5, we consider the use of higher-order kernels replacing the Poisson kernel in the computation of

spectral quantities. Under local regularity assumptions on the measure, we prove, in Theorem 4.5.3 and

Theorem 4.5.7 respectively, pointwise and Lp convergence rates of arbitrary order in the smoothing pa-

rameter ε. In Corollary 4.5.9, this is translated to ∆A
1 classifications for computing the Radon–Nikodym

derivative of the absolutely continuous part of the spectral measures in Lp spaces for 1 ≤ p ≤ ∞. A similar

conclusion holds for the functional calculus. The high-order kernels constructed in this chapter form the

basis of the software package SpecSolve for computing spectral measures of self-adjoint operators.

Partial differential operators

The techniques of this chapter can be extended to partial self-adjoint partial differential operators onL2(Rd)

of the form

Lu(x) =
∑

k∈Zd≥0
,|k|≤N

ak(x)∂ku(x), (4.1.6)

with polynomially bounded coefficients of locally bounded total variation. This is done explicitly in an

appendix of [Col19a], using some of the techniques of Chapter 3 to compute the resolvent with asymptotic

error control. For the sake of brevity, we have not repeated these results here. As an important example,

consider Schrödinger operators L = −∆ + V with polynomially bounded potentials of locally bounded

total variation. Hence, in this case, we can compute the spectral properties (measures, functional calculus

etc.) of L by point sampling the potential V , if we have an asymptotic bound on the total variation of V
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over finite rectangles. In particular, we can solve the Schrödinger equation

du

dt
= −iLu, ut=0 = u0 (4.1.7)

on L2(Rd) by computing exp(−itL)u0 with guaranteed convergence. These kinds of results can be ex-

tended to other domains such as the half-line, and can be adapted to cope with other types of potentials or

coefficients that are not of locally bounded total variation (for instance Coulombic potentials for Dirac or

Schrödinger operators). We also remark that the software package SpecSolve makes use of state-of-the-

art spectral methods for unbounded domains.

4.2 Approximating the Resolvent

The algorithms built in this chapter and the next rely (adaptively) on the ability to compute the action of

the resolvent operator R(z,A) = (A − z)−1 for z /∈ Sp(A) with error control. Given this, one can then

compute the projections EAS for a wide range of sets S (Theorem 4.3.1 and its generalisations), and hence

the measures µAx,y . In this section, we discuss the computation of the resolvent with error control and how

this can be used to compute measures via generalisations of Stone’s formula. This will also form the basis

of high-order rational kernels in §4.5.

4.2.1 Approximating the resolvent operator

The key proposition for computing the action of the resolvent operator is the following, where we use σ1 to

denote the injection modulus of an operator:

σ1(A) := min{‖Ax‖ : x ∈ D(A), ‖x‖ = 1}.

The proof boils down to a careful computation of a least-squares solution of a rectangular linear system.

Similar results and other SCI classifications of computing inverses of linear systems are developed by the

author in collaboration in [BACH+19].

Proposition 4.2.1. Let A ∈ ΩN, z ∈ C\Sp(A) and x ∈ l2(N). Suppose that the following hold for

constants C1 and C2 (that may depend on A and x and may be unknown), together with null sequences

{αn}n∈N and {βn}n∈N independent of A and x:

1. For f : N→ N with f(n) > n, ‖(I − Pf(n))APn‖ ≤ C1αn,

2. ‖Pnx− x‖ ≤ C2βn,

3. For δ > 0, dist(z,Sp(A)) ≥ δ.

Then there exists a sequence of arithmetic algorithms Γn(A, x, z) mapping into l2(N), each of which use

the evaluation functions in Λ1, such that each vector Γn(A, x, z) has finite support with respect to the

canonical basis for each n and Γn(A, x, z)→ R(z,A)x. Moreover, the following error bound holds

‖Γn(A, x, z)−R(z,A)x‖ ≤
C2βf(n) + C1αn‖Γn(A, x, z)‖+ ‖Pf(n)(A− zI)Γn(A, x, z)− Pf(n)x‖

δ
.

(4.2.1)

If a bound on C1 and C2 are known, this error bound can be computed to arbitrary accuracy using finitely

many arithmetic operations and comparisons. In the more general case for a fixed {αn}, {βn} and f , this

gives an asymptotic error bound holding for all A, x and z which satisfy the above assumptions.
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Proof. We have that n = rank(Pn) = rank((A − zI)Pn) = rank(Pf(n)(A − zI)Pn) for large n since

σ1(A− zI) > 0 and ‖(I − Pf(n))(A− zI)Pn‖ ≤ C1αn → 0. Hence we can define

Γ̃n(A, x, z) :=

0, if σ1(Pn(A∗ − zI)Pf(n)(A− zI)|Pn(l2(N))) ≤ 1
n

[Pn(A∗ − zI)Pf(n)(A− zI)Pn]−1Pn(A∗ − zI)Pf(n)x, otherwise.

Suppose that n is large enough so that σ1(Pn(A∗− zI)Pf(n)(A− zI)|Pn(l2(N))) > 1/n. Then Γ̃n(A, x, z)

is a (least-squares) solution of the optimisation problem argminy‖Pf(n)(A − zI)Pny − x‖. The linear

space span{en : n ∈ N} forms a core of A and hence of A− zI . It follows by invertibility of A− zI that

given any ε > 0, there exists an m = m(ε) and a y = y(ε) with Pmy = y such that

‖(A− zI)y − x‖ ≤ ε.

It follows that for all n ≥ m,

‖(A− zI)Γ̃n(A, x, z)− x‖ ≤ ‖Pf(n)(A− zI)Γ̃n(A, x, z)− x‖+ C1αn‖Γ̃n(A, x, z)‖

≤ ‖Pf(n)(A− zI)y − x‖+ C1αn‖Γ̃n(A, x, z)‖

≤ ‖Pf(n)(A− zI)y − Pf(n)x‖+ C2βf(n) + C1αn‖Γ̃n(A, x, z)‖

≤ ε+ C2βf(n) + C1αn‖Γ̃n(A, x, z)‖.

This implies that

‖Γ̃n(A, x, z)−R(z,A)x‖ ≤ ‖R(z,A)‖‖(A− zI)Γ̃n(A, x, z)− x‖

≤ ‖R(z,A)‖
(
ε+ C2βf(n) + C1αn‖Γ̃n(A, x, z)‖

)
.

In particular, since αn and βn are null, this implies that ‖Γ̃n(A, x, z)‖ is uniformly bounded in n. Since

ε > 0 was arbitrary, we also see that Γ̃n(A, x, z) converges to R(z,A)x.

Define the matrices

Bn = Pn(A∗ − zI)Pf(n)(A− zI)Pn, Cn = Pn(A∗ − zI)Pf(n).

Given the evaluation functions in Λ1, we can compute the entries of these matrices to any given accuracy

and hence also to arbitrary accuracy in the operator norm (say using the Frobenius norm to bound the

operator norm), using finitely many arithmetic operations and comparisons. Denote the approximations of

Bn and Cn by B̃n and C̃n respectively and assume that

‖Bn − B̃n‖ ≤ un, ‖Cn − C̃n‖ ≤ vn,

for null sequences {un}, {vn}. Note that B̃−1
n can be computed using finitely many arithmetic operations

and comparisons. So long as un is small enough, the resolvent identity implies that

‖B−1
n − B̃−1

n ‖ ≤
‖B̃−1

n ‖2un
1− un‖B̃−1

n ‖
=: wn.

By taking un and vn smaller if necessary (so that the algorithm is adaptive and it is straightforward to

bound the norm of a finite matrix from above), we can ensure that ‖B̃−1
n ‖vn ≤ n−1 and (‖C̃n‖+ vn)wn ≤

n−1. From Corollary 3.2.9 and a simple search routine, we can also compute σ1(Pn(A∗ − zI)Pf(n)(A −
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zI)|Pn(l2(N))) to arbitrary accuracy using finitely many arithmetic operations and comparisons. Suppose

this is done to an accuracy 1/n2 and denote the approximation via τn. We then define

Γn(A, x, z) :=

0, if τn ≤ 1
n

B̃−1
n C̃nx̃n, otherwise,

where x̃n = Pf(n)x. It follows that Γn(A, x, z) can be computed using finitely many arithmetic operations

and, for large n,

‖Γn(A, x, z)− Γ̃n(A, x, z)‖ ≤
(
‖B̃−1

n ‖vn + (‖C̃n‖+ vn)wn

)
‖x‖ → 0,

so that Γn(A, x, z) converges to R(z,A)x.

Furthermore, the following error bound holds (which also holds if τn ≤ 1/n)

‖Γn(A, x, z)−R(z,A)x‖ ≤ ‖R(z,A)‖‖(A− zI)Γn(A, x, z)− x‖

≤
C2βf(n) + C1αn‖Γn(A, x, z)‖+ ‖Pf(n)(A− zI)Γn(A, x, z)− Pf(n)x‖

dist(z,Sp(A))
,

since A is normal so that ‖R(z,A)‖ = dist(z,Sp(A))−1. This bound converges to 0 as n→∞. If the C1

and C2 are known it can be approximated to arbitrary accuracy using finitely many arithmetic operations

and comparisons.

Note that if A is banded with bandwidth m, then we can take f(n) = n+m and the above computation

can be done in O(nm2) operations [GVL13]. The following corollary of Proposition 4.2.1 will be used

repeatedly in the following proofs.

Corollary 4.2.2. There exists a sequence of arithmetic algorithms

Γn : Ωf,α,β × C\R→ l2(N)

with the following properties:

1. For all (A, x) ∈ Ωf,α,β and z ∈ C\R, Γn(A, x, z) converges to R(z,A)x in l2(N) as n→∞.

2. For any (A, x) ∈ Ωf,α,β , there exists a constant C(A, x) such that for all z ∈ C\R,

‖Γn(A, x, z)−R(z,A)x‖ ≤ C(A, x)

|Im(z)|
[
αn + βn

]
.

Proof. Let Γn(A, x, z) = Γ̂m(n,A,x,z)(A, x, z) where Γ̂k are the algorithms from the statement of Proposi-

tion 4.2.1 and m(n,A, x, z) is a subsequence diverging to infinity as n → ∞. Clearly statement (1) holds

so we must show how to choose the sequence m(n,A, x, z) such that (2) holds (and hence our algorithms

will be adaptive). From (4.2.1), it is enough to show that m = m(n,A, x, z) can be chosen such that

βf(m) + αm‖Γ̂m(A, x, z)‖+ ‖Pf(m)(A− zI)Γ̂m(A, x, z)− Pf(m)x‖ . αn + βn.

The left-hand side can be approximated to arbitrary accuracy using finitely many arithmetic operations and

comparisons and hence by repeatedly computing approximations to within αn + βn, we can choose the

minimal m such that these approximate bounds are at most 2(αn + βn).
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4.2.2 Stone’s formula and Poisson kernels

We next show how the computation of the resolvent with error control allows the computation of the convo-

lution of spectral measures with Poisson kernels, as mentioned in §4.1.2. Moreover, this can be done with

a certain sense of error control. This is related to Stone’s famous formula [Sto90, CL55, RS80] to compute

the pointwise action of the projection-valued measures associated with an operator A ∈ ΩSA. However,

Stone’s formula can be generalised to unitary operators and a much larger class of normal operators (see

Proposition 4.2.4). We will assume the reader is familiar with standard results from spectral theory and

harmonic analysis, which, for example, can be found in [Dur70, RS80]. The following proposition is the

celebrated Stone’s formula, and we include a short proof for the benefit of the reader since the ideas in the

proof will be used elsewhere.

Proposition 4.2.3 (Stone’s formula [Sto90]). Recalling the definitions of KH and KD in §4.1.2, the fol-

lowing boundary limits hold.

(i) Let A ∈ ΩSA. Then for any −∞ ≤ a < b ≤ ∞ and x ∈ l2(N),

lim
ε↓0

∫ b

a

KH(u+ iε;A, x)du = EA(a,b)x+
1

2
EA{a,b}x.

(ii) Let A ∈ ΩU. Then for any 0 ≤ a < b < 2π and x ∈ l2(N),

lim
ε↓0

∫ b

a

i exp(iψ)KD((1− ε) exp(iψ);A, x)dψ = EA(a,b)Tx+
1

2
EA{exp(ia),exp(ib)}x,

where (a, b)T denotes the image of (a, b) under the map θ → exp(iθ).

Proof. To prove (i), we can apply Fubini’s theorem to interchange the order of integration and arrive at∫ b

a

KH(u+ iε;A, x)du =

∫ ∞
−∞

∫ b

a

PH(u− λ, ε)du dEA(λ)x

But ∫ b

a

PH(u− λ, ε)du =
1

π

[
tan−1

(
b− λ
ε

)
− tan−1

(
a− λ
ε

)]
is bounded and converges pointwise as ε ↓ 0 to χ(a,b)(λ) + χ{a,b}(λ)/2, where χS denotes the indicator

function of a set S. Part (i) now follows from the dominated convergence theorem.

To prove (ii), we apply Fubini’s theorem again, now noting that∫ b

a

i exp(iψ)PD((1− ε), ψ − θ)dψ =
i exp(iθ)

2π

∫ b−θ

a−θ

(2ε− ε2) exp(iψ)

ε2 + 2(1− ε)(1− cos(ψ))
dψ. (4.2.2)

We can split the interval into small intervals of widthO(ρ) (0 < ρ < 1) around each point where cos(ψ) = 1

and a finite union of intervals on which 1 − cos(ψ) is positive, bounded away from 0. On these later

intervals, the limit vanishes as ε ↓ 0. Hence by periodicity and considering odd and even parts, we are left

with considering

I1(ρ, ε) =

∫ ρ

0

(2ε− ε2) cos(ψ)

ε2 + 2(1− ε)(1− cos(ψ))
dψ, I2(ρ, ε) =

∫ ρ

0

(2ε− ε2) sin(ψ)

ε2 + 2(1− ε)(1− cos(ψ))
dψ.

Explicit integration yields I2(ε, ρ) = O(ε log(ε)) and hence the contribution vanishes in the limit. We also

have

I1(ρ, ε) =

(ε2 − 2ε)ρ+ 2(2 + ε2 − 2ε) tan−1

(
(2−ε) tan

(
ρ
2

)
ε

)
2(1− ε)

.
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Figure 4.2: Left: Exterior cone condition for Proposition 4.2.4. Right: Deformed contour γε to compute the
quantity fε(zi).

This converges to π as ε ↓ 0. Considering the contributions of I1 and I2 in (4.2.2), we see that (4.2.2)

converges pointwise as ε ↓ 0 to

i exp(iθ)
{
χ(a,b)(θ) + [χ{a}(θ) + χ{b}(θ)]/2

}
.

Since the integral is also bounded, part (ii) now follows from the dominated convergence theorem and

change of variables.

This type of construction can be generalised to A ∈ ΩN whose spectrum lies on a regular enough curve.

However, it is much more straightforward in the general case to use the analytic properties of the resolvent.

The next proposition does this and also holds for operators whose spectrum does not necessarily lie on a

curve.

Proposition 4.2.4 (Generalised Stone’s formula). Let γ be a rectifiable positively oriented Jordan curve.

Suppose that A ∈ ΩN is such that Sp(A) intersects γ at finitely many points z1, ..., zm. Suppose also that

in a neighbourhood of each of the zi, γ is formed of a line segment meeting Sp(A) only at zi, at which point

Sp(A) has a local exterior cone condition with respect to γ (see Figure 4.2). Let x ∈ l2(N). We can then

define the Cauchy principal value integral of the resolvent R(z,A)x along γ and have

−1

2πi
PV

∫
γ

R(z,A)xdz = EASp(A;γ)x−
1

2

 m∑
j=1

EA{zj}x

 , (4.2.3)

where Sp(A; γ) is the closure of the intersection of Sp(A) with the interior of γ.

Proof. We will argue for the case m = 1, and the general case follows in exactly the same manner. Let

ε > 0 be small so that in a neighbourhood of the ε−ball around z1, γ is given by a straight line. We then

decompose γ into two disjoint parts

γ = γ1
ε ∪ γ2

ε

as shown in Figure 4.2. We set

Fε(x,A) =

∫
γ1
ε

R(z,A)xdz =

∫
Sp(A)

∫
γ1
ε

1

λ− z
dzdEA(λ)x.

We then consider the inner integral

fε(λ) =

∫
γ1
ε

1

λ− z
dz.
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If λ is inside γ then limε↓0 fε(λ) = −2πi via Cauchy’s residue theorem. Similarly, if λ is outside γ then

limε↓0 fε(λ) = 0. To calculate fε(z1), consider the contour integral along γε in Figure 4.2. We see that

fε(z1)− iπ = −2iπ

and hence fε(z1) = −iπ. We would like to apply the dominated convergence theorem. Clearly, away from

z1, fε is bounded as ε ↓ 0. Now let 0 < δ < ε then

fδ(λ)− fε(λ) =

∫ ε

δ

1
λ−z1
w − s

+
1

λ−z1
w + s

ds = log

(
ε+ λ−z1

w

−ε+ λ−z1
w

)
− log

(
δ + λ−z1

w

−δ + λ−z1
w

)

for some w ∈ T. Taking the pointwise limit δ ↓ 0, we see that we can prove that fε(λ) is bounded for

λ ∈ Sp(A) in a neighbourhood of z1 as ε ↓ 0 if we can prove the same for

gε(λ) = log

(
ε+ λ−z1

w

−ε+ λ−z1
w

)
.

By rotating and translating, we can assume that w = 1 and z1 = 0 without loss of generality. Let λ1 =

Re(λ) and λ2 = Im(λ). Using the cone condition gives α |λ1| ≤ |λ2| for some α > 0. Assume λ1 6= 0

then ∣∣∣∣ ε+ λ

−ε+ λ

∣∣∣∣2 =
(ε+ λ1)2 + λ2

2

(ε− λ1)2 + λ2
2

= 1 +
4x

(x− 1)2 + y2
,

where x = ε/λ1 and y = λ2/λ1. Note that y2 ≥ α2 and without loss of generality we take y ≥ α. Define

h(x, y) =
4x

(x− 1)2 + y2

Note that h(x, y)→ 0 as |x|2 + |y|2 →∞. We must show that h(x, y) is bounded above −1 for y ≥ α. It

is enough to consider points where ∂h/∂x = 0 which occur when x± = ±
√

1 + y2. We have

h(x±, y) =
±2√

1 + y2 ∓ 1
≥ −2√

1 + α2 + 1
> −1,

and hence we have proved the required boundedness. We then define

PV

∫
γ

R(z,A)xdz = lim
ε↓0

Fε(x,A).

The relation (4.2.3) now follows from the dominated convergence theorem.

4.3 Computation of Measures

For the sake of brevity, the rest of this chapter will, unless otherwise stated, consider the self-adjoint case

A ∈ ΩSA, which is the case most encountered in applications (see [Col19a] for numerical examples involv-

ing unitary operators). However, the algorithms built are based on Proposition 4.2.1 (and Corollary 4.2.2)

and the link with Poisson kernels/Cauchy transforms. Given the relation (4.1.5) and Proposition 4.2.4,

the results can be straightforwardly extended to the unitary case and more general cases where conditions

similar to that of Proposition 4.2.4 hold.
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4.3.1 Full spectral measure

We start by considering the computation of EAUx where U ⊂ R is a non-trivial open set. The collection of

these subsets will be denoted by U . To be precise, we assume that we have access to a finite or countable

collection am(U), bm(U) ∈ R ∪ {±∞} such that U can be written as a disjoint union

U =
⋃
m

(am(U), bm(U)) . (4.3.1)

Note that such a decomposition always exists. With an abuse of notation, we add this information as

evaluation functions to Λ1 to form Λ̃1.

Theorem 4.3.1 (Computation of measures on open sets). Given the above set-up, consider the map

Ξmeas : Ωf,α,β × U → l2(N)

(A, x, U)→ EAUx.

Then {Ξmeas,Ωf,α,β×U , Λ̃1} ∈ ∆A
2 . In other words, we can construct a convergent sequence of arithmetic

algorithms for the problem.

Remark 4.3.2. What this theorem essentially tells us is that if we can compute the action of the resolvent

operator with asymptotic error control, then we can compute the spectral measures of open sets in one

limit. In the unitary case, this can easily be extended to relatively open sets of T. For any U ∈ U the

approximation of EAUx has finite support, and hence we can take inner products to compute µAx,y(U).

Proof. Let A ∈ ΩSA and z1, z2 ∈ C\R. By the resolvent identity and self-adjointness of A,

‖R(z1, A)−R(z1, A)‖ ≤ |Im(z1)|−1 |Im(z2)|−1 |z1 − z2| .

Hence, for z = u+iεwith ε > 0, the vector-valued functionKH(u+iε;A, x) (considered with argument u)

is Lipschitz continuous with Lipschitz constant bounded by ε−2‖x‖/π. Now consider the class Ωf,α,β ×U
and let (A, x, U) ∈ Ωf,α,β×U . From Corollary 4.2.2, we can construct a sequence of arithmetic algorithms,

Γ̂n, such that

‖Γ̂n(A, u, z)−KH(u+ iε;A, x)‖ ≤ C(A, x)

ε
(αn + βn)

for all (A, x) ∈ Ωf,α,β . It follows from standard quadrature rules and taking subsequences if necessary

(using that {αn} and {βn} are null), that for −∞ < a < b <∞, the integral∫ b

a

KH

(
u+

i

n
;A, x

)
du

can be approximated to an accuracy Ĉ(A, x)/n using finitely many arithmetic operations and comparisons

and the relevant set of evaluation functions Λ̃1 (the constant C now becomes Ĉ due to not knowing the

exact value of ‖x‖).
Recall that we assumed the disjoint union

U =
⋃
m

(am, bm)

where am, bm ∈ R∪ {±∞} and the union is at most countable. Without loss of generality, we assume that

the union is over m ∈ N. We then let am,n, bm,n ∈ Q be such that am,n ↓ am and bm,n ↑ bm as n → ∞
with am,n < bm,n and hence (am,n, bm,n) ⊂ (am, bm). Let

Un =

n⋃
m=1

(am,n, bm,n),
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then the proof of Stone’s formula in Proposition 4.2.3 (essentially an application of the dominated conver-

gence theorem) can be easily adapted to show that

lim
n→∞

∫
Un

KH

(
u+

i

n
;A, x

)
du = EAUx.

Note that we do not have to worry about contributions from endpoints of the intervals (am, bm) since we

approximate strictly from within. To finish the proof, we simply let Γn(A, x, U) be an approximation of

the integral ∫
Un

KH

(
u+

i

n
;A, x

)
du

to within accuracy Ĉ(A, x)/n (which by the above remarks can be computed using finitely many arithmetic

operations and comparisons and the relevant set of evaluation functions Λ̃1).

This theorem can clearly be extended to cover the more general case of Proposition 4.2.4 if γ is regular

enough to allow approximation of

PV

∫
γ

R(z,A)xdz

given the ability to computeR(z,A)xwith asymptotic error control. Note that when it comes to numerically

computing the integrals in Propositions 4.2.3 and 4.2.4, it is advantageous to deform the contour away from

the spectrum. This ensures that the resolvent has a smaller Lipschitz constant. The proof can also be

adapted to compute EIx where I is a closed interval by considering intervals shrinking to [a, b] (a, b finite).

A special case of this is the computation of the spectral measure of singleton sets. However, for these it

much easier to directly use the formulae

EA{u}x = lim
ε↓0

ε · πKH(u+ iε;A, x), EA{exp(iθ)}x = lim
ε↓0

ε · πi exp(iθ)KD((1− ε) exp(iθ);A, x),

for A ∈ ΩSA and A ∈ ΩU respectively. This idea will be used numerically in §4.6.3.

In the setting of Theorem 4.3.1, it is possible to compute the convolutions with error control. One may

also wonder whether it is possible to upgrade the convergence of the algorithm in Theorem 4.3.1 from ∆2

to ∆1. In other words, whether it is possible to compute the measure with error control. However, this is

difficult because the measure may be singular. Theorem 5.3.2 shows this is impossible even for singleton

sets and discrete Schrödinger operators acting on l2(N).

4.3.2 Measure decompositions and projections

Recall from §4.1 that PAI denotes the orthogonal projection onto the space HAI , where I denotes a generic

type (ac, sc,pp, c or s). We have included the continuous and singular parts denoted by c or s which

correspond toHac⊕Hsc andHsc⊕Hpp respectively. These are often encountered in mathematical physics.

In this section, we prove the following theorem.

Theorem 4.3.3. Given the set-up in §§4.1 and 4.3.1, consider the map

ΞI : Ωf,α,β × Vβ × U → C

(A, x, y, U)→ 〈PAI EAUx, y〉 = µAx,y,I(U),

for I = ac, sc,pp, c or s. Then

∆G
2 63 {ΞI ,Ωf,α,β × Vβ × U , Λ̃1} ∈ ∆A

3 .
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To prove this theorem, it is enough, by the polarisation identity, to consider x = y (note that all the

projections commute). We will split the proof into two parts - the ∆A
3 inclusion and the ∆G

2 exclusion.

Remark 4.3.4. In the special case that x = y so that the measure is real-valued, we can define the Σ and Π

classes as in §2.2. In this case, the proof shows that some of these computation problems lie in the relevant

Σ and Π classes, which will be used in §5.3.

Proof of inclusion in Theorem 4.3.3

Since PApp = I − PAc , PAac = I − PAs and PAsc = PAs − PApp, it is enough, by Theorem 4.3.1 and Remark

4.3.2, to consider only I = c and I = s.

Step 1: We first deal with I = c, where we shall use a similar argument to the proof of Theorem

4.4.1 (which is more general than what we need). We recall the RAGE theorem [Rue69, AG74, Ens78]

as follows. Let Qn denote the orthogonal projection onto vectors in l2(N) with support outside the subset

{1, ..., n} ⊂ N. Then for any x ∈ l2(N),

〈PAc EAUx, x〉 = ‖PAc EAUx‖2 = lim
n→∞

lim
t→∞

1

t

∫ t

0

∥∥Qne−iAsEAUx∥∥2
ds

= lim
n→∞

lim
t→∞

1

t

∫ t

0

∥∥Qne−iAsχU (A)x
∥∥2
ds.

The proof of Theorem 4.4.1 is easily adapted to show that there exists arithmetic algorithms Γ̃n,m using Λ̃1

such that

‖Qne−iAsχU (A)x− Γ̃n,m(A, x, U, s)‖ ≤ C(A, x, U)

m

for all (A, x, U, s) ∈ Ωf,α,β × U × R. Note that this bound can be made independent of s (as we have

written above) by sufficiently approximating the function exp(−its)χU (t) (it has known total variation for

a given s and uniform bound). We now define

Γn,m(A, x, U) =
1

m2

m2∑
j=1

‖Γ̃m,n(A, x, U, j/m)‖2.

Using the fact that for a, b ∈ l2(N),

|〈a, a〉 − 〈b, b〉| ≤ ‖a− b‖ (2‖a‖+ ‖a− b‖) , (4.3.2)

it follows that∣∣∣‖Qne−iAsχU (A)x‖2 − ‖Γ̃n,m(A, x, U, s)‖2
∣∣∣ ≤ C(A, x, U)

m

(
2‖x‖+

C(A, x, U)

m

)
.

Hence we have shown that∣∣∣∣Γn,m(A, x, U)− 1

m

∫ m

0

∥∥Qne−iAsχU (A)x
∥∥2
ds

∣∣∣∣ ≤ 1

m2

m2∑
j=1

C(A, x, U)

m

(
2‖x‖+

C(A, x, U)

m

)

+
1

m2

m2∑
j=1

∣∣∣∣∣gn(j/m)−m
∫ j

m

j−1
m

gn(s)ds

∣∣∣∣∣ ,
where gn(s) = ‖Qne−iAsχU (A)x‖2. Clearly the first term converges to 0 as m → ∞ so we only need to

consider the second. Using (4.3.2), it follows that for any ε > 0 that

|gn(s)− gn(s+ ε)| ≤ 4‖Qne−iAs(e−iAε − I)χU (A)x‖‖x‖ ≤ 4‖x‖‖(e−iAε − I)χU (A)x‖.
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But e−iAε − I converges strongly to 0 as ε ↓ 0 and hence the quantity∣∣∣∣∣gn(j/m)−m
∫ j

m

j−1
m

gn(s)ds

∣∣∣∣∣→ 0

as m→∞ uniformly in j. It follows that

lim
m→∞

Γn,m(A, x, U) = lim
t→∞

1

t

∫ t

0

∥∥Qne−iAsEAUx∥∥2
ds

and hence

lim
n→∞

lim
m→∞

Γn,m(A, x, U) = 〈PAc EAUx, x〉.

Step 2: Next we deal with the case I = s. Note that for z ∈ C\R, 〈R(z,A)x, x〉 is simply the Stieltjes

transform (also called the Borel transform) of the positive measure µAx,x

〈R(z,A)x, x〉 =

∫
R

1

λ− z
dµAx,x(λ).

The Hilbert transform of µAx,x is given by the limit

HµAx,x
(t) =

1

π
lim
ε↓0

Re (〈R(t+ iε, A)x, x〉) ,

with the limit existing (Lebesgue) almost everywhere. This object was studied in [PSZ10, Pol96], where

we shall use the result (since the measure is positive) that for any bounded continuous function f ,6

lim
s→∞

πs

2

∫
R
f(t)χ{w:|HµAx,x (w)|≥s}(t)dt =

∫
R
f(t)dµAx,x,s(t). (4.3.3)

Now let (A, x, U) ∈ Ωf,α,β × U with

U =
⋃
m

(am, bm)

where am, bm ∈ R ∪ {±∞} and the disjoint union is at most countable as in (4.3.1). Without loss of

generality, we assume that the union is over m ∈ N. Due to the possibility of point spectra at the endpoints

am, bm, we cannot simply replace f by χU in the above limit (4.3.3). However, this can be overcome in the

following manner.

Let ∂U denote the boundary of U defined by U\U and let ν denote the measure µAx,x|∂U . Let fs denote

a pointwise increasing sequence of continuous functions, converging everywhere up to χU , such that the

support of each fs is contained in

[−s, s]
⋂ dse⋃

m=1

(
am + 1/

√
s, bm − 1/

√
s
) .

Such a sequence exists (and can easily be explicitly constructed) precisely because U is open. We first

claim that

lim
s→∞

πs

2

∫
R
fs(t)χ{w:|HµAx,x (w)|≥s}(t)dt = µAx,x,s(U). (4.3.4)

To see this note that for any u ∈ R, the following inequalities hold

lim inf
s→∞

πs

2

∫
R
fs(t)χ{w:|HµAx,x (w)|≥s}(t)dt ≥ lim inf

s→∞

πs

2

∫
R
fu(t)χ{w:|HµAx,x (w)|≥s}(t)dt

=

∫
R
fu(t)dµAx,x,s(t).

6Note that this is stronger than weak∗ convergence which in this case means restricting to continuous functions vanishing at infinity.
That the result holds for arbitrary bounded continuous functions is due to the tightness condition that the result holds for the function
identically equal to 1.
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Taking u→∞ gives that

lim inf
s→∞

πs

2

∫
R
fs(t)χ{w:|HµAx,x (w)|≥s}(t)dt ≥ µAx,x,s(U), (4.3.5)

so we are left with proving a similar bound for the limit supremum. Note that any point in the support of

fs is of distance at least 1/
√
s from ∂U . It follows that there exists a constant C independent of t such that

for any t ∈ supp(fs),

|Hν(t)| ≤ C
√
s

Now let ε ∈ (0, 1). Then, for large s, s− C
√
s ≥ (1− ε)s and hence

supp(fs) ∩ {w : |HµAx,x
(w)| ≥ s} ⊂ supp(fs) ∩ {w : |HµAx,x−ν(w)| ≥ (1− ε)s}. (4.3.6)

Now let f be any bounded continuous function such that f ≥ χU . Then using (4.3.6),

lim sup
s→∞

πs

2

∫
R
fs(t)χ{w:|HµAx,x (w)|≥s}(t)dt

≤ lim sup
s→∞

1

1− ε
π(1− ε)s

2

∫
R
fs(t)χ{w:|HµAx,x−ν(w)|≥(1−ε)s}(t)dt

≤ lim sup
s→∞

1

1− ε
π(1− ε)s

2

∫
R
f(t)χ{w:|HµAx,x−ν(w)|≥(1−ε)s}(t)dt

=
1

1− ε

∫
R
f(t)d([µAx,x − ν]s)(t).

Now we let f ↓ χU , with pointwise convergence everywhere. This is possible since the complement of U

is open. By the dominated convergence theorem, and since ε was arbitrary, this yields

lim sup
s→∞

πs

2

∫
R
fs(t)χ{w:|HµAx,x (w)|≥s}(t)dt ≤ [µAx,x − ν]s(U) = µAx,x,s(U),

where the last equality follows from the definition of ν. The claim (4.3.4) now follows.

Let χn be a sequence of non-negative continuous piecewise affine functions on R, bounded by 1 and

such that χn(t) = 0 if t ≤ n− 1 and χn(t) = 1 if t ≥ n+ 1. Consider the integrals

I(n,m) =
πn

2

∫
R
fn(t)χn(|Fm(t)|)dt,

where Fm(t) is an approximation of

1

π
Re

(〈
R

(
t+

i

m
,A

)
x, x

〉)
to pointwise accuracy O(m−1) over t ∈ [−n, n]. Note that a suitable piecewise linear function fn can be

constructed using Λ̃1, as can suitable χn, and a suitable approximation function Fm can be pointwise eval-

uated using Λ̃1 (again by Corollary 4.2.2). It follows that there exists arithmetic algorithms Γn,m(A, x, U)

using Λ̃1 such that

|I(n,m)− Γn,m(A, x, U)| ≤ C(A, x, U)

m
.

The dominated convergence theorem implies that

lim
m→∞

Γn,m(A, x, U) = lim
m→∞

I(n,m) =
πn

2

∫
R
fn(t)χn(|HµAx,x

(t)|)dt.

Note that continuity of χn is needed to gain convergence almost everywhere and prevent possible oscilla-

tions about the level set {HµAx,x
(t) = n}. We also have

χ{w:|HµAx,x (w)|≥n+1}(t) ≤ χn(|HµAx,x
(t)|) ≤ χ{w:|HµAx,x (w)|≥n−1}(t)
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The same arguments used to prove (4.3.4), therefore show that

lim
n→∞

πn

2

∫
R
fn(t)χn(|HµAx,x

(t)|)dt = µAx,x,s(U).

Hence,

lim
n→∞

lim
m→∞

Γn,m(A, x, U) = µAx,x,s(U),

completing the proof of inclusion in Theorem 4.3.3.

Proof of exclusion in Theorem 4.3.3

To prove the exclusion, we need two results which will also be used in Chapter 5. Namely, a result connected

to Anderson localisation (Theorem 5.2.1) and a result concerning sparse potentials of discrete Schrödinger

operators (Theorem 5.3.4). We also introduce some notation which will also be used in Chapter 5. Consider

a connected, undirected graph G, such that the degree of each vertex is bounded by some constant CG and

such that the set of vertices V (G) is countably infinite. We also assume that there exists at most one edge

between two vertices and no edges from a vertex to itself. We use the abuse of notation by identifying each

x ∈ V with its canonical vector in l2(V (G)) ∼= l2(N). The notation x ∼ y means there is an edge in G

connecting vertices x and y. We will use |x− y| to denote the length of a shortest path between vertices

x, y (which always exists since the graph is connected), and ζ(x) to denote the valence of x. An arbitrary

base vertex x0 is chosen and we define |x| = |x− x0|.
The (negative) discrete Laplacian or free Hamiltonian H0 acts on ψ ∈ l2(V (G)) via

{H0ψ}(x) = −
∑
y∼x

[ψ(y)− ψ(x)].

Since the vertex degree is bounded, H0 is a bounded operator. We define a Schrödinger operator on G to

be an operator of the form

Hv = H0 + v,

where v is a bounded (real-valued) multiplication operator

{vψ}(x) = v(x)ψ(x).

Proof of exclusion in Theorem 4.3.3. Since PApp = I − PAc , PAac = I − PAs and PAsc = PAs − PApp, it is

enough, by Theorem 4.3.1 and Remark 4.3.2, to consider I = pp, ac and sc. We restrict the proof to

considering bounded Schrödinger operators Hv acting on l2(N), which are clearly a subclass of Ωf,0 for

f(n) = n+ 1. In this distinguished case, we truncate the operator naturally defined on l2(Z) and define

H0 =


2 −1

−1 2 −1

−1 2
. . .

. . . . . .


We also set x = e1, with the crucial properties that this vector is cyclic and hence µHve1,e1 has the same

support as Sp(Hv), and that x ∈ V0. Throughout, we also take U = (0, 4).

Step 1: We begin with PApp. Suppose for a contradiction that there does exist a sequence of general

algorithms Γn such that

lim
n→∞

Γn(Hv) = 〈PHvpp E
Hv
(0,4)e1, e1〉.
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We take a general algorithm, denoted Γ̂n, from Theorem 4.3.1 which has

lim
n→∞

Γ̂n(Hv) = µHve1,e1((0, 4)).

Since e1 is cyclic, this limit is non-zero if (0, 4) ∩ Sp(Hv) 6= ∅. We therefore define

Γ̃n(Hv) =

0 if Γ̂n(Hv) = 0

Γn(Hv)

Γ̂n(Hv)
otherwise.

We will use Theorem 5.2.1 and the following well-known facts:

1. If for any l ∈ N there exists ml such that v(ml + 1) = v(ml + 2) = ... = v(ml + l) = 0, then

(0, 4) ⊂ Sp(Hv).

2. If there exists N ∈ N such that v(n) is 0 for n ≥ N , then Sppp(Hv) ∩ (0, 4) = ∅ [Rem98], but

[0, 4] ⊂ Sp(Hv) (the potential acts as a compact perturbation so the essential spectrum is [0, 4]).

3. If we are in the setting of Theorem 5.2.1, then the spectrum of Hvω + A is pure point almost surely.

Moreover, if ρ = χ[−c,c]/(2c) for some constant c, then [−c, 4 + c] ⊂ Sppp(Hvω +A) almost surely.

The strategy will be to construct a potential v such that (0, 4) ⊂ Sp(Hv), yet Γ̃n(Hv) does not converge.

This is a contradiction since by our assumptions, for such a v we must have

Γ̃n(Hv)→
〈PHvpp E

Hv
(0,4)e1, e1〉

µHve1,e1((0, 4))
.

To do this, choose ρ = χ[−c,c]/(2c) for some constant c such that the conditions of Theorem 5.2.1 hold and

define the potential v inductively as follows.

Let v1 be a potential of the form vω (with the density ρ) such that Sp(Hv1) is pure point. Such a v1 exists

by Theorem 5.2.1 and we have 〈PHv1pp E
Hv1
(0,4)e1, e1〉 = µ

Hv1
e1,e1((0, 4)). Hence for large enough n it must hold

that Γ̃n(Hv1
) > 3/4. Fix n = n1 such that this holds. Then Γn1

(Hv1
) only depends on {v1(j) : j ≤ N1}

for some integer N1 by (i) of Definition 2.1.1. Define the potential v2 by v2(j) = v1(j) for all j ≤ N1 and

v2(j) = 0 otherwise. Then by fact (2) above, 〈PHv2pp E
Hv2
(0,4)e1, e1〉 = 0 but µHv2e1,e1((0, 4)) 6= 0, and hence

Γ̃n(Hv2) < 1/4 for large n, say for n = n2 > n1. But then Γn2(Hv2) only depends on {v2(j) : j ≤ N2}
for some integer N2.

We repeat this process inductively switching between potentials which induce Γ̃nk(Hvk) < 1/4 for k

even and potentials which induce Γ̃nk(Hvk) > 3/4 for k odd. Explicitly, if k is even then define a potential

vk+1 by vk+1(j) = vk(j) for all j ≤ Nk and vk+1(j) = vω(j) (with the density ρ) otherwise such that

the spectrum of Hvk is pure point. Such a ω exists from Theorem 5.2.1 applied with the perturbation A to

match the potential for j ≤ Nk. If k is odd then we define vk+1 by vk+1(j) = vk(j) for all j ≤ Nk and

vk+1(j) = 0 otherwise. We can then choose nk+1 such that the above inequalities hold and Nk+1 such that

Γnk+1
(Hvk+1

) only depends on {vk+1(j) : j ≤ Nk+1}. We also ensure that Nk+1 ≥ Nk + k.

Finally set v(j) = vk(j) for j ≤ Nk. It is clear from (iii) of Definition 2.1.1, that Γ̃nk(Hv) = Γ̃nk(Hvk)

and this implies that Γ̃nk(Hv) cannot converge. However, since Nk+1 ≥ Nk + k, for any k odd we

have v(Nk + 1) = v(Nk + 2) = ... = v(Nk + k) = 0. Fact (1) implies that (0, 4) ⊂ Sp(Hv), hence

µHve1,e1((0, 4)) 6= 0 and therefore Γ̃n(Hv) converges. This provides the required contradiction.

Step 2: Next we deal with I = ac. To prove that one limit will not suffice, our strategy will be to

reduce a certain decision problem to the computation of Ξac. Let (M′, d′) be the discrete space {0, 1}, let
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Ω′ denote the collection of all infinite sequence {aj}j∈N with entries aj ∈ {0, 1} and consider the problem

function

Ξ′({aj}) : Does {aj} have infinitely many non-zero entries?

In [Col19b], it was shown that SCI(Ξ′,Ω′)G = 2 (where the evaluation functions consist in component-

wise evaluation of the array {aj}). Suppose for a contradiction that Γn is a height one tower of general

algorithms such that

lim
n→∞

Γn(Hv) = 〈PHvac EHv(0,4)e1, e1〉.

We will gain a contradiction by using the supposed tower to solve {Ξ′,Ω′}.
Given {aj} ∈ Ω′, consider the operator Hv , where the potential is of the following form:

v(m) =

∞∑
k=1

akδm,k!. (4.3.7)

Then by Theorem 5.3.4, 〈PHvac EHv(0,4)e1, e1〉 = µHve1,e1((0, 4)) if
∑
k ak < ∞ (that is, if Ξ′({aj}) = 0) and

〈PHvac EHv(0,4)e1, e1〉 = 0 otherwise. Note that in either case we have µHve1,e1((0, 4)) 6= 0. We follow Step 1

and take a general algorithm, denoted Γ̂n, from Theorem 4.3.1 which has

lim
n→∞

Γ̂n(Hv) = µHve1,e1((0, 4)).

Since e1 is cyclic, this limit is non-zero for Hv , where v is of the form (4.3.7). We therefore define

Γ̃n(Hv) =

0 if Γ̂n(Hv) = 0

Γn(Hv)

Γ̂n(Hv)
otherwise.

It follows that

lim
n→∞

Γ̃n(Hv) =

1 if Ξ′({aj}) = 0

0 otherwise.

GivenN we can evaluate any matrix value ofH using only finitely many evaluations of {aj} and hence

the evaluation functions Λ̃1 can be computed using component-wise evaluations of the sequence {aj}. We

now set

Γn({aj}) =

0 if Γn(Hv) >
1
2

1 otherwise.

The above comments show that each of these is a general algorithm and it is clear that it converges to

Ξ′({aj}) as n→∞, the required contradiction.

Step 3: Finally, we must deal with I = sc. The argument is the same as Step 2, but now with replacing

〈PHvac EHv(0,4)e1, e1〉 with 〈PHvsc EHv(0,4)e1, e1〉 and the resulting Γ̃n(Hv) with 1− Γ̃n(Hv).

4.4 Two Important Applications

4.4.1 Computation of the functional calculus

Theorem 4.3.1 can be extended to computing the functional calculus. Recall that given a (possibly un-

bounded complex-valued) Borel function F , defined on C, and A ∈ ΩN, F (A) is defined by

F (A) =

∫
Sp(A)

F (λ)dEA(λ).
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F (A) is a densely defined closed normal operator with dense domain given by

D(F (A)) =

{
x ∈ l2(N) :

∫
Sp(A)

|F (λ)|2 dµAx,x(λ) <∞

}
.

For simplicity, we will only deal with the case that F is a bounded continuous function on R, that is,

F ∈ Cb(R). In this case D(F (A)) is the whole of l2(N) (the measures µAx,y are finite) and we can use

standard properties of the Poisson kernel. We assume that given F ∈ Cb(R) we have access to piecewise

constant functions Fn supported in [−n, n] such that ‖F − Fn‖l∞([−n,n]) ≤ n−1. Clearly other suitable

data also suffices and as usual we abuse notation slightly by adding this information to Λ1 to define Λ̃1.

Theorem 4.4.1 (Computation of the functional calculus). Consider the map

Ξfun : Ωf,α,β × Cb(R)→ l2(N)

(A, x, F )→ F (A)x.

Then {Ξfun,Ωf,α,β × Cb(R), Λ̃1} ∈ ∆A
2 .

Proof. Let (A, x, F ) ∈ Ωf,α,β × Cb(R) then by Fubini’s theorem,∫ n

−n
KH(u+ i/n;A, x)Fn(u)du =

∫ ∞
−∞

∫ n

−n
PH(u− λ, 1/n)Fn(u)du dEA(λ)x.

The inner integral is bounded since F is bounded and the Poisson kernel integrates to 1 along the real line.

It also converges to F (λ) everywhere. Hence by the dominated convergence theorem

lim
n→∞

∫ n

−n
KH(u+ i/n;A, x)Fn(u)du = F (A)x.

We now use the same arguments used to prove Theorem 4.3.1. Using Corollary 4.2.2, together with

‖KH(u + i/n;A, x)‖l∞(R) ≤ nC1 and the fact that KH(u + i/n;A, x) is Lipschitz continuous with Lip-

schitz constant n2C2 for some (possibly unknown) constants C1 and C2, we can approximate this integral

with an error that vanishes in the limit n→∞.

4.4.2 Computation of the Radon–Nikodym derivative

Recall the definition of the Radon–Nikodym derivative in (4.1.1) and note that ρAx,y ∈ L1(R) for A ∈ ΩSA.

We consider its computation in L1 sense in the following theorem, where, as before, we assume (4.3.1),

adding the approximations of U to our evaluation set along with component-wise evaluations of a given

vector y to form Λ̃1. However, we must consider the computation away from the singular part of the

spectrum - this is also reflected in the results of §4.5.2.

Theorem 4.4.2 (Computation of the Radon–Nikodym derivative). Consider the map

ΞRN : Ωf,α,β × l2(N)× U → L1(R)

(A, x, y, U)→ ρAx,y|U .

We restrict this map to the quadruples (A, x, y, U) such that U is strictly separated from supp(µAx,y,sc) ∪
supp(µAx,y,pp) and denote this subclass by Ω̃f,α,β . Then {ΞRN, Ω̃f,α,β , Λ̃1} ∈ ∆A

2 . Furthermore, each

output Γn(A, x, y, U) consists of a piecewise linear function, supported in U with rational knots and taking

(complex) rational values at these knots.
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Remark 4.4.3. What this theorem essentially tells us is that, if we can compute the action of the resolvent

operator with asymptotic error control, then we can compute the Radon–Nikodym derivative of the abso-

lutely continuous part of the measures on open sets which are a positive distance away from the singular

support of the measure. The assumption that U is separated from supp(µAx,y,sc)∪ supp(µAx,y,pp) may seem

unnatural but is needed to gain L1 convergence of the approximation. However, without it, the proof still

gives almost everywhere pointwise convergence. We will see in §4.5.2 how to compute the Radon–Nikodym

derivative in Lp spaces with error control when it is sufficiently regular (see Corollary 4.5.9).

Proof. Let (A, x, y, U) ∈ Ω̃f,α,β . For u ∈ U we decompose as follows

〈KH(u+ iε;A, x), y〉 =
1

π

∫
R

ε

(λ− u)2 + ε2
ρAx,y(λ)dλ

+
1

π

∫
R\U

ε

(λ− u)2 + ε2
{
dµAx,y,sc(λ) + dµAx,y,pp(λ)

}
.

(4.4.1)

The first term converges to ρAx,y|U in L1(U) as ε ↓ 0 since ρAx,y|U ∈ L1(U). Since we assumed that U is

separated from supp(µAx,y,sc) ∪ supp(µAx,y,pp), it follows that the second term of (4.4.1) converges to 0 in

L1(U) as ε ↓ 0. Hence we are done if we can approximate 〈KH(u+ i/n;A, x), y〉 in L1(U) with an error

converging to zero as n→∞.

Recall that KH(u + i/n;A, x) is Lipschitz continuous with Lipschitz constant at most n2‖x‖/π. By

assumption, and using Corollary 4.2.2, we can approximate KH(u + i/n;A, x) to asymptotic precision

with vectors of finite support. Hence the inner product

fn(u) := 〈KH(u+ i/n;A, x), y〉

can be approximated to asymptotic precision (now with a possibly unknown constant also depending on

‖y‖) and fn is Lipschitz continuous with Lipshitz constant at most n2‖x‖‖y‖/π.

Recall that U can be written as the disjoint union

U =
⋃
m

(am, bm)

where am, bm ∈ R ∪ {±∞} and the union is at most countable. Without loss of generality, we as-

sume that the union is over m ∈ N. Given an interval (am, bm), let am < zm,1,n < zm,2,n < ... <

zm,rm,n < bm be such that we have zm,j,n ∈ Q and |zm,j,n − zm,j+1,n| ≤ (bm − am)−1n−3m−2 and

|am − zm,1,n| , |bm − zm,rm,n| ≤ n−1. We also let fm,n be a piecewise affine interpolant with knots

zm,1,n, ..., zm,rm,n supported on (zm,1,n, zm,rm,n) with the property that |fm,n(zm,j,n)− fn(zm,j,n)| <
C(bm−am)−1n−1m−2. Here C is some unknown constant which occurs from the asymptotic approxima-

tion of fn that arises from Corollary 4.2.2 and we can always compute such fm,n in finitely many arithmetic

operations and comparisons.

Let Γn(A, x, y, U) be the function that agrees with fm,n on (am, bm) for m ≤ n and is zero elsewhere.

Clearly the nodes of Γn(A, x, y, U) can be computed using finitely many arithmetic operations and com-

parisons and the relevant set of evaluation functions Λ̃1. A simple application of the triangle inequality
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implies that∫
U

∣∣Γn(A,U, x, y)(u)− ρAx,y(u)
∣∣ du ≤ ∑

m>n

∫
(am,bm)

∣∣ρAx,y(u)
∣∣ du

+
∑
m≤n

∫
(am,bm)\(zm,1,n,zm,rm,n)

∣∣ρAx,y(u)
∣∣ du

+
∑
m≤n

∫
(zm,1,n,zm,rm,n)

∣∣ρAx,y(u)− fn(u)
∣∣ du+

C̃(x, y,A)

n

∑
m≤n

1

m2
,

where the last term arises due to the piecewise linear interpolant. The bound clearly converges to zero as

required.

4.5 High-order Kernels/Convergence and Error Control

As ε ↓ 0, typically we need to take larger n in Proposition 4.2.1 as the linear system approaches becoming

singular and we adaptively compute the resolvent to the required accuracy. Hence, it is beneficial to design

algorithms with faster convergence rates in terms of the smoothing parameter ε. In this section, we show

that under regularity assumptions on the spectral measure7, convergence can be obtained with error con-

trol and with arbitrarily high orders of convergence through convolutions with rational kernels (which are

shown in Table 4.1 and Figure 4.4). This is done in both the pointwise and Lp senses, and the convolutions

can be computed via the resolvent. A collocation approach was also constructed by the author in [Col19a]

and found to speed up the computation of the spectral measures if they are smooth enough. Our approach

here is local, compared to our global collocation approach in [Col19a]. There are several advantages of the

approach adopted here - we do not need to know the support of the spectrum, and the convergence rate is

only affected by how smooth the measure is locally (the global collocation approach, on the other hand, is

adversely affected by singular behaviour, even at large distances from where the measure is singular). Fur-

thermore, high-order kernels allow computation of the functional calculus with high orders of convergence,

regardless of the regularity properties of the spectral measure.

Remark 4.5.1. The use of the Poisson kernel allows the computation of the pure point part of the spectral

measure (see Chapter 5 and the example in §4.6.3). For further examples connected with orthogonal

polynomials, see [Col19a]. For eigenvalues separated from the rest of the spectrum, the use of high-order

kernels makes the ‘spikes’ in such plots (see Figure 4.12) more pronounced because the convolution of the

spectral measure with the kernel decays more rapidly to zero off the spectrum.

4.5.1 A motivating integral operator example

As motivation for high-order methods, consider L2([−1, 1]) and the operator defined by

Lq(x) = xq(x) +

∫ 1

−1

e−(x2+y2)q(y) dy, x ∈ [−1, 1]. (4.5.1)

The operator L in (4.5.1) has continuous spectrum in [−1, 1], due to the multiplicative xq(x) term, and

discrete spectrum in R \ [−1, 1] from the integral that acts as a compact perturbation. We discretise L with

an N × N matrix corresponding to an adaptive Chebyshev collocation scheme. For efficient storage and
7For example, when considering PDEs on the real line or half-line, it is sometimes known apriori how smooth the measure is

locally. The kernels presented here can be used in this case also.
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computation of the resolvent, we exploit low numerical rank structure in the discretisation of the smooth

kernel [TT13]. We apply a Clenshaw–Curtis quadrature rule to compute the inner products [Tre19] required

to sample the scalar spectral measures. This example was developed in collaboration between the author

and Andrew Horning, and appears in [CHT20].

There are two natural limits to take: N →∞ and ε ↓ 0. These two limits must be taken with consider-

able care [Col19a]. For this example, which uses a square discretisation, fixing N and taking ε ↓ 0 would

(ignoring roundoff errors in the computation) simply recover the spectral measure of the discretisation - a

series of Dirac measures located at the eigenvalues. Instead, as one takes ε ↓ 0, one must appropriately

increase N too. Proposition 4.2.1 (or rather its generalisation to other methods where an error bound can

be approximated) gives us a handle on how to choose N adaptively as ε ↓ 0. However, there is a numerical

trade-off. Ideally, we would like to take ε small to recover a more accurate approximation of the spectral

measure. On the other hand, we wish to evaluate the resolvent as far away from the spectrum as possible

since, typically, evaluating nearer the spectrum requires larger discretisation sizes.8

For example, Figure 4.3 (left) shows the discretisation sizes,N , needed to evaluate the Radon–Nikodym

derivative of the spectral measure convolved with the Poisson kernel accurately. Here, we evaluate at

x0 = 1/2 ∈ [−1, 1] and consider µLf,f with f(x) =
√

3/2x. For the operator in (4.5.1) and ε = 0.05, 0.01,

and 0.005, we need N = 400, 1700, and 3100, respectively. We have also shown (Figure 4.3 (right)) the

error in the convolution approximation of the Radon–Nikodym derivative, which is of order O(ε log(ε−1))

(see Theorem 4.5.3 below) for the Poisson kernel (m = 1). Unfortunately, to obtain samples of the spectral

measure that have two digits of relative accuracy, we require that ε ≈ 0.01. Since we require N ≈ 20/ε

for small ε > 0, it is computationally infeasible to obtain more than five or six digits of accuracy with the

Poisson kernel. We have also shown the relative errors when using the high-order kernels developed in this

section. The order is denoted bym, and the plot corresponds toO(εm log(ε−1)) whenm is odd and aO(εm)

when m is even. A sixth-order kernel enables us to achieve about 11 digits of accuracy without decreasing

ε below 0.01. Although using a sixth-order kernel requires six times as many resolvent evaluations as that

of the Poisson kernel (see below), this is typically favourable because the cost of evaluating the resolvent

near the continuous spectrum of L increases as ε ↓ 0.

4.5.2 High-order kernels, high-order convergence and error control

In this subsection, we derive convergence rates and error bounds for convolutions with high-order kernels.

The question of implementation is delayed until §4.5.3. In this subsection, we use the notation x to denote

a point in R. It is well-known in signal processing and statistics that the convergence rate of convolutions is

determined by the number of vanishing moments of the kernel. We therefore make the following definition

(similar to definition 1.3 of [Tsy08]).

Definition 4.5.2 (mth order kernel). Let m be a positive integer and K ∈ L1(R). We say that K is an mth

order kernel if it has the following three properties:

(i) Normalised:
∫
RK(x)dx = 1.

8Two reasons for this, explored in more detail in [CHT20], are the formation of interior layers and oscillatory behaviour of the
solutions of the corresponding linear systems. This problem of needing large discretisations is distinct from, though related to, the
problem of conditioning. If x0 ∈ Sp(A), then ‖R(x0 + iε, A)‖ = ε−1 and the shifted linear systems become increasingly ill-
conditioned as ε ↓ 0. This can limit the attainable accuracy and is also important if one solves the shifted linear systems using iterative
methods (more iterations may be required).
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Figure 4.3: Left: The relative error in the numerical approximation, denoted by µεf,N , corresponding to
discretisation size N , of the smoothed measure [Kε ∗ µLf,f ](x0) (Kε denotes the rescaled Poisson kernel)
for the operator in (4.5.1) with ε = 0.05, ε = 0.01, and ε = 0.005. Right: The pointwise relative error in
smoothed measures of the operator in (4.5.1) computed using the high-order kernels with poles in (4.5.21)
for 1 ≤ m ≤ 6 (Kε denotes the rescaled kernels). The relative errors are computed by comparing with
numerical solutions that are resolved to machine precision.

(ii) Zero moments: K(x)xj is integrable and
∫
RK(x)xjdx = 0 for 0 < j < m.

(iii) Decay at ±∞: There is a constant CK , independent of x, such that

|K(x)| ≤ CK
(1 + |x|)m+1

, x ∈ R. (4.5.2)

We denote the rescaled kernel ε−1K(ε−1·) by Kε. For example, the Poisson kernel used previously in

this chapter is a first-order kernel and is not a second-order kernel. In contrast, the Gaussian kernel, h(x) =

(2π)−1/2e−x
2/2, is a second-order kernel which plays an important role in density of states calculations

[LSY16] and kernel density estimation [Sil18]. However, it is not particularly useful in our setting since

it is not clear how to approximate the convolutions hε ∗ µAx,y . We will see in §4.5.3 that rational kernels

are much more useful in this regard since we can compute the convolution by computing the action of the

resolvent with error control, just like we did for the Poisson kernel.

The results of this subsection are stated in terms of convergence of convolutions for probability mea-

sures. However, by rescaling and the polar identity, corresponding results for the spectral measures µAx,y
can easily be obtained. We let Ck,α(I) denote the Hölder space of functions that are k times continuously

differentiable on an interval I with an α-Hölder continuous kth derivative [Eva10]. For h1 ∈ C0,α(I) and

h2 ∈ Ck,α(I) we set

|h1|C0,α(I) = sup
x6=y∈I

|h1(x)− h1(y)|
|x− y|α

, ‖h2‖Ck,α(I) = |h(k)
2 |C0,α(I) + max

0≤j≤k
‖h(j)

2 ‖∞,I .

The following theorem (which also takes into account the distance of a point to where the measure may be

singular) describes the pointwise convergence rates.

Theorem 4.5.3. Let K be an mth order kernel, µ denote a probability measure on R and let ε, η > 0.

Suppose that x ∈ R is such that µ is absolutely continuous on the interval I = [x − η, x + η] with

Cn,α(I) Radon–Nikodym derivative ρ|I (with respect to Lebesgue measure), where n ∈ N≥0, α ∈ [0, 1)

and n+ α > 0. Then
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(i) If n+ α < m, then, for a constant C(n, α) depending only on n and α,

|ρ|I(x)−Kε ∗ µ(x)| ≤ CKε
m

(ε+ η
2 )m+1

+C(n, α)‖ρ|I‖Cn,α(I)

∫
R
|K(y)||y|n+α

dy
(
1 + η−n−α

)
εn+α.

(ii) If n+ α ≥ m, then, for a constant C(m) depending only on m,

|ρ|I(x)−Kε ∗ µ(x)| ≤ CKε
m

(ε+ η
2 )m+1

+C(m)‖ρ|I‖Cm(I)

(
CK +

∫ η
ε

− ηε
|K(y)||y|m dy

)(
1 + η−m

)
εm.

Here, CK denotes the constant in (4.5.2).

Remark 4.5.4. If we fix η and consider small ε, then we obtain rates O(εn+α) and O(εm log(ε−1)) in

cases (i) and (ii) respectively. One can show that these rates are, in general, sharp. Note that the error

bound deteriorates when η becomes small (as expected).

Remark 4.5.5. Similar results to Theorem 4.5.3, without the first term CKε
m/(ε+ η

2 )m+1, for absolutely

continuous probability measures with globally Hölder continuous density functions are used in kernel den-

sity estimation in statistics (see, for example, proposition 1.2 of [Tsy08]).

Proof. We first decompose

ρ|I = g1 + g2,

where g1, g2 ∈ Cn+α(I) are both non-negative, g1 is compactly supported in (x − η, x + η) and g2 is

identically zero on (x− η/2, x+ η/2). Moreover, we can select g1 so that in case (i) of the theorem,

1

n!

∣∣∣g(n)
1

∣∣∣
C0,α(I)

≤ C(n, α)‖ρ|I‖Cn,α(I)

(
1 + η−n−α

)
,

for some universal constant C(n, α) that only depends on n and α, whereas in case (ii),

2e
∥∥∥g(m)

1

∥∥∥
∞
≤ C(m)‖ρ|I‖Cm(I)

(
1 + η−m

)
,

for some universal constant C(m) that only depends on m. Existence of such decompositions follows from

standard arguments with cut-off functions.

First we deal with case (i) and assume that α > 0. The case of α = 0 is almost identical with some

changes of indices. We use the following form of Taylor’s theorem,

g1(x+ y)− g1(x) =

n∑
j=1

g
(j)
1 (x)

j!
yj +

∫ y

0

∫ t1

0

....

∫ tn−1

0

[
g

(n)
1 (tn + x)− g(n)

1 (x)
]
dt1...dtn.

For notational convenience, let

Mn(x, y; g1) =

∫ y

0

∫ t1

0

....

∫ tn−1

0

[
g

(n)
1 (tn + x)− g(n)

1 (x)
]
dt1...dtn.

Substituting this into the convolution equation yields

Kε ∗ g1(x)− g1(x) =

n∑
j=1

g
(j)
1 (x)

j!
ε−1

∫
R
K

(
−y
ε

)
yjdy + ε−1

∫
R
K

(
−y
ε

)
Mn(x, y; g1)dy. (4.5.3)

Using the Hölder condition and direct integration, we have that

|Mn(x, y; g1)| ≤ |y|n+α

(α+ 1) · · · (α+ n)

∣∣∣g(n)
1

∣∣∣
C0,α(I)

.
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Hence, by a change of variables y → −y, the last integral in (4.5.3) is bounded by

ε−1
∣∣∣g(n)

1

∣∣∣
C0,α(I)

∫
R

∣∣∣K (y
ε

)∣∣∣ |y|n+α

(α+ 1) · · · (α+ n)
dy ≤

∫
R |K(y)| |y|n+α

dy

n!

∣∣∣g(n)
1

∣∣∣
C0,α(I)

· εn+α.

Since n < m (recall that α > 0 in the case we are dealing with), it follows that (again by a change of

variables y → −y) all the other integrals in (4.5.3) vanish and hence we have

|Kε ∗ g1(x)− g1(x)| ≤
∫
R |K(y)| |y|n+α

dy

n!

∣∣∣g(n)
1

∣∣∣
C0,α(I)

· εn+α. (4.5.4)

Due to the fact that g1 and g2 are non-negative, it follows that the measure µ − g1dx is non-negative,

supported on the closure of (x− η/2, x+ η/2)c and has total variation at most 1. Linearity of convolutions

now implies that

|ρ|I(x)−Kε ∗ µ(x)| ≤ CKε
m

(ε+ η
2 )m+1

+ |Kε ∗ g1(x)− g1(x)| .

Together with (4.5.4), this yields the result.

For case (ii), we use Taylor’s theorem to obtain∣∣∣∣∣∣g1(x+ y)−
m−1∑
j=0

g
(j)
1 (x)

j!
yj

∣∣∣∣∣∣ ≤ ‖g
(m)
1 ‖∞ |y|m

m!
.

We then split the range of integration, noting that g1(x+ y) = 0 if |y| > η, to obtain

|Kε ∗ g1(x)− g1(x)| ≤ |g1(x)| ε−1

∣∣∣∣∣
∫
|y|≥η

K
(y
ε

)
dy

∣∣∣∣∣
+

m−1∑
j=1

∣∣∣g(j)
1 (x)

∣∣∣
j!

ε−1

∣∣∣∣∣
∫
|y|≤η

K
(y
ε

)
yjdy

∣∣∣∣∣+
‖g(m)

1 ‖∞
m!

ε−1

∫
|y|≤η

∣∣∣K (y
ε

)∣∣∣ |y|m dy.
Due to the vanishing moments condition and decay (4.5.2), if 1 ≤ j < m then

ε−1

∣∣∣∣∣
∫
|y|≤η

K
(y
ε

)
yjdy

∣∣∣∣∣ = ε−1

∣∣∣∣∣
∫
|y|≥η

K
(y
ε

)
yjdy

∣∣∣∣∣ ≤ 2CK
m− j

εj
(
ε

η

)m−j
,

where the last equality follows by a change of variables. We can write out g(j)
1 (x) as an iterated integral of

g
(m)
1 , to obtain |g(j)

1 (x)| ≤ ηm−j‖g(m)
1 ‖∞. It follows that

|Kε ∗ g1(x)− g1(x)| ≤ ‖g
(m)
1 ‖∞
m!

εm
∫
|y|≤ ηε

|K(y)| |y|m dy +

m−1∑
j=0

∣∣∣g(j)
1 (x)

∣∣∣
j!

· 2CK
m− j

· εj
(
ε

η

)m−j

≤ ‖g
(m)
1 ‖∞
m!

εm
∫
|y|≤ ηε

|K(y)| |y|m dy + 2eCK‖g(m)
1 ‖∞εm.

We now argue as before to finish the proof.

As well as pointwise error estimates, we can obtain Lp estimates which are useful when the Radon–

Nikodym derivative has integrable singularities or in applications where the spectral measure is a probability

measure (and hence L1 convergence is natural). The convergence in Lp is most easily studied through the

Fourier transform of the kernel, which in this section we define as

K̂(ω) =

∫
K(x) exp(2πixω)dx.
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Lemma 4.5.6. Let K be an mth order kernel. Then K̂ is m − 1 times continuously differentiable, (K̂)(j)

is bounded for j = 0, ...,m− 1, and (K̂)(j)(0) = 0 for j = 1, ...,m− 1. Furthermore, for any α ∈ (0, 1),

K̂ ∈ Cm−1,α(R).

Proof. The first part follows from (4.5.2) since we can use the dominated convergence theorem to differen-

tiate (m−1) times under the integral in the definition of K̂. The fact that (K̂)(j)(0) = 0 for j = 1, ...,m−1

follows from the vanishing moment criterion since

(K̂)(j)(0) = (2πi)j
∫
R
K(x)xjdx.

For (K̂)(m−1) ∈ Cα(R), we argue when m = 1 and the general case is similar. Let τ 6= 0 and note that by

Hölder’s inequality∣∣∣∣∣K̂(ω + τ)− K̂(ω)

|τ |α

∣∣∣∣∣ ≤
∫
R
|K(x)|

∣∣∣∣exp(2πiτx)− 1

τα

∣∣∣∣ dx
≤
(∫

R

∣∣∣K(x)xα+1/2
∣∣∣2 dx)1/2

(∫
R

∣∣∣∣exp(2πiτx)− 1

xα+1/2|τ |α

∣∣∣∣2 dx
)1/2

Note that the first of these integrals is finite by (4.5.2). After a change of variables, the second integral

becomes ∫
R

∣∣∣∣exp(2πix)− 1

xα+1/2

∣∣∣∣2 dx
which is bounded, independent of ω and τ .

For an mth order kernel K, we define the function

Ĝm,K(ω) :=
K̂(ω)− 1

(2πiω)m
.

Lemma 4.5.6 shows that Ĝm,K ∈ L2(R) and we denote its inverse Fourier transform by Gm,K . The

following theorem gives the convergence rates of our smoothed approximation in the Lp sense in terms of

Gm,K .

Theorem 4.5.7. Let K be an mth order kernel, µ denote a probability measure on R and let ε, η > 0. Then

Gm,K is bounded and satisfies

|Gm,K(x)| ≤ CK
m!(1 + |x|)

. (4.5.5)

Let 1 ≤ p < ∞ and suppose that µ is absolutely continuous on the interval I = (a − η, b + η) for η > 0

and some a < b. Let ρ denote the Radon–Nikodym derivative of the absolutely continuous component of µ,

and suppose that ρI := ρ|I ∈Wm,p(I). Then

‖ρI − [Kε ∗ µ]‖Lp,[a,b] ≤
CK(b− a)1/p

(ε+ η/2)m+1
εm

+ C(m)

∫ ((b−a)+2η)/ε

−((b−a)+2η)/ε

|Gm,K(x)| dx · (1 + η−m) · ‖ρI‖Wm,p(I) · εm,

(4.5.6)

where C(m) denotes a constant depending only on m. In particular, as ε ↓ 0

‖ρI − [Kε ∗ µ]‖Lp,[a,b] = O(εm log(1/ε)). (4.5.7)
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If there exists δ > 0 such that |K(x)(1 + |x|)m+1+δ| is bounded, then |Gm,K(x)(1 + |x|)1+δ| is also

bounded and

‖ρI − [Kε ∗ µ]‖Lp,[a,b] = O(εm). (4.5.8)

Remark 4.5.8. Similar results to Theorem 4.5.7, for p = 2 without the first term on the right-hand side

of (4.5.6) and for absolutely continuous probability measures with Wm,2(R) density function, are used in

kernel density estimation in statistics (see, for example, proposition 1.5 of [Tsy08]). In this context, the

L2 error is used to bound the bias term in the mean integrated squared error. The case of L1 convergence

requires a different proof technique due to being on the ‘boundary of integrability’.

Proof of Theorem 4.5.7. We first argue for convolutions with smooth compactly supported functions and

then take a limit. Let g ∈ C∞0 , the space of smooth compactly supported functions on R, and let L denote

the diameter of the support of g. For a function F ∈ L1(R), define the function

φF (x) =


∫ x
−∞ F (t)dt−

∫
R F (t)dt, if x > 0,∫ x

−∞ F (t)dt, otherwise,

which induces a map φ : F → φF . Note that φF is bounded and decays at infinity. We let φn,F denote

the n-fold iteration of φ applied to F (assuming that all of F , φF ,...,φn−1,F ∈ L1(R)). The purpose of this

map is that, in the sense of distributions, we have

F −
∫
R
F (t)dt · δ0 = φ′F

and hence

[F ∗ g](x)−
∫
R
F (t)dt · g(x) = [−φF ∗ g′](x).

Applying this to F = Kε, we see that

[Kε ∗ g](x)− g(x) = [−φKε ∗ g′](x)

Note that if

F (x) ≤ C

(1 + |x|)m+1
(4.5.9)

for some constant C, then

φF (x) ≤ C

m(1 + |x|)m
. (4.5.10)

Hence if m > 1, φKε ∈ L1(R) and we can apply the map again to obtain

[Kε ∗ g](x)− g(x) = [φ2,Kε ∗ g′′](x)−
∫
R
φKε(t)dt · g′(x).

Inductively, we can apply the above argument to obtain the expression

[Kε ∗ g](x)− g(x) = (−1)m[φm,Kε ∗ g(m)](x) +

m−1∑
j=1

(−1)j
∫
R
φj,Kε(t)dt · g(j)(x). (4.5.11)

Note that sinceK is anmth order kernel, φm,Kε is bounded by a constant multiple of (1+ |x|)−1 and hence

φm,Kε ∈ L2(R). We can apply the convolution theorem, taking Fourier transforms, to obtain

(K̂ε(ω)− 1)ĝ(ω) = (−1)mφ̂m,Kε(ω)[−2πiω]mĝ(ω) +

m−1∑
j=1

(−1)j
∫
R
φj,Kε(t)dt[−2πiω]j ĝ(ω). (4.5.12)

112



4.5. High-order Kernels/Convergence and Error Control CHAPTER 4. Computing Spectral Measures

Since g ∈ C∞0 (R) was arbitrary (and we can take ĝ(ω) 6= 0), it follows that

(−1)mφ̂m,Kε(ω) =
(K̂ε(ω)− 1)

(−2πiω)m
−
m−1∑
j=1

(−1)j
∫
R φj,Kε(t)dt

(−2πiω)m−j
.

Since φm,Kε ∈ L2(R), it follows that φ̂m,Kε ∈ L2(R). However, by Lemma 4.5.6, as ω → 0, |K̂ε(ω)−1| =
O(ωm−1+α) for any α ∈ (0, 1). It follows that∫

R
φj,Kε(t)dt = 0

for j = 1, ...,m − 1. Hence we have φm,K1
= φm,K = Gm,K . Iterating (4.5.9) and (4.5.10) implies

(4.5.5).

Now suppose that x lies in the support of g, then we can replace φm,Kε(x) by χ[−L,L](x)φm,Kε(x)

in (4.5.11), where χU denotes the indicator function of a set U . By Hölder’s inequality, χ[−L,L]φm,Kε ∈
L1(R) and hence, by Young’s convolution inequality, it follows that

‖Kε ∗ g − g‖Lp,supp(g) ≤
∥∥∥[χ[−L,L]φm,Kε ] ∗ g(m)

∥∥∥
Lp

(4.5.13)

≤
∫ L

−L
|φm,Kε(x)| dx · ‖g(m)‖Lp . (4.5.14)

Furthermore, we have by a simple change of variables that

φKε(x) = ε
(
ε−1φK(ε−1x)

)
.

Iterating, we see that φm,Kε(x) = εm−1φm,K(ε−1x) = εm−1Gm,K(ε−1x). By a change of variables in

the integral expression in (4.5.14), it follows that

‖Kε ∗ g − g‖Lp,supp(g) ≤ ε
m

∫ L/ε

−L/ε
|Gm,K(x)| dx · ‖g(m)‖Lp . (4.5.15)

We can pass to a limit of approximating functions to see that the bound in (4.5.15) also holds for any

g ∈Wm,p(R) of compact support, where L denotes the diameter of the support.

Let I ′ = (a − η/2, b + η/2). Since ρI ∈ Wm,p(I), we can decompose ρI = g1 + g2 such that g1 is

non-negative, supported in I with ‖g(m)
1 ‖Lp(R) ≤ C(m)‖ρI‖Wm,p(I)(1 + η−m) for some constant C(m)

(that depends only on m) and g2 is non-negative with support contained in R \ I ′. Therefore, ρI = g1 on

(a, b) and for almost any x ∈ (a, b)

|ρI(x)− [Kε ∗ µ](x)| ≤ ε−1 CK
(1 + η

2ε )
m+1

+ |[Kε ∗ g1](x)− g1(x)| .

By the triangle inequality, this implies that

‖ρI − [Kε ∗ µ]‖Lp,[a,b] ≤
CK(b− a)1/p

(ε+ η/2)m+1
εm +

∫ ((b−a)+2η)/ε

−((b−a)+2η)/ε

|Gm,K(x)| dx · ‖g(m)
1 ‖Lp · εm, (4.5.16)

since ∥∥∥∥ε−1 CK
(1 + η

2ε )
m+1

∥∥∥∥
Lp,[a,b]

=
CK(b− a)1/p

(ε+ η/2)m+1
εm.

The bound (4.5.16) then implies (4.5.6).

Finally, (4.5.7) follows from (4.5.5) and (4.5.6) through bounding the integral∫ ((b−a)+2η)/ε

−((b−a)+2η)/ε

|Gm,K(x)| dx ≤
∫ ((b−a)+2η)/ε

−((b−a)+2η)/ε

CK
m!(1 + |x|)

dx = O(log(1/ε)).
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If |K(x)|(1+ |x|)m+1+δ is bounded for δ > 0, then the same argument used for (4.5.9) and (4.5.10) implies

that |Gm,K(x)(1 + |x|)1+δ| is also bounded and hence Gm,K ∈ L1(R). The rate (4.5.8) follows since

lim
ε↓0

∫ ((b−a)+2η)/ε

−((b−a)+2η)/ε

|Gm,K(x)| dx <∞

and the other terms are O(εm).

The constants in Theorems 4.5.3 and 4.5.7 can be made explicit if desired and hence Theorems 4.5.3

and 4.5.7 applied with the Poisson kernel (by altering the proof of Theorem 4.4.2) immediately imply the

following corollary.

Corollary 4.5.9 (Computation of the Radon–Nikodym derivative with error control). Let I = (a, b) ⊂ R

be a fixed bounded open interval, p ∈ [1,∞] (note that we allow the value p = ∞), δ ∈ (0, 1), η > 0 and

M > 0. Consider the map

ΞpRN : Ωf,α × l2(N)× l2(N)→ Lp(I)

(A, x, y)→ ρAx,y|I .

We restrict this map to the quadruples (A, x, y) such that µAx,y is absolutely continuous on (a − η, b + η)

and so that bounds on ‖(I − Pf(n))APn‖, ‖Pnx − x‖ and ‖Pny − y‖ are known explicitly (i.e. bounded

by a known null sequence). We also restrict so that

• In the case that p =∞, ρAx,y|(a−η,b+η) is at least C0,δ((a− η, b+ η)) with∥∥ρAx,y|(a−η,b+η)

∥∥
C0,δ((a−η,b+η))

≤M.

• In the case that p <∞, ρAx,y|(a−η,b+η) ∈W 1,p((a− η, b+ η)) with∥∥ρAx,y|(a−η,b+η)

∥∥
W 1,p((a−η,b+η))

≤M.

and denote this subclass by Ωpf (where for notational convenience we have dropped the dependence on

I, η, δ,M ). Then {ΞpRN,Ω
p
f , Λ̃1} ∈ ∆A

1 . In other words, we can compute the Radon–Nikodym derivative,

in the suitable Lp(I) space, with error control.

Finally, as well as increasing the rate of convergence for computing Radon–Nikodym derivatives, high-

order kernels increase the rate of convergence for computing the functional calculus. However, no regularity

assumptions on µ are needed. Instead, one can apply Fubini’s theorem and (strictly speaking the proofs

of) Theorems 4.5.3 and 4.5.7 to obtain high-order convergence through regularity of the function F . For

example, if K is an mth order kernel and F ∈ Cn,α(R), then for any probability measure µ, regardless of

the regularity of µ, we have∣∣∣∣∫ F (x)dµ(x)−
∫
F (x)d [Kε ∗ µ] (x)

∣∣∣∣ = O(εn+α) +O(εm log(ε−1)).

As expected, when F is analytic, we can do even better, and an example of this is presented in §4.6.2.
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4.5.3 Constructing rational kernels

Theorems 4.5.3 and 4.5.7 show that the convolution with the Poisson kernel has a pointwise and Lp local

rate of convergence ofO(ε log(ε−1)) for regular enough measures. In designing a kernel suitable for numer-

ical computations, we note that the results of §4.2 allow the computation of R(z,A)x with error control for

any z /∈ R and (A, x) ∈ Ωf,α,β assuming that we have explicit bounds on ‖(I −Pn)APn‖ and ‖Pnx−x‖.
To avoid compounding errors (and requiring larger n to solve the relevant systems), it is beneficial to avoid

evaluating squares and higher powers of the resolvent. This leads us to kernels of the form

K(u) =
1

2πi

n1∑
j=1

αj
u− aj

− 1

2πi

n2∑
j=1

βj
u− bj

, (4.5.17)

where a1, ..., an1 are distinct points in the upper half-plane and b1, ..., bn2 are distinct points in the lower

half-plane. We can then compute the convolution µAx,y ∗Kε with error control through the formula

µAx,y ∗Kε(u) =
−1

2πi

 n1∑
j=1

αj〈R(u− εaj , A)x, y〉 −
n2∑
j=1

βj〈R(u− εbj , A)x, y〉

 . (4.5.18)

Remark 4.5.10. Throughout this section (as in the rest of the numerical examples), we used the adaptive

method in Proposition 4.2.1 to tell us, given ε, how large n should be when solving for the resolvents

R(u− εaj , A)x.

By considering the Fourier transform of K at zero frequency and matching the left and right derivatives

of the Fourier transform, a straightforward calculation shows that the first m − 1 moments of K exist and

are zero (excluding the 0th order which must be 1 to achieve convergence), if and only if

1 1 · · · 1

a1 a2 · · · an1

a2
1 a2

2 · · · a2
n1

...
...

...

am−1
1 am−1

2 · · · am−1
n1




α1

α2

...

αn1

 =


1

0
...

0

 , (4.5.19)

with a similar system holding for the βj and bj . By considering the 2nd to (n1 +1)th rows, this (transposed)

Vandermonde system cannot have a solution if n1 < m. We therefore set n1 = n2 = m. In the case that

x = y, a further numerical saving can be made by letting bj = aj and noting that in this case

µAx,x ∗Kε(u) =
−1

π
Im

 m∑
j=1

αj〈R(u− εaj , A)x, x〉

 , (4.5.20)

meaning that we only need m resolvent evaluations per point of evaluation.

The location of the poles in the upper half-plane is entirely flexible. As a natural extension of the

Poisson kernel, whose two poles are at ±i, we consider the family of mth order kernels with equispaced

poles in the upper and lower half-planes given by

aj =
2j

m+ 1
− 1 + i, bj = aj , 1 ≤ j ≤ m. (4.5.21)

Empirically, the choice in (4.5.21) performed slightly better than other natural choices such as Chebyshev

points with an offset +i or rotated roots of unity. The ill-conditioning of the Vandermonde system does not

play a role for the values ofm used (typically at mostm = 10). Moreover, equispaced poles are particularly
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m πK(u)
∏m
j=1(u− aj)(u− aj) {α1, . . . , αdm/2e}

2 20
9

{
1+3i

2

}
3 − 5

4u
2 + 65

16 {−2 + i, 5}

4 − 3536
625 u

2 + 21216
3125

{−39−65i
24 , 17+85i

8

}
5 130

81 u
4 − 12350

729 u2 + 70720
6561

{
15−10i

4 , −39+13i
2 , 65

2

}
6 1287600

117649 u
4 − 34336000

823543 u2 + 667835200
40353607

{
725+1015i

192 , −2775−6475i
192 , 1073+7511i

96

}
Table 4.1: The numerators and residues of the first six rational kernels with equispaced poles (see (4.5.21)).
We give the first dm/2e residues because the others follow by the symmetry αm+1−j = αj .

useful when one wishes to sample the smoothed measure Kε ∗ µAx,y over an interval, since samples of the

resolvent can be reused for different points in the interval. The first ten kernels are plotted in Figure 4.4

(left) and the first six are explicitly written down in Table 4.1.

4.5.4 Jacobi operator examples

In this subsection, we demonstrate accelerated convergence for locally smooth measures using rational

kernels. Let J be a Jacobi matrix

J =


b1 a1

a1 b2 a2

a2 b3
. . .

. . . . . .


with aj , bj ∈ R and aj > 0. In this case, under suitable conditions, the probability measure µJ := µJe1,e1 is

exactly the probability measure associated with the orthonormal polynomials defined by

xPk(x) = ak+1Pk+1(x) + bk+1Pk(x) + akPk−1(x),

P−1(x) = 0, P0(x) = 1,

and the spectral measure that appears in the (multiplicative version of the) spectral theorem (see, for exam-

ple, [Tes00, Dei99, Sto90]) .

Classically, one usually first considers the measure and then constructs the orthogonal polynomials (and

the corresponding J). In some sense, the algorithms constructed in this chapter compute the inverse prob-

lem. In other words, we compute the measure µJ given the recurrence coefficients defining the orthogonal

polynomials. For a host of numerical examples of the methods introduced in this chapter, including singu-

lar measures and quindiagonal unitary matrices corresponding to measures on the unit circle (here we can

simply take f(n) = n+ 2 and use the Poisson kernel for the unit disk9), we refer the reader to [Col19a]. A

collocation approach is also constructed in [Col19a] and found to speed up the computation of the spectral

measures if they are smooth enough. Instead of repeating the numerical examples of the author in [Col19a],

we indicate how the rational kernels constructed in §4.5.3 (with the choice of poles in (4.5.21)) can be used

to increase convergence rates for smooth enough measures when taking convolutions.
9Using similar techniques, one can also develop high-order rational kernels for convolution on the unit circle and unitary operators.

116



4.5. High-order Kernels/Convergence and Error Control CHAPTER 4. Computing Spectral Measures

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-0.5

0

0.5

1

1.5

2

2.5

3

10
-1

10
0

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

Figure 4.4: Left: Kernels used for convolution. Right: Convergence for Gaussian measure.
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Figure 4.5: Left: Pointwise errors for λ = −1, 0, 1 for m = 1 and α = 0.7, β = 0.3. Right: Pointwise
errors for λ = −0.99, 0, 1 for m = 10 and α = 0.7, β = −0.3.

As a simple example, we consider the case when ak =
√
k/2 and bk = 0, corresponding to the

famous measure dµJ = exp(−λ2)/
√
πdλ, which induces the Hermite polynomials. We have shown the

convergence (measured via the L1 error over [−1, 1]) of our method using §4.2, for different values of m

in terms of the distance of the poles to the real line (= ε) in Figure 4.4 (right). We can clearly see the

convergence rates O(εm) (up to logarithmic factors)10 from Theorems 4.5.3 and 4.5.7.

As a second example, we consider the case of Jacobi polynomials defined for α, β > −1 which have

ak = 2

√
k(k + α)(k + β)(k + α+ β)

(2k + α+ β − 1)(2k + α+ β)2(2k + α+ β + 1)
, bk =

β2 − α2

(2k + α+ β)(2k − 2 + α+ β)

and measure on the interval [−1, 1] given by

dµJ =
(1− λ)α(1 + λ)β

N(α, β)
dλ = fα,β(λ)dλ,

where N(α, β) is a normalising constant, ensuring the measure is a probability measure. Figure 4.5 (left)

shows the pointwise convergence at λ = −1, 0, 1 for m = 1 and α = 0.7, β = 0.3. The approximation

converges at the expected rates (corresponding to the relevant Hölder regularity) from Theorem 4.5.3. Fig-

ure 4.5 (right) shows a similar plot for λ = −0.99, 0, 1 for m = 10 and α = 0.7, β = −0.3. The rate of
10There are no logarithmic factors when m is even. However, an extra log(ε−1) factor appears when m is odd (owing to the

non-integrability of umK(u)). More generally, by analysing the solution of the system (4.5.19), the logarithmic factors disappear
precisely when

∏m
j=1 aj =

∏m
j=1 bj .
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convergence is increased to order 10 for λ = −0.99 and λ = 0 where the measure is locally smooth, but

remains order α at λ = 1. The error at λ = −0.99 is larger than at λ = 0 due to being much nearer the

singularity at −1, which corresponds to a smaller η in Theorem 4.5.3.

4.6 Numerical Examples and Applications

4.6.1 Magneto-graphene Schrödinger operator

For the first example of this section, we apply our method to a magnetic tight-binding model of graphene,

which involves a discrete graph operator [AEG14]. Graphene is a two-dimensional material with carbon

atoms situated at the vertices of a honeycomb lattice (see Figure 4.6), whose unusual properties are studied

in condensed-matter physics [NGP+09, Nov11]. The magnetic properties of graphene are important be-

cause of the experimental observation of the quantum Hall effect and Hofstadter’s butterfly [PGY+13], and

the exciting new area of twistronics [Cha19, LSY+19].

A honeycomb lattice can be decomposed into two bipartite sub-lattices (shown via the red and green

dots in Figure 4.6 (left)) and thus the wave function of an electron can be modelled as the spinor [AEG14]

ψm,n = (ψ[1]
m,n, ψ

[2]
m,n)T ∈ C2, ψ = (ψm,n) ∈ l2(Z2;C2) ∼= `2(N).

Here, (m,n) ∈ Z2 labels a position on the sub-lattices and `2(Z2;C2) denotes the space of square summable

C2-valued sequences indexed by Z2. To define the Hamiltonian, consider the following three magnetic

hopping operators T1, T2, T3 : `2(Z2;C2) → `2(Z2;C2) for a given magnetic flux per unit cell Φ (in

dimensionless units):

(T1ψ)m,n=

ψ[2]
m,n

ψ
[1]
m,n

, (T2ψ)m,n=

ψ[2]
m+1,n

ψ
[1]
m−1,n

 , (T3ψ)m,n=

e−2πiΦmψ
[2]
m,n+1

e2πiΦmψ
[1]
m,n−1

 .

After a suitable gauge transformation, the free Hamiltonian can be expressed as H0 = T1 + T2 + T3 and

has Sp(H0) ⊂ [−3, 3]. A suitable ordering of lattice points leads to a sparse discretisation of H0, where the

kth row contains O(
√
k) non-zero entries (see Figure 4.6 (right)). Therefore, for an approximation using

N basis sites, the action of the resolvent can be computed in O(N3/2) operations [TBI97].

Figure 4.7 shows how the spectral measure of H0, taken with respect to the vector e1 (the labelling

does not matter due to the translational invariance of the lattice), varies with Φ. For Φ ∈ Q, the spectrum

is absolutely continuous, and hence we have plotted the Radon–Nikodym derivative of the measure µH0
e1,e1 .

The calculations, performed with a fourth-order kernel and ε = 0.01, show a sharp Hofstadter-type butterfly,

but now with the additional information of the spectral measure.

Figure 4.8 (left) shows an approximation of ρH0
e1,e1 when Φ = 1/4 using a fourth-order kernel and

ε = 0.01. We also show, as shaded vertical strips, the output of the algorithm in Chapter 3 [CRH19] which

computes the spectrum with error control (we used an error bound of 10−3) and without spectral pollution.11

The support of Kε ∗µH0
e1,e1 is the whole real line due to the non-compact support of the kernel K. However,

if λ 6∈ Sp(H0), then |[Kε ∗ µH0
e1,e1 ](λ)| ≤ CKε

m(ε + dist(λ, Sp(H0)))−(m+1), where CK is the constant

in (4.5.2) and m is the order of the kernel, so |[Kε ∗ µH0
e1,e1 ](λ)| decays rapidly off of the spectrum. We also

11With a non-periodic potential (4.6.1), this is a highly non-trivial problem since finite truncation methods typically suffer from
spectral pollution inside the convex hull in the essential spectrum.
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Figure 4.6: Left: Honeycomb structure of graphene as a bipartite graph. We have shown the spinor structure
via the circled lattice vertices and the indexing via (m,n). The arrow shows the perpendicular magnetic
field B. Right: Sparsity structure of the first 103 × 103 block of the infinite matrix, and the corresponding
growing local bandwidth.
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Figure 4.7: Radon–Nikodym derivative ρH0
e1,e1 (log10 scale) of the measure for various magnetic field

strengths Φ. The axis label E (energy) stands for the spectral parameter. The Radon–Nikodym derivative is
computed to high precision using ε = 0.01 and a fourth-order kernel with poles corresponding to (4.5.21).
The spectrum is fractal for irrational Φ, which is approximated by rational Φ. The small gaps in the spectrum
are clearly visible (corresponding to the blue shaded regions) and the logarithmic scale shows the sharpness
of the approximation to ρH0

e1,e1 (which vanishes in these gaps).
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Figure 4.8: Left: Smoothed measure with no potential. We show the algorithm from Chapter 3 as shaded
strips (green) for comparison. Right: The same computation but with the added potential in (4.6.1). The
additional eigenvalues correspond to spikes in the smoothed measure.

Figure 4.9: Left: Finite portion of Penrose tile showing the fivefold rotational symmetry. Vertices are
ordered from the centre in a spiral outwards in increasing distance from the origin. Right: Contours used
for the fractional diffusion on the Penrose tile (α ∈ N top, α /∈ N bottom). The red line represents the
interval containing the spectrum, the branch cut for zα is taken to be R≤0.

consider a multiplication operator (potential) perturbation, modeling a defect, of the form

V (x) =
cos(‖x‖2π)

(‖x‖2 + 1)2
, (4.6.1)

where x denotes the position of a vertex normalised so each edge has length 1. The perturbed operator is

thenH0+V . Since the perturbation is trace class, the absolutely continuous part of the spectrum remains the

same (though the measure changes) and the potential induces additional eigenvalues (see Figure 4.8 (right)).

Again, we see that |[Kε ∗ µH0+V
e1,e1 ](λ)| decays rapidly off of the spectrum. In particular, the measure is not

corrupted by spikes in the gaps in the essential spectrum or similar artefacts caused by spectral pollution.

4.6.2 Fractional diffusion on a quasicrystal

In this example, we demonstrate computation of the functional calculus and consider the transport Hamil-

tonian on a Penrose tile (shown in the left of Figure 4.9) discussed in §3.6.1 of Chapter 3. Recall that the
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free Hamiltonian H0 (Laplacian) is given by

(H0ψ)i =
∑
i∼j

(ψj − ψi) ,

with summation over nearest neighbour sites (vertices). We chose an ordering of the vertices explained in

the caption to Figure 4.9, which leads to an operatorH0 acting on l2(N). The local bandwidth grows for this

operator (our ordering is asymptotically optimal) and hence computation of powers Hm
0 are infeasible for

m & 50, rendering polynomial approximations of the functional calculus intractable. In the above notation,

H0 ∈ Ωf,0 with f(n)− n = O(
√
n). Throughout, we take u0 = e1, though different initial conditions are

handled in the same manner.

The ability to compute the functional calculus allows the solution of linear evolution equations. Given

A ∈ ΩN, a function F (continuous and bounded on Sp(A)) and u0 ∈ l2(N), consider the evolution equation

du

dt
= F (A)u, ut=0 = u0. (4.6.2)

The solution of this equation is

u(t) = exp(F (A)t)u0

and can be computed via the algorithm outlined in §4.4.1. We consider fractional diffusion governed by

du

dt
= −(−H0)αu, ut=0 = u0,

for α > 0. If α is an integer, then the solution can be represented via contour deformation as

u(t) =
1

2πi

∫
γ

exp(−zαt)R(z,−H0)u0dz, (4.6.3)

where γ is a closed contour looping once (clockwise due to R(z,A) = (A− zI)−1) around the spectrum.

We took the rectangular contour shown in Figure 4.9 and approximated the integral via Gauss–Legendre

quadrature along each line segment. This allows us to compute the solution with error control (we known

the minimal distance between γ and Sp(−H0) so can bound the Lipschitz constant of the resolvent) and

clearly, this holds for other functions F , holomorphic on a neighbourhood of Sp(−H0). Note that other

methods, such as direct diagonalisation of finite square truncations or discrete time stepping (which is

difficult if α /∈ N), do not give error control and are slower. In fact, for this example, direct diagonalisation

was impractical. Our approach deals directly with the infinite-dimensional operator (the ‘bulk’ operator in

physicists’ terminology), and hence the numerical results are free from finite size effects. When α /∈ N,

we can still deform the contour but not at 0 since 0 ∈ Sp(−H0), so we deform the contour to that shown

in Figure 4.9. For a discussion of contour methods applied to finite matrices (in the case that the spectrum

is strictly positive), we refer the reader to [HHT08]. Unfortunately, such methods cannot be applied here

since 0 ∈ Sp(−H0).

Figure 4.10 shows the convergence of the algorithm for α = 1/2 and α = 1. For α = 1/2, error

control is not given by our algorithm, so we computed an error by comparing to a ‘converged’ solution

using larger n (note that this is not a 100% verifiable and rigorous error bound, unlike the error bound

provided by the algorithm for the holomorphic case). The l2 error refers to the error in l2(N). The method

converges algebraically for α = 1/2 (owing to the contour touching the spectrum at 0) but converges

exponentially for α = 1 with similar convergence observed over a large range of times t. Figure 4.11

shows the magnitude (log scale) of the computed solution for various times. As expected, a smaller α
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Figure 4.10: Left: Convergence for α = 1/2. Right: Convergence for α = 1. We have plotted the errors as
a function of the matrix size (number of matrix columns in the rectangular truncations) used.
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Figure 4.11: Evolution of initial wavepacket under fractional diffusion.
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corresponds to more spreading out of the initial wavepacket. Similar results were found for other α. Note

that the techniques presented here can be applied to any evolution equation of the form (4.6.2) on infinite-

dimensional Hilbert spaces. They may also be useful for splitting methods/exponential integrators which

require fast computation of matrix/operator exponentials (see [HO10, MQ02] and the references therein)

and more generally in the field of infinite-dimensional ODE/PDE systems.

4.6.3 Hunting eigenvalues of the Dirac operator

In this example, we show how the results of this chapter can be used as an effective tool to find eigenvalues

in gaps of the essential spectrum, whilst avoiding spectral pollution. This example also demonstrates that

the methods of this chapter apply to partial differential operators (see also the discussion in §4.1.3).

We consider the case of the Dirac operator (defined below) which often has discrete spectrum in the

interval (−1, 1). This interval forms a gap of the essential spectrum. It follows that standard finite section

methods used to compute the discrete spectrum will suffer from spectral pollution within the gap (−1, 1)

- i.e. there exist accumulation points of the approximations which do not belong to the spectrum. There

is a rich literature on how to avoid this [DG81, Kut84, Tal86, Kut97, STY+04, LS14]. The majority of

existing approaches work for certain classes of potentials and avoid spectral pollution on particular subsets

of (−1, 1). Even for simple Coulomb-type potentials, spectral pollution can be a difficult issue to overcome,

and computations typically achieve a few digits of precision for the ground state and a handful of the first

few excited states. A popular approach is the so-called kinetic balance condition, which does not always

work for Coulomb potentials [SH84, DFJ90, LS09]. Our approach does not suffer from spectral pollution

and can compute the first thousand eigenvalues to near machine precision accuracy. The problem of spectral

pollution is discussed further in §7.1 and Chapter 7.

The Dirac operator is a first-order differential operator acting on L2(R3;C4) as [ELS08]

D0 := −i
3∑
k=1

αk∂k + β,

where

αj =

 0 σj

σj 0

 , β =

IC2 0

0 −IC2

 , σ1 =

0 1

1 0

 , σ2 =

0 −i
i 0

 , σ3 =

1 0

0 −1

 ,

are the so-called Pauli matrices [Tha92]. For simplicity we have chosen units corresponding to m =

c = ~ = 1. The spectrum of D0 is equal to (−∞,−1] ∪ [1,∞) and an important problem in quantum

chemistry/physics is the computation of the spectrum of

DV := D0 + V,

where V is some (real-valued) potential. The addition of the potential can cause the appearance of eigen-

values in the gap (−1, 1), where, roughly speaking, positive eigenvalues correspond to bound states of a

relativistic quantum electron in the external field V and negative eigenvalues correspond to bound states of

a positron, the anti-particle of the electron. If V satisfies suitable conditions (precisely which conditions is

a broad topic - see [Tha92] for many potentials of physical interest), then DV is self-adjoint with essential

spectrum Sp(D0) = (−∞,−1] ∪ [1,∞).

We consider radially symmetric potentials V = V (r)IC4 . In this case, we can decompose our Hilbert

space as a sum of two-dimensional angular momentum subspaces Hmj ,kj [Tha92] for mj ∈ {−j, ..., j}
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and kj ∈ {±(j+1/2)} for j ∈ {(2l+1)/2 : l ∈ Z≥0}. The operatorDV |C∞0 (0,∞)⊗Hmj,kj is then unitarily

equivalent to

D
kj
V :=

1 + V (r) − d
dr +

kj
r

d
dr +

kj
r −1 + V (r)

 .

Again, under suitable conditions on the potential V , we have that Dkj
V |C∞0 (0,∞)2 are essentially self-adjoint

and the full spectrum and discrete spectrum can be recovered from

Sp(DV ) = cl
(⋃

Sp
(
D
kj
V

))
, Spd(DV ) =

⋃
Spd

(
D
kj
V

)
.

From now on, we will treat the case of kj = −1 for simplicity and, with an abuse of notation, write Dkj
V as

simply DV .

To compute the spectral measure of DV , we must be able to compute the resolvent and the corre-

sponding inner products to compute the scalar measures µDVf,g . This involves solving near singular PDEs

corresponding to the computation of the resolvent near the real axis. Letting r denote the variable on the

half-line, we first map to the interval (−1, 1) via

x =
r − L
r + L

, r = L

(
1 + x

1− x

)
.

The resolvent then gives rise to a singular variable coefficient ODE via the relations

d

dr
=

(1− x)2

2L

d

dx
,

1

r
=

1

L

1− x
1 + x

.

To solve these ODEs, we use the ultraspherical method [OT13], which is based on representations of the

solution in different ultraspherical polynomial bases. The numerical code for this example was developed

in collaboration between the author and Andrew Horning. A full discussion of the ultraspherical method

is beyond the scope of this thesis. For us, the key point is that the ultraspherical method leads to a sparse

and well-conditioned linear system that can be solved in linear time up to log factors (and will compute the

correct solution bounded at infinity and zero). To compute inner products, we map the inner product over

the half-line to the interval (with a suitable Jacobian weight) and then use Clenshaw–Curtis quadrature. In

the method, L is a scaling parameter, which for our experiments we set to L = 10.

As mentioned above, the Dirac operator poses a serious challenge in terms of spectral computations,

owing to the gap in the essential spectrum. Let f ∈ L2(0,∞)⊕L2(0,∞) and define νεf (λ) := επ〈KH(λ+

iε;DV f), f〉. Then, denoting the orthogonal projection onto the eigenspace corresponding to eigenvalue

Ej by PEj , we have12

lim
ε↓0

νεf (λ) =

‖PEjf‖
2, if λ = Ej

0, otherwise
.

If f is not orthogonal to any of the eigenspaces, we expect the positions of the peaks of νεf to correspond to

the eigenvalues. To test this, we consider the case of the Coulombic potential

V (r) =
γ

r
, −

√
3/2 < γ < 0

for which the eigenvalues are known analytically and given by

Ej =

1 +
γ2(

j +
√

1− γ2
)2


−1/2

, j ∈ Z≥0.

12One can show that if there is no singular continuous spectra in a neighbourhood of λ and if λ is not an accumulation point of the
point spectrum then the difference between the values for positive ε and the limit areO(ε).
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Figure 4.12: Left: The function νεf (x) for λ near 1. We have plotted the function against 1 − λ to
aid visability of the accumulation at λ = 1. The sloped dashed line shows the algebraic decay of
‖PEjf‖2 (approximately O(j−3)). The magnified region shows the extreme clustering, where the verti-
cal dashed line corresponding to E1000. Right: The absolute error in the computed eigenvalues Ej for
j = 0, 5, 10, 100, 500, 1000 as ε ↓ 0.

The eigenvalues accumulate at 1, meaning that, even ignoring the problem of spectral pollution, they are

very hard to compute for large j.

Figure 4.12 (left) shows νεf with ε = 10−10, f(r) = (
√

2re−r,
√

2re−r), and γ = −0.8. One can

robustly compute νεf for a fixed ε > 0 by using the ultraspherical method and adaptively selecting the

discretisation size. For ε = 10−10, we can accurately compute E1, . . . , E1000 by the location of the local

maxima of νεf . We can obtain a coarse estimate first using a few λ values and then refine our search as we

converge to an eigenvalue. Moreover, the size of the peaks correspond to ‖PEjf‖2, and the figure shows

that these decrease at an algebraic rate as j →∞. If one is not satisfied with the accuracy of the computed

eigenvalues, then one can decrease ε at the expense of an increased computational cost. In Figure 4.12

(right), we show the absolute error in the computed eigenvalues Ej for j = 0, 5, 10, 100, 500, and 1000 as

ε ↓ 0. We can resolve hundreds of eigenvalues, even when highly clustered, to an accuracy of essentially

machine precision. Finally, we remark that the methods of Chapters 3 and 6 can also be used to compute

discrete spectra of Dirac operators.
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Chapter 5

Computing Spectral Type

This chapter complements Chapter 4 and classifies the computation of Spac(A), Spsc(A) and Sppp(A)

in the SCI hierarchy. These different sets often characterise different physical properties in quantum me-

chanics (such as the famous RAGE theorem [Rue69, AG74, Ens78]), where a system is modelled by some

Hamiltonian A ∈ ΩSA [CFKS87, Com93, GKP91, Las96]. For example, pure point spectrum implies the

absence of ballistic motion for many Schrödinger operators [Sim90]. We also prove a theorem of indepen-

dent interest regarding finite rank perturbations of Anderson models.

5.1 Computing Spectral Types as Sets - the Main Result

Define the problem functions ΞC
I(A) = SpI(A) for I = ac, sc or pp. Note also that Sppp(A) =

cl(Spp(A)), the closure of the set of eigenvalues. Since we are dealing with unbounded operators, we

use the Attouch–Wets metric, which we recall for the benefit of the reader,

dAW(C1, C2) =

∞∑
n=1

2−n min

{
1, sup
|x|≤n

|dist(x,C1)− dist(x,C2)|

}
,

for C1, C2 ∈ Cl(C), where Cl(C) denotes the set of closed non-empty subsets of C. When considering

bounded A, we let (M, d) be the set of all non-empty compact subsets of C provided with the Hausdorff

metric d = dH:

dH(X,Y ) = max

{
sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)

}
,

where d(x, y) = |x−y| is the usual Euclidean distance. Recall that for compact sets, the topological notions

of convergence according to dH and dAW coincide. To allow the possibility that the spectral sets are empty,

we add the empty set to our metric space as a separated point (the space remains metrisable). This simply

means that Fn → ∅ if and only if Fn = ∅ eventually.

The main theorem of this chapter is the following:

Theorem 5.1.1. Given the above set-up (see also §4.1), it holds that

∆G
2 63 {ΞC

ac,Ωf,α,Λ1} ∈ ΣA2 , ∆G
2 63 {ΞC

sc,Ωf,α,Λ1} ∈ ΣA3 , ∆G
2 63 {ΞC

pp,Ωf,α,Λ1} ∈ ΣA2 .

If f(n)− n ≥
√

2n+ 1
2 , then the sharp lower bound {ΞC

sc,Ωf,0,Λ1} 6∈ ∆G
3 also holds.

127



5.2. Anderson Localisation and the Fractional Moment Method CHAPTER 5. Computing Spectral Type

Remark 5.1.2. In [Col19a] it was shown that, with slightly more information, ΞC
pp can be computed in two

limits for the class C(l2(N)) in such a way that the set after the first limit is contained in the point spectrum

(i.e. we recover a portion of the eigenvalues after one limit).

The difficulty encountered when computing the singular continuous spectrum is partly due to the neg-

ative definition of the singular continuous part of a measure. It is the ‘leftover’ part of the measure, the

part that is not continuous with respect to Lebesgue measure and does not contain atoms. The challenge of

studying Spsc analytically also reflects this difficulty - singular continuous spectra were once thought to be

rather rare or exotic. However, they are quite generic; see, for example, [Sim95].

One might at first expect computational results to be independent of the function f due to tridiagonali-

sation. However, the infinite-dimensional case is much more subtle than the finite-dimensional case. Using

Householder transformations on a bounded sparse self-adjoint operator A leads to a tridiagonal operator,

but, in general, this operator is A restricted to a strict subspace of l2(N). Part of the operator may be lost in

the strong operator limit. Instead, one must consider a sum of possibly infinitely many tridiagonal operators

(see [Han08a] chapters 2 and 8). Hence some spectral problems may have different SCI classifications for

different f which describe the off-diagonal decay structure of the matrix.

Theorem 5.1.1 shows that despite the results of Chapter 4, in general, it is very hard to compute the

decomposition of the spectrum in the sense of (4.1.2). The proof of the negative result for point spectra

uses the fractional moment method to prove a certain result connected to Anderson localisation (Theorem

5.2.1), which was also used in §4.3.2. As a by-product, we also answer the question posed in §4.2.2 and

prove that the spectral measures, while computable in one limit, cannot be computed with error control

(see Theorem 5.3.2), unless one has regularity assumptions as was the case in §4.5. We begin with some

preliminary results concerning Anderson localisation and then deal with each spectral type.

5.2 Anderson Localisation and the Fractional Moment Method

One of the tools we will use to prove the lower bounds in Theorem 5.1.1 is the Anderson model. Since

P. W. Anderson’s introduction of his famous model 60 years ago [And58] (which led to the Nobel prize

in 1977), there has been a considerable amount of work by both physicists and mathematicians aiming

to understand the suppression of transport due to disorder (Anderson localisation). A full discussion of

Anderson localisation is beyond the scope of this thesis, and we refer the reader to [CL90, CFKS87, Kir07]

for broader surveys. We will use the fractional moment method [AM93, Gra94, AW15] to prove Anderson

localisation in the multi-dimensional setting under finite rank perturbations. The notation used is the same

as that in §4.3.2. In particular, we consider a connected, undirected graph G, such that the degree of each

vertex is bounded by some constant CG and such that the set of vertices V (G) is countably infinite.

When considering Anderson localisation, we will assume that v = vω is a random potential where

ω = {vx}x∈V (G) is a collection of independent identically distributed random variables. We assume that

the single-site probability distribution has a density ρ ∈ L1(R) with ‖ρ‖1 = 1 (with respect to the standard

Lebesgue measure). For such a potential, a measure of disorder is given by the quantity ‖ρ‖−1
∞ . The

following theorem generalises the results of [Gra94] to certain finite rank perturbations and more general

graphs, and is used in the proof of Theorem 5.1.1. We have included a short proof since the result may be

of independent interest.
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Theorem 5.2.1 (Anderson Localisation for Perturbed Operator). There exists a constant δ(CG) > 0 such

that if ‖ρ‖∞ ≤ δ(CG) and ρ has compact support, then the operator Hv +W has only pure point spectrum

with probability 1 for any fixed self-adjoint operator W of the form

W =

M∑
j=1

αj
∣∣xmj〉 〈xnj ∣∣ . (5.2.1)

In other words, the operator W ’s matrix with respect to the canonical basis has only finitely many non-

zeros.

Remark 5.2.2. We do not discuss the property of exponentially localised eigenfunctions. For this and cases

such as less regular probability distributions, dependent potential sites, slowly decaying off-diagonal terms,

and off-diagonal randomness, we refer the reader to the seminal paper [AM93].

5.2.1 Proof of Theorem 5.2.1

Throughout this section we will fix a graph G as discussed in §5.2 and an operator W of the form (5.2.1).

Recall that there exists some N ∈ N such that 〈Wx, y〉 = 0 if |x| ≥ N or |y| ≥ N . Given a (bounded)

self-adjoint operator h acting on l2(V (G)), we recall the following definition of the Green’s function for

x, y ∈ V (G) and z ∈ C\Sp(h):

G(x, y; z) = 〈(h− z)−1δy, δx〉,

where δx(y) = δxy . We will use a subscript Gω when referring to a particular sampled operator h =

H0 + vω +W . As mentioned in §5.2, our proof strategy will use the fractional moment method.

We follow the set-up and notation of Graf [Gra94]. We recall Ruelle’s criterion (or the RAGE theorem)

as follows. Let Phc be the projection onto the continuous spectral subspace of the operator h and let PD

denote the orthogonal projection onto wave functions with support inside the subset D ⊂ V (G). Then for

any ψ ∈ l2(V (G))

‖Phc ψ‖2 = lim
R→∞

lim
t→∞

1

t

∫ t

0

‖P|x|≥Re−ihsψ‖2ds

= lim
R→∞

lim
ε↓0

ε

π

∫ ∞
−∞
‖P|x|≥R(h− E − iε)−1ψ‖2dE.

(5.2.2)

The strategy is to bound the fractional moments of the Green’s function (which can be used to prove dy-

namical localisation) via the following series of technical lemmas.

Lemma 5.2.3. Let 0 < s < 1. Then there exists some constant C1 = C1(s,G) such that

Eω(|Gω(x, y; z)|s) ≤ C1‖ρ‖s∞

for all z ∈ C\R and x, y ∈ V (G) with |x| , |y| ≥ N .

Proof. The proof is virtually identical to that of Lemma 5 from [Gra94]. The only difference is that we

need |x| , |y| ≥ N to apply the argument in order to avoid the perturbation caused by W .

We also recall the following decoupling Lemma from [Gra94]:

Lemma 5.2.4 ([Gra94]). Let 0 < s < 1. Then there exists some constant c > 0 such that∫
R ρ(ν)(|ν − η|s / |ν − β|s)dν∫

R ρ(ν)(1/ |ν − β|s)dν
≥ c ‖ρ‖

s
1

‖ρ‖s∞

for all ρ ∈ L1(R) ∩ L∞(R), 0 6≡ ρ ≥ 0 and all β, η ∈ C.
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Lemma 5.2.5. Let 0 < s < 1. Then if ‖ρ‖∞ is sufficiently small (independent of W and only dependent

on CG) then there exists some constant m > 0 independent of W such that

Eω(|Gω(x, y; z)|s) ≤ C1‖ρ‖s∞ exp(−mmin{|x− y| , |y| −N})

for all z ∈ C\R and x, y ∈ V (G) with |x| , |y| ≥ N .

Proof. The proof is easier and similar if x = y so we assume that x 6= y. Let ω̂ be obtained from ω by

setting vx = vy = 0. Then we can write

Hω := H0 + vω +W = H0 + vω̂ +W + vxPx + vyPy = H ω̂ + vxPx + vyPy,

that is, we consider the final two terms as a rank two perturbation. Let P = Px + Py = P{x,y}. Then an

application of the second resolvent identity yields Krein’s formula:

P (Hω − z)−1P = (B + vxPx + vyPy)−1, (5.2.3)

where B = [P (H ω̂ − z)−1P ]−1 if it exists acts on R(P ) (the range of P ) and is independent of vx, vy .

The inverse exists since Im(z)−1Im((H ω̂ − z)−1) is positive definite. Explicitly, with respect to the basis

{δx, δy} ofR(P ), write

B =

bxx bxy

byx byy

 ,

then from (5.2.3),

Gω(x, y; z) = − bxy
(vx + bxx)(vy + byy)− bxybyx

=
α

vy − β
(5.2.4)

where α, β are independent of vy .

Assume that |y| > N then we also have by considering the matrix elements of (Hω−z)−1(Hω−z) = I

that ∑
e∼y
Gω(x, e; z) = (vy + ζ(y)− z)Gω(x, y; z)

which implies that ∑
e∼y
|Gω(x, e; z)|s ≥ |vy + ζ(y)− z|s |Gω(x, y; z)|s .

Using (5.2.4) and Lemma 5.2.4, this implies

Eω

(∑
e∼y
|Gω(x, e; z)|s

)
≥ Eω(|vy + ζ(y)− z|s |Gω(x, y; z)|s)

≥ c‖ρ‖−s∞ Eω(|Gω(x, y; z)|s).

We assumed that any vertex degree of the graph G is bounded by CG. We can iterate the above argument at

least min{|x− y| , |y|−N} times where we iterate at most |y|−N times to be able to apply Lemma 5.2.3.

In particular, this implies that

Eω(|Gω(x, y; z)|s) ≤ (CGc
−1‖ρ‖s∞)min{|x−y|,|y|−N}C1‖ρ‖s∞

= C1‖ρ‖s∞ exp(−mmin{|x− y| , |y| −N}),

where e−m = CGc
−1‖ρ‖s∞. If ‖ρ‖∞ is small enough then m > 0.
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Lemma 5.2.6. Let ρ be as in Lemma 5.2.5 and also of compact support. Then there exists some constant

C2(CG) and m > 0 independent of W such that

|Im(z)|Eω(|Gω(x, y; z)|2) ≤ C2 exp(−mmin{|x− y| , |y| −N}) (5.2.5)

for all z ∈ C\R and x, y ∈ V (G) with |x| , |y| ≥ N .

Proof. The proof is virtually identical to that of the proof of Lemma 3 in [Gra94]. The only difference is

that the proof uses the estimate in Lemma 5.2.5 instead of the analogous estimate in [Gra94].

Proof of Theorem 5.2.1. Fix W of the form (5.2.1) and let δ(CG) > 0 be such that if ‖ρ‖∞ ≤ δ(CG)

then Lemma 5.2.6 holds. We also need the constant m to be large enough (by making δ(CG) smaller if

necessary) such that e−mCG < 1. Suppose that the compact interval I contains the spectrum of Hω in its

interior. Then

ε

∫
R\I
‖P|x|≥R(Hω − E − iε)−1ψ‖2dE ≤ ε‖ψ‖2 sup

λ∈Sp(Hω)

∫
R\I
‖(λ− E − iε)−1‖2dE → 0, (5.2.6)

as ε ↓ 0. Since ρ has compact support, ‖Hω‖ is bounded independent of ω almost surely, so we can fix any

interval I such that the above holds almost surely. Let x ∈ V (G) have |x| ≥ N then (5.2.6) and (5.2.2)

imply that

‖PH
ω

c δx‖2 = lim
R→∞

lim
ε↓0

ε

π

∫
I

‖P|y|≥R(Hω − E − iε)−1δx‖2dE

= lim
R→∞

lim
ε↓0

ε

π

∫
I

∑
|y|≥R

|Gω(x, y;E − iε)|2 dE,

almost surely, where we have used G(x, y; z) = G(y, x; z) in the last line. From Fatou’s lemma and (5.2.5)

we obtain

Eω(‖PH
ω

c δx‖2) ≤ C lim inf
R→∞

∑
|y|≥R

exp(−mmin{|x− y| , |y| −N})

≤ C exp(mmax{N, |x|}) lim inf
R→∞

∞∑
j=R

[CGe
−m]j = 0,

where the second line is obtained by summing over |y| = j and since e−mCG < 1. It follows that

PH
ω

c δx = 0 almost surely. But this then implies that PH
ω

c has finite rank almost surely (recall we assumed

|x| ≥ N ) and hence is 0 almost surely since a finite rank self-adjoint operator has pure point spectrum.

5.3 Proof of Theorem 5.1.1

5.3.1 Point spectra

Proof that {ΞC
pp,Ωf,α,Λ1} /∈ ∆G

2 . To prove this, it is enough to consider bounded Schrödinger operators

acting on l2(N), which are clearly a subclass of Ωf,0 for f(n) = n + 1. Suppose for a contradiction that

there does exist a sequence of general algorithms, Γn, with

lim
n→∞

Γn(Hv) = ΞC
pp(Hv).

We will construct a potential v such that Γn(Hv) does not converge. To do this, choose ρ = χ[−c,c]/(2c)

for some constant c such that the conditions of Theorem 5.2.1 hold. We will use Theorem 5.2.1 and the

following well-known facts:
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1. If v has compact support then Sppp(Hv) ∩ (0, 4) = ∅ [Rem98], but [0, 4] ⊂ Sp(Hv) (the potential

acts as a compact perturbation so the essential spectrum is [0, 4]).

2. If we are in the setting of Theorem 5.2.1 with W = 0 then Sp(Hv) = [−c, 4 + c] almost surely (see

for example [KM82]). If W 6= 0 then since compact perturbations preserve the essential spectrum,

we still have [−c, 4 + c] ⊂ Sp(Hv +W ) almost surely.

We will define the potential v inductively as follows. Let v1 be a potential of the form vω (with density

ρ) such that [−c, 4 + c] ⊂ Sp(Hv1
) and Sp(Hv1

) is pure point. Such a v1 exists by Theorem 5.2.1 and fact

(2) above. Then for large enough n there exists zn ∈ Γn(Hv1
) such that |zn − 2| ≤ 1. Fix n1 such that this

holds. Then Γn1(Hv1) only depends on {v1(j) : j ≤ N1} for some integer N1 by (i) of Definition 2.1.1.

Define the potential v2 by v2(j) = v1(j) for all j ≤ N1 and v2(j) = 0 otherwise. Then by fact (1) above

Γn(Hv2
) ∩ [1/2, 7/2] = ∅ for large n, say for n2. But then Γn2

(Hv2
) only depends on {v2(j) : j ≤ N2}

for some integer N2.

We repeat this process inductively switching between potentials which induce Γnk(Hvk)∩ [1/2, 7/2] =

∅ for k even and potentials which induce Γnk(Hvk)∩ [1, 3] 6= ∅ for k odd. Explicitly, if k is even then define

a potential vk+1 by vk+1(j) = vk(j) for all j ≤ Nk and vk+1(j) = vω(j) (with the density ρ) otherwise

such that [−c, 4 + c] ⊂ Sp(Hvk+1
) and Sp(Hvk+1

) is pure point. Such a ω exists from Theorem 5.2.1 and

fact (2) above applied with the perturbationW to match the potential for j ≤ Nk. If k is odd then we define

vk+1 by vk+1(j) = vk(j) for all j ≤ Nk and vk+1(j) = 0 otherwise. We can then choose nk+1 such that

the above intersections hold and Nk+1 such that Γnk+1
(Hvk+1

) only depends on {vk+1(j) : j ≤ Nk+1}.
Finally set v(j) = vk(j) for j ≤ Nk. It is clear from (iii) of Definition 2.1.1, that Γnk(Hv) = Γnk(Hvk).

But then this implies that Γnk(Hv) cannot converge, the required contradiction.

Remark 5.3.1. The result can be extended to Schrödinger operators on Zd or much more general lattices.

It can also be extended to Schrödinger operators acting on L2(Rd) via Kato’s famous theorem regarding

potentials decaying faster than O(1/ |x|) (see for example [RS78]) and recent results on Anderson locali-

sation for Bernoulli random variables [BK05].

A similar argument gives the following theorem, where V is used to denote bounded real-valued poten-

tials on N and Λ2 denotes the pointwise evaluations of such potentials.

Theorem 5.3.2 (Impossibility of computing spectral measures with error control). Consider the problem

function

Ξ̂ : V× N→ R≥0

(v, j)→ 〈EHv{1}ej , ej〉
.

Then {Ξ̂,V × N,Λ2} ∈ ∆A
2 but {Ξ̂,V × N,Λ2} /∈ ∆G

1 . In other words, Ξ̂ can be computed in one limit,

but it cannot be computed with error control.

Proof. The positive result {Ξ̂,V × N,Λ2} ∈ ∆A
2 follows directly from the remarks after Theorem 4.3.1

and Proposition 4.2.1. Suppose for a contradiction that {Ξ̂,V × N,Λ2} ∈ ∆G
1 and that Γn is a sequence

of general algorithms solving the problem with error control. It follows that for each j ∈ N, there exists a

sequence of general algorithms Γjn such that

lim
n→∞

Γjn(v) =

1, if Ξ̂(v, j) > 0

0, otherwise
.
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Informally, these are described as follows. Fix j and consider the lower bound on Ξ(v, j) computed by

{Γm(v, j) : m ≤ n}. If this is greater than 0 then set Γjn(v) = 1, otherwise set Γjn(v) = 0. It follows that

Γjn(v) also converges from below. It holds that 1 ∈ Spp(Hv) if and only if Ξ̂(v, j) > 0 for some j ∈ N.

Now define

Γ̂n(v) = sup
j≤n

Γjn(v).

It is clear that this is a general algorithm using Λ2. Furthermore,

lim
n→∞

Γ̂n(v) =

1, if 1 ∈ Spp(Hv)

0, otherwise
,

with convergence from below.

Now we may choose a v such that 1 ∈ Spp(Hv) (this can be achieved for example by taking a potential

which induces pure point spectrum and shifting the operator accordingly). It follows that for large n we

have Γ̂n(v) = 1. But the computation of Γ̂n(v) is only dependent on v(j) for j < N for some N ∈ N.

Define v0 ∈ V by v0(j) = v(j) if j < N and v0(j) = 0 otherwise. It follows that Γ̂n(v0) = 1. But since

the potential has compact support, 1 /∈ Spp(Hv0
) and hence Γ̂n(v0) = 0, the required contradiction.

We now shift our attention to proving that ΞC
pp can be computed using a ΣA2 tower. The first step is the

following technical lemma, whose proof will also be used later when considering ΞC
ac.

Lemma 5.3.3. Let a < b with a, b ∈ R and consider the decision problem

Ξa,b,pp : Ωf,α → {0, 1}

A→

1, if Sppp(A) ∩ [a, b] 6= ∅

0, otherwise.

Then there exists a height two arithmetical tower Γn2,n1
(with evaluation functions Λ1) for Ξa,b,pp. Fur-

thermore, the final limit is from below in the sense that Γn2(A) := limn1→∞ Γn2,n1(A) ≤ Ξa,b,pp(A).

Proof. Step 1 of the proof of Theorem 4.3.3 yields a height two arithmetical tower Γ̂jn2,n1
(A) for the com-

putation of µAej ,ej ,c((a, b)). Note that the final limit is from above and using the fact that µAej ,ej ,c({a, b}) = 0

we obtain a height two tower for µAej ,ej ,c([a, b]). We can then use the height one tower for µAej ,ej ([a, b])

constructed in §4.2.2, denoted by Γ̃jn1
(A), and define

aj,n2,n1
(A) = Γ̃jn1

(A)− Γ̂jn2,n1
(A).

This provides a height two arithmetical tower for µAej ,ej ,pp([a, b]) with the final limit from below. Without

loss of generality (by taking successive maxima) we can assume that these towers are non-decreasing in n2.

Now set

Υn2,n1
(A) = max

1≤j≤n2

aj,n2,n1
(A).

Then it is clear that the limit limn1→∞Υn2,n1
(A) = Υn2

(A) exists. Furthermore, the monotonicity of

aj,n2,n1
(A) in n2 implies that

lim
n2→∞

Υn2
(A) = sup

n∈N
µAen,en,pp([a, b]),
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with monotonic convergence from below. This limiting value is zero if Ξa,b,pp(A) = 0, otherwise it is a

positive finite number.

To convert this to a height two tower for the decision problem Ξa,b,pp, that maps to the discrete space

{0, 1}, we use the following trick. Consider the intervals Jn2
1 = [0, 1/n2], and Jn2

2 = [2/n2,∞). Let

k(n2, n1) ≤ n1 be maximal such that Υn2,n1(A) ∈ Jn2
1 ∪ J

n2
2 . If no such k exists or Υn2,k(A) ∈ Jn2

1

then set Γn2,n1(A) = 0. Otherwise set Γn2,n1(A) = 1. These can be computed using finitely many

arithmetic operations and comparisons using Λ1. The point of the intervals Jn2
1 and Jn2

2 is that we can

show limn1→∞ Γn2,n1
(A) = Γn2

(A) exists. This is because limn1→∞Υn2,n1
(A) = Υn2

(A) exists and

hence we cannot oscillate infinitely often between the separated intervals Jn2
1 and Jn2

2 . Now suppose that

Ξa,b,pp(A) = 0, then limn1→∞ Γ̂n2,n1
(A) = 0 and hence limn1→∞ Γn2,n1

(A) = 0 for all n2. Now

suppose that Ξa,b,pp(A) = 1, then for large enough n2 we must have that Υn2(A) > 2/n2 and hence

Γn2(A) = 1. Together, these prove the convergence and that Γn2(A) ≤ Ξa,b,pp(A).

Proof that {ΞC
pp,Ωf,α,Λ1} ∈ ΣA2 . Step 1: Construction of height two tower. To construct a height two

arithmetical tower for ΞC
pp we will use Lemma 5.3.3 repeatedly. Let Γ̂n2,n1

(·, I) denote the height two

tower constructed in the proof of Lemma 5.3.3 for the closed interval I (I = [a, b]), where without loss of

generality by taking successive maxima in n2, we can assume that this tower is non-decreasing in n2 (this

is where we use convergence from below in the final limit in the statement of the lemma). For a given n1

and n2, we construct Γn2,n1
(A) as follows (we will use some basic terminology from graph theory).

Define the intervals I0
n2,n1,j

= [j, j + 1] for j = −n2, ..., n2 − 1 so that these form a cover of

the interval [−n2, n2]. Now suppose that Ikn2,n1,j
are defined for j = 1, ..., rk(n2, n1, A). Compute

each Γ̂n2,n1
(A, Ikn2,n1,j

) and if this is 1, bisect Ikn2,n1,j
via its midpoint into two equal halves consist-

ing of closed intervals. We then take all these bisected intervals and label them as Ik+1
n2,n1,j

for j =

1, ..., rk+1(n2, n1, k, A). This is repeated until we have no further bisections or the intervals In2
n2,n1,j

have

been computed. By adding the interval [−n2, n2] as a root with children I0
n2,n1,j

, this creates a finite binary

tree structure where a non-root interval I is a parent of two intervals precisely if those two intervals are

formed from its bisection and Γ̂n2,n1
(A, I) = 1. We then prune this tree by discarding all leaves I which

have Γ̂n2,n1
(A, I) = 0 to form the tree Tn2,n1

(A). Finally, we let Γn2,n1
(A) be the union of all the leaves

of Tn2,n1(A). Clearly this can be computed using finitely many arithmetic operations and comparisons

using Λ1. The construction is shown visually in Figure 5.1.

In the above construction, the number of intervals considered (including those not in the tree Tn2,n1
(A))

for a fixed n2 is n22n2+1 + 1 and hence independent of n1. It follows that Tn2,n1
(A) and Γn2,n1

(A) are

constant for large n1 (due to the convergence of the Γ̂n2,n1
(A, I) in {0, 1}). We denote these limiting values

by Tn2(A) and Γn2(A) respectively and also denote the corresponding intervals in the construction at the

m−th level of this limit by Imn2,j
. Note also that if ΞC

pp(A) = ∅ then Γn2(A) = ∅.
Now suppose that z ∈ ΞC

pp(A), then there exists a sequence of nested intervals Im = Imn2,am,n2
contain-

ing z for m = 0, ..., n2 (where the notation means that these intervals are independent of n2). Fix m, then

for large n2 we must have that Γ̂n2
(A, Ij) = 1 for j = 1, ...,m. It follows that Im has a descendent interval

In2,m contained in Γn2
(A) and hence we must have dist(z,Γn2

(A)) ≤ 2−m. Since m was arbitrary it

follows that dist(z,Γn2(A)) converges to 0 as n2 →∞.

Conversely, suppose that zmj ∈ Γmj (A) with mj → ∞, then we must show that all limit points of

{zmj} lie in ΞC
pp(A). Suppose this were false, then by taking a subsequence if necessary, we can assume

134



5.3. Proof of Theorem 5.1.1 CHAPTER 5. Computing Spectral Type

that zmj → z and dist(zmj ,Ξ
C
pp(A)) ≥ δ for some δ > 0. We claim that it is sufficient to prove that the

maximum length of the leaves of Tn2
(A) intersecting a fixed compact subset of R, converges to zero as

n2 → ∞. Suppose this has been shown, then zmj ∈ Imj for some leaf Imj of Tmj (A). It follows that

Imj ∩ ΞC
pp(A) 6= ∅ and

∣∣Imj ∣∣→ 0. But this contradicts zmj being positively separated from ΞC
pp(A).

To prove convergence, we are thus left with proving the claim regarding the lengths of leaves. Suppose

this were false, then there exists a compact set K ⊂ R and leaves Ij in Tbj (A) such that the lengths of Ij

do not converge to zero and Ij intersect K. By taking subsequences if necessary, we can assume that the

lengths of each Ij are constant. Then by the compactness of K and taking subsequences if necessary again,

we can assume that each of the Ij are equal to a common interval I . It follows that Γ̂bj (A, I) = 1 but that

Γ̂bj (A, I1) = Γ̂bj (A, I2) = 0 since I is a leaf, where I1 and I2 form the bisection of I . Taking bj → ∞,

this implies that I ∩ ΞC
pp(A) 6= ∅ but I1 ∩ ΞC

pp(A) = I2 ∩ ΞC
pp(A) = ∅ which is absurd. Hence we have

shown the required contradiction, and proven convergence.

Step 2: Adaptation to achieve a ΣA2 tower. Let

Γ̃n2,n1
(A) = Sppp(A) ∪ Γn2,n1

(A), Γ̃n2
(A) = lim

n1→∞
Γ̃n2,n1

(A),

where we remark that the limit is guaranteed to exist. For m = 1, ..., n2 we define δ̂m(n1, n2) via the

following procedure. If Γn2,n1(A) ∩ Bm(0) 6= ∅, then we let δ̂m(n1, n2) ≤ 1 be the length of the longest

leaf in Tn2,n1(A) that intersects B2m(0). If Γn2,n1(A)∩Bm(0) = ∅, then we let δ̂m(n1, n2) = 1. We then

set δm(n1, n2) = min{δ̂k(n1, n2) : m ≤ k ≤ n2} and, if Γn2,n1
(A) 6= ∅, define

En2,n1(A) = 2−n2 +

n2∑
m=1

2−m · δm(n1, n2).

Otherwise we set En2,n1(A) = 0. Note that this can be computed using finitely many arithmetic operations

and comparisons. We also define

δm(n2) = lim
n1→∞

δm(n1, n2), En2
(A) = lim

n1→∞
En2,n1

(A),

where, again, both limits exist (in fact the sequences are eventually constant) since the finite number of

decision problems deciding Γn2,n1(A) and Tn2,n1(A) are eventually constant.

If m ∈ {1, 2, ..., n2} and x ∈ Bm(0), then the closest point to x that lies in Γ̃n2
(A) either lies in

Sppp(A), in which case the inclusion Sppp(A) ⊂ Γ̃n2
(A) implies that

min
{

1,
∣∣∣dist(x, Γ̃n2(A))− dist(x, Sppp(A))

∣∣∣} = 0 ≤ δ̂m(n2),

or it lies in Γn2
(A). In the latter case, if Γn2

(A)∩Bm(0) 6= ∅ then the closest point must also lie inB2m(0)

and hence

min
{

1,
∣∣∣dist(x, Γ̃n2

(A))− dist(x, Sppp(A))
∣∣∣} ≤ δ̂m(n2),

since the final limit of the algorithm from Lemma 5.3.3 is from below. This implies that

min

{
1, sup
|x|≤m

∣∣∣dist(x, Γ̃n2
(A))− dist(x,Sppp(A))

∣∣∣}

≤ min
m≤k≤n2

{
1, sup
|x|≤k

∣∣∣dist(x, Γ̃n2
(A))− dist(x, Sppp(A))

∣∣∣} ≤ δm(n2).

It follows that we must have

dAW(Γ̃n2
(A),Sppp(A)) ≤ En2

(A), (5.3.1)
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(A)

Figure 5.1: Example of tree structure used to compute the point spectrum for n2 = 3. Each tested interval
is shown in green (Γ̂n2,n1(A, I) = 1) or red (Γ̂n2,n1(A, I) = 0). The arrows show the bisections and the
final output is shown in blue.

with this bound being trivial in the case that Γn2(A) = ∅. Now if m is such that Γn2(A) ∩ Bm(0) 6= ∅ for

large n2, then since the maximum length of the leaves of Tn2
(A) over any compact set converges to zero,

we must have that limn2→∞ δ̂m(n2) = 0. It follows that if Sppp(A) 6= ∅ then limn2→∞ δm(n2) = 0 for

each m and hence limn2→∞En2
(A) = 0. Clearly this convergence also holds if Sppp(A) = ∅ since, in

this case, Γn2
(A) = ∅ for large n2.

To construct a ΣA2 tower, it is enough (by taking subsequences) to show that given ε ∈ Q>0, we can

choose n2(ε, n1) ≥ ε−1 such that limn1→∞ n2(ε, n1) = nε2 ∈ N exists and

dAW(Γ̃nε2(A),Sppp(A)) ≤ ε.

To do this, fix ε and consider S(ε, n1) = N ∩ [ε−1, n1]. If n1 < ε−1 then set n2(ε, n1) =
⌈
ε−1
⌉
. Oth-

erwise, let S ′(ε, n1) be the set of all k ∈ S(ε, n1) such Ek,n1
(A) ≤ ε. If S ′(ε, n1) = ∅ then we set

n2(ε, n1) =
⌈
ε−1
⌉
, otherwise we set n2(ε, n1) to be the minimal element of S ′(ε, n1). For large n1, since

each En2,n1(A) is eventually constant and the En2(A) converge to 0, we must have that S ′(ε, n1) 6= ∅. In

fact, we have that

nε2 = lim
n1→∞

n2(ε, n1) = min{k : k ≥
⌈
ε−1
⌉
, Ek(A) ≤ ε}.

The bound (5.3.1) now finishes the proof.

5.3.2 Absolutely continuous spectra

We will first prove the lower bound and recall the following result which will be crucial for the proof.

Theorem 5.3.4 (Krutikov and Remling [KR01]). Consider discrete Schrödinger operators acting on l2(N).

Let v be a (real-valued and bounded) potential of the following form:

v(n) =

∞∑
j=1

gjδn,mj , mj−1/mj → 0.

Then [0, 4] ⊂ Spess(H0 + v) and the following dichotomy holds:

(a) If
∑
j∈N g

2
j <∞ then H0 + v is purely absolutely continuous on (0, 4).

(b) If
∑
j∈N g

2
j =∞ then H0 + v is purely singular continuous on (0, 4).
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To prove the lower bound (that one limit will not suffice) our strategy will be to reduce a certain decision

problem to the computation of ΞC
ac. Let (M′, d′) be the discrete space {0, 1}, let Ω′ denote the collection

of all infinite sequence {aj}j∈N with entries aj ∈ {0, 1} and consider the problem function

Ξ′({aj}) : Does {aj} have infinitely many non-zero entries?

In [Col19b], it was shown that SCI(Ξ′,Ω′)G = 2 (where the evaluation functions consist in component-

wise evaluation of the array {aj}).

Proof that {ΞC
ac,Ωf,α,Λ1} /∈ ∆G

2 . We are done if we prove the result for f(n) = n+1 and α = 0. Suppose

for a contradiction that Γn is a height one tower of general algorithms solving {ΞC
ac,Ωf,0,Λ1}. We will

gain a contradiction by using the supposed tower to solve {Ξ′,Ω′}.
Given {aj} ∈ Ω′, consider the operator H = H0 + v where the potential is of the following form:

v(m) =

∞∑
k=1

akδm,k!.

Then by Theorem 5.3.4, [0, 4] ⊂ Spac(H) if
∑
k ak <∞ (that is, if Ξ′({aj}) = 0) and Spac(H)∩ (0, 4) =

∅ otherwise. Given N we can evaluate any matrix value of H using only finitely many evaluations of {aj}
and hence the evaluation functions Λ1 can be computed using component-wise evaluations of the sequence

{aj}. We now set

Γ̂n({aj}) =

0, if dist(2,Γn(H)) < 1

1, otherwise.

The above comments show that each of these is a general algorithm and it is clear that it converges to

Ξ′({aj}) as n→∞, the required contradiction.

To construct the ΣA2 tower for ΞC
ac we will need the following lemma.

Lemma 5.3.5. Let a < b with a, b ∈ R and consider the decision problem

Ξa,b,ac : Ωf,α → {0, 1}

A→

1, if Spac(A) ∩ [a, b] 6= ∅

0, otherwise.

Then there exists a height two arithmetical tower Γn2,n1 (with evaluation functions Λ1) for Ξa,b,ac. Fur-

thermore, the final limit is from below in the sense that Γn2(A) := limn1→∞ Γn2,n1(A) ≤ Ξa,b,ac(A).

Proof. Fix such an a and b and let χn be a sequence of non-negative, continuous piecewise linear functions

on R, bounded by 1 and of compact support such that χn converge pointwise monotonically up to the

constant function 1. Define also the function

υm,n(u,A) = 〈KH(u+ i/n,A, em), em〉

and set

am,n2,n1
(A) =

∫ b

a

υm,n1
(u,A)χn2

(|υm,n1
(u,A)|)du.
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Since each χn is continuous and has compact support, and since υm,n(u,A) converges almost everywhere

to ρAem,em(u) (the Radon–Nikodym derivative of the absolutely continuous part of the measure µAem,em ), it

follows by the dominated convergence theorem that

lim
n1→∞

am,n2,n1
(A) =: am,n2

(A) =

∫ b

a

ρAem,em(u)χn2
(ρAem,em(u))du.

We now use the fact that the χn are increasing and the dominated convergence theorem again to deduce that

lim
n2→∞

am,n2
(A) = µAem,em,ac([a, b]),

with monotonic convergence from below.

Using Corollary 4.2.2 (and the now standard argument of Lipschitz continuity of the resolvent), we

can compute approximations of am,n2,n1(A) to accuracy 1/n1 in finitely many arithmetic operations and

comparisons. Call these approximations ãm,n2,n1(A) and set

Υn2,n1(A) = max
1≤j≤n2

ãj,n2,n1(A).

The proof now follows that of Lemma 5.3.3 exactly.

Proof that {ΞC
ac,Ωf,α,Λ1} ∈ ΣA2 . This is exactly the same construction as in the above proof of the inclu-

sion {ΞC
pp,Ωf,α,Λ1} ∈ ΣA2 . We simply replace the tower constructed in the proof of Lemma 5.3.3 by the

tower constructed in the proof of Lemma 5.3.5.

5.3.3 Singular continuous spectra

We will first prove the lower bound for the singular continuous spectrum via Theorem 5.3.4. Note that

the impossibility result {ΞC
sc,Ωf,α,Λ1} /∈ ∆G

2 follows from the same argument that was used to show

{ΞC
ac,Ωf,α,Λ1} /∈ ∆G

2 . To show that two limits will not suffice for f(n) − n ≥
√

2n + 1/2, our strategy

will be to reduce a certain decision problem to the computation of ΞC
sc. Let (M′, d′) be the space [0, 1] with

the usual topology and Ω̃ denote the collection of all infinite matrices {ai,j}i,j∈N with entries ai,j ∈ {0, 1}
and consider the problem function

Ξ̃1({ai,j}) : Does {ai,j} have a column containing infinitely many non-zero entries?

Recall that it was shown in Theorem 2.4.7 in Chapter 2 §2.4 that SCI(Ξ̃1, Ω̃)G = 3 (where the evaluation

functions consist in component-wise evaluation of the array {ai,j}). We will gain a contradiction by using

the supposed height two tower to solve {Ξ̃1, Ω̃}.

Proof that {ΞC
sc,Ωf,α,Λ1} /∈ ∆G

3 if f(n)− n ≥
√

2n+ 1/2. Assume that the function f satisfies f(n) −
n ≥

√
2n + 1/2. The proof will use a direct sum construction. Given {ai,j} ∈ Ω̃, consider the operators

Hj = H0 + v(j) where the potential is of the following form:

v(j)(n) =

∞∑
k=1

ak,jδn,k!.

Using Theorem 5.3.4, [0, 4] ⊂ Spsc(Hj) if
∑
k ak,j =∞ (that is, if the j-th column has infinitely many 1s)

and Spsc(Hj) ∩ (0, 4) = ∅ otherwise. Now consider an effective bijection (with effective inverse) between

the canonical bases of l2(N) and ⊕∞j=1l
2(N):

φ : {en : n ∈ N} → {ek : k ∈ NN, ‖k‖0 = 1}.
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Set H({ai,j}) =
⊕∞

j=1Hj . Then through φ, we view H = H({ai,j}) as a self-adjoint operator acting on

l2(N). Explicitly, we consider the matrix

Hm,n = 〈Heφ(n), eφ(m)〉.

We choose the following bijection (where m lists the canonical basis in each Hilbert space):

j = 1 j = 2 j = 3 · · ·

m = 1 φ(1) φ(3) φ(6) · · ·

m = 2 φ(2) φ(5)

m = 3 φ(4)

· · · · · ·

A straightforward computation shows that H ∈ Ωf,0. We also observe that if Ξ̃1({ai,j}) = 1 then [0, 4] ⊂
Spsc(H), otherwise Spsc(H) ∩ (0, 4) = ∅.

Suppose for a contradiction that Γn2,n1 is a height two tower of general algorithms solving the problem

{ΞC
sc,Ωf,0,Λ1}. We will gain a contradiction by using the supposed height two tower to solve {Ξ̃1, Ω̃}. We

now set

Γ̂n2,n1
({ai,j}) = 1−min{1,dist(3,Γn2,n1

(A({ai,j})))},

where we use the convention dist(3, ∅) = 1. The comments above show that each of these is a general

algorithm. Furthermore, the convergence of Γn2,n1
implies that

lim
n2→∞

lim
n1→∞

Γ̂n2,n1
({ai,j}) = 1−min{1,dist(3,Spsc(H({ai,j})))} = Ξ̃1({ai,j}).

Hence Γ̂n2,n1 is a height two tower of general algorithms solving {Ξ̃1, Ω̃}, a contradiction.

Finally, we will use the following lemma to prove that the singular continuous spectrum can be com-

puted in three limits.

Lemma 5.3.6. Let a < b with a, b ∈ R and consider the decision problem

Ξa,b,sc : Ωf,α → {0, 1}

A→

1, if Spsc(A) ∩ [a, b] 6= ∅

0, otherwise.

Then there exists a height three arithmetical tower Γn3,n2,n1
(with evaluation functions Λ1) for Ξa,b,sc.

Furthermore, the final limit is from below in the sense that Γn3
(A) := limn2→∞ limn1→∞ Γn3,n2,n1

(A) ≤
Ξa,b,sc(A).

Once this is proven, we use the same construction that was used for {ΞC
pp,Ωf,α,Λ1}, {ΞC

ac,Ωf,α,Λ1} ∈
ΣA2 to show that {ΞC

sc,Ωf,α,Λ1} ∈ ΣA3 , but with an additional limit. Namely, we replace (n2, n1) by

(n3, n2) in the proof and use the tower constructed in the proof of Lemma 5.3.5 instead of Γ̂n2,n1
(A, I) for

an interval I . We still gain the required convergence since the only change is an additional limit in the finite

number of decision problems that decide the appropriate tree.
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Proof of Lemma 5.3.6. Note that we can write

µAem,em,sc([a, b]) = µAem,em([a, b])− µAem,em,pp([a, b])− µAem,em,ac([a, b]).

From this and the proofs of Lemmas 5.3.3 and 5.3.5, it is clear that we can construct a height two arithmeti-

cal tower, am,n2,n1
(A), for µAem,em,sc([a, b]) where the final limit is from above. Now set

Υn3,n2,n1(A) = max
1≤j≤n3

aj,n2,n1(A).

We see that each successive limit converges, with the second from above and the final from below. By

taking successive maxima, minima of our base algorithms, we can assume that the second and final limits

are monotonic and that Υn3,n2,n1(A) is monotonic in both n2 and n3. Define the limiting sets Υn3,n2(A) =

limn1→∞Υn3,n2,n1
(A), Υn3

(A) = limn2→∞Υn3,n2
(A) and Υ(A) = limn3→∞Υn3

(A). Then Υ(A) is

zero if Ξa,b,sc(A) = 0, otherwise it is a positive finite number.

With a slight change to the previous argument (the monotonicity in n2 and n3 is crucial for this to work),

consider the intervals Jm1 = [0, 1/m], and Jm2 = [2/m,∞). Let k(m,n, n1) ≤ n1 be maximal such that

Υm,n,n1(A) ∈ Jm1 ∪ Jm2 . If no such k exists or Υm,n,k(A) ∈ Jm1 then set Γ̂m,n,n1(A) = 0. Otherwise set

Γ̂m,n,n1(A) = 1. We then define

Γn3,n2,n1(A) = max
1≤m≤n3

min
1≤n≤n2

Γ̂m,n,n1(A).

These can be computed using finitely many arithmetic operations and comparisons using Λ1, and, as before,

the first limit exists with

Γn3,n2
(A) = lim

n1→∞
Γn3,n2,n1

(A) = max
1≤m≤n3

min
1≤n≤n2

Γ̂m,n(A).

Note that the second and third sequential limits exist through the use of maxima and minima.

Now suppose that Ξa,b,sc(A) = 0 and fix n3. Then for large n2, we must have that Υm,n2
(A) <

1/(2n3) for all m ≤ n3 due to the monotonic convergence of Υp as p→∞. It follows in this case that

lim
n2→∞

Γn3,n2
(A) = 0, for all n3.

Now suppose that Ξa,b,sc(A) = 1. It follows in this case that there exists M ∈ N such that if m ≥ M

then Υm(A) > 3/m. Due to the monotonic convergence of Υm,p as p → ∞ it follows that for all p we

must have Υm,p > 3/m and hence there exists N(m, p) ∈ N such that if n1 ≥ N(m, p) then we must have

Υm,p,n1 ≥ 2/m. It follows that if n3 ≥M then we must have Γ̂n3,p(A) = 1 for all p and hence that

lim
n3→∞

Γn3
(A) = 1.

The conclusion of the lemma now follows.
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Part II

Beyond Spectra





Chapter 6

Discrete Spectra and Spectral Gap

Computing the discrete spectrum of a normal operator is a problem encountered in many areas of applied

mathematics and theoretical physics, as well as being of interest from a purely theoretical point of view.

However, there has been no known algorithm that converges to the discrete spectrum and separates it from

the essential spectrum. We provide and numerically demonstrate such an algorithm that yields a sharp

classification in the SCI hierarchy. Furthermore, we show how multiplicities (and eigenspaces) can also be

calculated. This problem is subtly different to that of computing the point spectrum, namely the eigenvalues

of the operator, discussed in Chapter 5, since the discrete spectrum does not include eigenvalues of infinite

multiplicity or eigenvalues embedded in the essential spectrum.

A second problem considered in this chapter is the spectral gap problem, which is related to the di-

chotomy between the discrete and essential spectrum. The spectral gap problem has a long tradition and is

linked to many important conjectures and problems such as the Haldane conjecture [Hal83, GJL94] or the

Yang–Mills mass gap problem in quantum field theory [BCD+06]. In the seminal paper by Cubitt, Perez–

Garcia and Wolf [CPGW15], it was shown that the spectral gap problem is undecidable (i.e. the problem

/∈ ∆T
1 ) when considering the thermodynamic limit of finite-dimensional Hamiltonians. We consider the

infinite-dimensional statement of the problem and provide classifications in the SCI, as well as an extension

to classifying the geometric/algebraic properties of the bottom of the spectrum.

6.1 Main Results

Throughout this chapter, we consider various operators acting on l2(N). The information given to us through

the functions Λ is the collection of matrix values of an operator A with respect to the canonical basis.

An alternative method for computing point spectra (and discrete spectra) is discussed in §4.6.3, where an

example for highly oscillatory states of Dirac operators is given.

6.1.1 Computing discrete spectra and multiplicities

Let ΩdN denote the class of bounded normal operators on l2(N) with (known) bounded dispersion (recall

(3.1.1) and this concept from §3.1.1) and with non-empty discrete spectrum (this condition can be dropped

- see below), and denote by ΩdD the class of bounded diagonal self-adjoint operators in ΩdN. For a normal

operator A, there is a simple decomposition of Sp(A) into the discrete spectrum and the essential spectrum,
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denoted by Spd(A) and Spess(A) respectively. The discrete spectrum consists of isolated points of the

spectrum that are eigenvalues of finite multiplicity. The essential spectrum has numerous definitions in the

non-normal case, but for the normal case is defined as the set of z such that A − zI is not a Fredholm

operator. Define the problem function

Ξd1 : ΩdN,Ω
d
D 3 A 7→ cl (Spd(A)) .

We have taken the closure and restricted to operators with non-empty discrete spectrum, since we want

convergence with respect to the Hausdorff metric. However, the algorithm we build, Γn2,n1
, has the property

that limn1→∞ Γn2,n1
(A) ⊂ Spd(A), so this is not restrictive in practice.

Theorem 6.1.1. Let Ξd1, ΩdN and ΩdD be as above. Then,

∆G
2 63 {Ξd1,ΩdN} ∈ ΣA2 , ∆G

2 63 {Ξd1,ΩdD} ∈ ΣA2 .

The constructed algorithm Γn2,n1
has the property that given A ∈ ΩdN and z ∈ Spd(A), the following

holds. If ε > 0 is such that Sp(A) ∩ B2ε(z) = {z}, then there is at most one point in Γn2,n1
(A) that also

lies in Bε(z). Furthermore, the limit limn1→∞ Γn2,n1(A) = Γn2(A) is contained in the discrete spectrum

and increases to cl (Spd(A)) in the Hausdorff metric as n2 →∞. In other words, a given point of Spd(A)

has at most one point in Γn2,n1
(A) approximating it.

We also want to compute multiplicities. Suppose that we have zn2,n1
∈ Γn2,n1

(A) with

lim
n1→∞

zn2,n1
= zn2

= z ∈ Spd(A)

(the limit independent of n2). Our tower also computes a function hn2,n1(A, ·) over the output Γn2,n1(A)

such that

lim
n2→∞

lim
n1→∞

hn2,n1
(A, zn2,n1

) = h(A, z)

(where h(A, z) denotes the multiplicity of the eigenvalue z) in Z≥0 with the discrete metric.

Remark 6.1.2. Suppose that we equip N∪ {+∞} with the metric inherited from the natural compactifica-

tion of R≥0. One can alter the proof slightly to show that we can compute hn2,n1
such that

lim
n1→∞

hn2,n1
(A, zn2,n1

) =: hn2
(A, z) ≥ h(A, z),

with convergence monotonic from above, thus generalising the notion of ΠA
2 to the multiplicity problem.

An easy corollary of the proof of Theorem 6.1.1 is as follows. Let ΩfN denote the class of bounded

normal operators with (known) bounded dispersion with respect to the function f . Let ΩD denote the class

of bounded self-adjoint diagonal operators and consider the following discrete problem (mapping into the

discrete space {0, 1})
Ξd2 : ΩfN,ΩD 3 A 7→ Is Spd(A) 6= ∅?

Corollary 6.1.3. Let Ξd2, ΩfN and ΩD be as above. Then,

∆G
2 63 {Ξd2,Ω

f
N} ∈ ΣA2 , ∆G

2 63 {Ξd2,ΩD} ∈ ΣA2 .

Finally, we remark that for points approximating the discrete spectrum, the algorithm in §3.4 of Chapter

3 can be used to compute eigenvectors. This is discussed further in §6.4, where we consider numerical

examples.
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What happens when we cannot bound the dispersion?

Whilst Theorem 6.1.1 shows that computing the discrete spectrum requires two limits, the constructed

algorithm has

lim
n1→∞

Γn2,n1
(A) ⊂ Spd(A).

This is demonstrated in §3.4, and we can still effectively approximate eigenspaces with error control. But

what happens if we do not know a dispersion function f as in (3.1.1) such that we may not have known

bounded dispersion? To investigate this case we let Ωd1 denote the class of bounded normal operators with

non-empty discrete spectrum and Ωd2 the class of bounded normal operators. As the next theorem reveals,

we get a jump in the SCI hierarchy.

Theorem 6.1.4. Let Ξdi and Ωdi be as above. Then,

∆G
3 63 {Ξd1,Ωd1} ∈ ΣA3 , ∆G

3 63 {Ξd2,Ωd2} ∈ ΣA3 .

The proof also shows that without additional structure, it requires three limits to compute the discrete

spectrum of self-adjoint matrices. It also requires three limits to check if there are any isolated eigenvalues

of finite multiplicity.

6.1.2 The spectral gap problem

The spectral gap problem has a long tradition and is linked to many important conjectures and problems

such as the Haldane conjecture [GJL94] or the Yang–Mills mass gap problem in quantum field theory

[BCD+06]. The spectral gap question is fundamental in physics, and in the seminal paper by Cubitt, Perez–

Garcia and Wolf [CPGW15], it was shown that the spectral gap problem is undecidable when considering

the thermodynamic limit of finite-dimensional Hamiltonians.

In this section, we consider the general infinite-dimensional problem. The question can be formulated

in the following way. Let Ω̂SA be the set of all bounded below, self-adjoint operators A on l2(N), for which

the linear span of the canonical basis form a core of A (we do not assume A is bounded above) and such

that one of the two following cases occur:

(1) The minimum of the spectrum, a, is an isolated eigenvalue with multiplicity one.

(2) There is some ε > 0 such that [a, a+ ε] ⊂ Sp(A).

In the former case, we say the spectrum is gapped, whereas in the latter we say it is gapless. Note that,

because we have restricted ourselves to the class where either (1) or (2) must hold, our problem is well-

defined as a decision problem. Moreover, this definition is in line with the definitions in [CPGW15] and

the physics literature. We also let Ω̂D denote the operators in Ω̂SA that are diagonal and define the decision

problem (mapping into the discrete space {0, 1})

Ξgap : Ω̂SA, Ω̂D 3 A 7→ Is the spectrum of A gapped? (6.1.1)

Theorem 6.1.5 (Spectral gap). Let Ξgap be as in (6.1.1) and Ω̂SA, Ω̂D as above. Then

∆G
2 63 {Ξgap, Ω̂SA} ∈ ΣA2 , ∆G

2 63 {Ξgap, Ω̂D} ∈ ΣA2 .
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Remark 6.1.6 (Diagonal vs. full matrix). It is worth noting that Theorem 6.1.5 shows that there is no

difference in the classification of the spectral gap problem between the set of diagonal matrices and the

collection of full matrices.

The above spectral gap problem can also be extended as follows. Let Ω̃fSA denote the class of operators

that are bounded below, self-adjoint, for which the linear span of the canonical basis form a core, and that

have (known) bounded dispersion with respect to the function f . Let a(A) = inf{x : x ∈ Sp(A)} and

consider the following four cases

1. a(A) lies in the discrete spectrum and has multiplicity 1,

2. a(A) lies in the discrete spectrum and has multiplicity ≥ 2,

3. a(A) lies in the essential spectrum but is an isolated point of the spectrum,

4. a(A) is a cluster point of Sp(A).

We consider the classification problem Ξclass which maps Ω̃fSA (or relevant subclasses) to the discrete space

{1, 2, 3, 4} (with the natural order). We denote by Ω̃D the class of diagonal operators in Ω̃fSA.

Theorem 6.1.7 (Spectral Classification). Let Ξclass, Ω̃fSA and Ω̃D be as above. Then

∆G
2 63 {Ξclass, Ω̃

f
SA} ∈ ΠA

2 , ∆G
2 63 {Ξclass, Ω̃D} ∈ ΠA

2 .

6.2 Proofs of Theorems on Discrete Spectra

Here we prove our results related to the discrete spectrum. We need some results on finite section approx-

imations to the discrete spectrum of a Hermitian operator below the essential spectrum. There are two

cases to consider; either there are infinitely many eigenvalues below the essential spectrum, or there are

only finitely many. The following are well-known and follow from the ‘min-max’ theorem characterising

eigenvalues.

Lemma 6.2.1. Let B ∈ B(l2(N)) be self-adjoint with eigenvalues λ1 ≤ λ2 ≤ ... (infinitely many, counted

according to multiplicity) below the essential spectrum. Consider the finite section approximates Bn =

PnBPn ∈ Cn and list the eigenvalues of Bn as µn1 ≤ µn2 ≤ ... ≤ µnn. Then the following hold:

1. λj ≤ µnj for j = 1, ..., n,

2. for any j ∈ N, µnj ↓ λj as n→∞ (n ≥ j so that µnj makes sense).

Lemma 6.2.2. Let B ∈ B(l2(N)) be self-adjoint with finitely many eigenvalues λ1 ≤ λ2 ≤ ... ≤ λm

(counted according to multiplicity) below the essential spectrum and let a = inf{x : x ∈ Spess(B)}.
For j > m we set λj = a. Consider the finite section approximates Bn = PnBPn ∈ Cn and list the

eigenvalues of Bn as µn1 ≤ µn2 ≤ ... ≤ µnn. Then the following hold:

1. λj ≤ µnj for j = 1, ..., n,

2. for any j ≤ m, µnj ↓ λj as n→∞ (n ≥ j so that µnj makes sense),

3. given ε > 0 and k ∈ N, there exists N such that for all n ≥ N , µnk ≤ a+ ε.
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Proof of Theorem 6.1.1. Step 1: {Ξd1,ΩdD} /∈ ∆G
2 . Suppose this were false and that there exists some height

one tower Γn solving the problem. Consider the matrix operators Am = diag{0, 0, ..., 0, 2} ∈ Cm×m and

C = diag{0, 0, ...} and set

A = diag{1, 2} ⊕
∞⊕
m=1

Akm ,

where we choose an increasing sequence km inductively as follows. Set k1 = 1 and suppose that k1, ..., km

have been chosen. Spd(diag{1, 2} ⊕ Ak1
⊕ Ak2

⊕ ... ⊕ Akm ⊕ C) = {1, 2} is closed and so there exists

some nm ≥ m such that if n ≥ nm then

dist(2,Γn(diag{1, 2} ⊕Ak1
⊕ ...⊕Akm ⊕ C) ≤ 1

4
. (6.2.1)

Now let km+1 ≥ max{N(diag{1, 2} ⊕ Ak1 ⊕ ... ⊕ Akm ⊕ C, nm), km + 1}. Arguing as in the proof of

Theorem 3.1.6, it follows that Γnm(A) = Γnm(diag{1, 2}⊕Ak1
⊕ ...⊕Akm⊕C). But Γnm(A) converges

to Spd(A) = {1}, contradicting (6.2.1).

Step 2: {Ξd1,ΩdN} ∈ ΣA2 . We now construct an arithmetic height two tower for Ξd1 and the class ΩdN.

To do this, we recall that a height two tower Γ̃n2,n1
for the essential spectrum of operators in ΩdN was

constructed in [BACH+19]. For completeness, we write out the algorithm here.1 Let Pn be the usual

projection onto the first n basis elements and set Qn = I − Pn. Define

µm,n(A) := min{σ1(Pf(n)(A− zI)|QmPn(l2(N))), σ1(Pf(n)(A− zI)∗|QmPn(l2(N)))},

Gn := min

{
s+ it

2n
: s, t ∈ {−22n, ..., 22n}

}
,

Υm(z) := z + {w ∈ C : |Re(w)| , |Im(w)| ≤ 2−(m+1)}.

We then define the following sets for n > m:

Sm,n(z) := {j = m+ 1, ..., n : ∃w ∈ Υm(z) ∩Gj with µm,i(w) ≤ 1/m},

Tm,n(z) := {j = m+ 1, ..., n : ∃w ∈ Υm(z) ∩Gj with µm,i(w) ≤ 1/(m+ 1)},

Em,n(z) := |Sm,n(z)|+ |Tm,n(z)| − n,

Im,n :=

{
z ∈

{
s+ it

2m
: s, t ∈ Z

}
: Em,n(z) > 0

}
.

Finally we define for n1 > n2

Γ̃n2,n1
(A) =

⋃
z∈In2,n1

Υn2
(z),

and set Γ̃n2,n1(A) = {1} if n1 ≤ n2. Furthermore, the tower has the following desirable properties:

1. For fixed n2, the sequence Γ̃n2,n1
(A) is eventually constant as we increase n1,

2. The sets limn1→∞ Γ̃n2,n1
(A) =: Γ̃n2

(A) are nested, converging down to Spess(A).

We also need the height one tower, Γ̂n, for the spectrum of operators in ΩdN discussed in Chapter 3. Note

that Γ̂n(A) is a finite set for all n. For z ∈ Γ̂n(z), this also outputs an error control E(n, z) such that

dist(z,Sp(A)) ≤ E(n, z) and such that E(n, z) converges to the true distance to the spectrum uniformly

on compact subsets of C (with the choice of g(x) = x since the operator is normal). We now fit the pieces

together and initially define

ζn2,n1
(A) = {z ∈ Γ̂n1

(A) : E(n1, z) < dist(z, Γ̃n2,n1
(A) +B1/n2

(0))}.
1The actual algorithm is slightly more complicated to avoid the empty set, but its listed properties still hold.

147



6.2. Proofs of Theorems on Discrete Spectra CHAPTER 6. Discrete Spectra and Spectral Gap

We must show that this defines an arithmetic tower in the sense of Definitions 2.1.1 and 2.1.3. Given

z ∈ Γ̂n1
(A) and using Pythagoras’ theorem, along with the fact that Γ̃n2,n1

(A) consists of finitely many

squares in the complex plane aligned with the real and imaginary axes, we can compute dist(z, Γ̃n2,n1
(A))2

in finitely many arithmetic operations and comparisons. We can compute (E(n1, z) + 1/n2)2 and check

if this is less than dist(z, Γ̃n2,n1(A))2. Hence ζn2,n1(A) can be computed with finitely many arithmetic

operations and comparisons. There are now two cases to consider:

Case 1: Spd(A)∩ (Γ̃n2
(A) +B1/n2

(0))c = ∅. For large n1, Γ̃n2
(A) = Γ̃n2,n1

(A) and this set contains

the essential spectrum. It follows, for large n1, since E(n1, z) ≥ dist(z, Γ̃n2,n1
(A)) for all z ∈ Γ̂n1

(A),

that ζn2,n1
(A) = ∅.

Case 2: Spd(A) ∩ (Γ̃n2(A) + B1/n2
(0))c 6= ∅. In this case, this set is a finite subset of Spd(A),

{ẑ1, ..., ẑm(n2)}, separated from the closed set Γ̃n2(A) + B1/n2
(0) (we need the +B1/n2

(0) for this to

be true to avoid accumulation points of the discrete spectrum). There exists some δn2
> 0 such that the

balls B2δn2
(ẑj) for j = 1, ...,m(n2) are pairwise disjoint and such that their union does note intersect

Γ̃n2
(A) + B1/n2

(0).Using the convergence of Γ̂n1
(A) to Sp(A) and E(n, z) ≥ dist(z,Sp(A)), it follows

that for large n1 that

ζn2,n1
(A) ⊂

m(n2)⋃
j=1

Bδn2
(ẑj), (6.2.2)

is non-empty and that ζn2,n1
(A) converges to Spd(A)∩(Γ̃n2

(A)+B1/n2
(0))c 6= ∅ in the Hausdorff metric.

Suppose that ζn2,n1
(A) is non-empty. Recall that we only want one output per eigenvalue in the discrete

spectrum. To do this, we partition the finite set ζn2,n1(A) into equivalence classes as follows. For z, w ∈
ζn2,n1(A), we say that z ∼n1 w if there exists a finite sequence z = z1, z2, ..., zn = w ∈ ζn2,n1(A)

such that BE(n1,zj)(zj) and BE(n1,zj+1)(zj+1) intersect. The idea is that equivalence classes correspond

to clusters of points in ζn2,n1
(A). Given any z ∈ ζn2,n1

(A) we can compute its equivalence class using

finitely many arithmetic operations and comparisons. Let S0 be the set {z} and given Sn, let Sn+1 be the

union of any w ∈ ζn2,n1
(A) such that BE(n1,w)(w) and BE(n1,v)(v) intersect for some v ∈ Sn. Given

Sn, we can compute Sn+1 using finitely many arithmetic operations and comparisons. The equivalence

class is any Sn where Sn = Sn+1 which must happen since ζn2,n1(A) is finite. We let Φn2,n1 consist of

one element of each equivalence class that minimises E(n1, ·) over its respective equivalence class. By

the above comments it is clear that Φn2,n1
can be computed in finitely many arithmetic operations and

comparisons from the given data. Furthermore, due to (6.2.2) which holds for large n1, the separation of

the B2δn2
(ẑj) and the fact that E(n1, ·) converges uniformly on compact subsets to the distance to Sp(A),

it follows that for large n1 there is exactly one point in each intersection B2δn2
(ẑj) ∩ Φn2,n1

(A). But

we can shrink δn2 and apply the same argument to see that Φn2,n1(A) converges to Spd(A) ∩ (Γ̃n2(A) +

B1/n2
(0))c 6= ∅ in the Hausdorff metric.

Now suppose that ζn2,n1
(A) is non-empty and z1, z2 ∈ Φn2,n1

(A) and both lie in Bε(z) for some

z ∈ Spd(A) and ε > 0 with Sp(A) ∩ B2ε(z) = {z}. It follows that z minimises the distance to the

spectrum from both z1 and z2. Hence, BE(n1,z1)(z1) and BE(n1,z2)(z2) both contain the point z so that

z1 ∼n1
z2. But then at most one of z1, z2 can lie in Φn2,n1

(A) and hence z1 = z2.

To finish, we must alter Φn2,n1(A) to take care of the case when ζn2,n1(A) = ∅ and to produce a

ΣA2 algorithm. In the case that ζn2,n1(A) = ∅, set Φn2,n1(A) = ∅. Let N(A) ∈ N be minimal such that

Spd(A)∩(Γ̃N (A)+B1/N (0))c 6= ∅ (recall the discrete spectrum is non-empty for our class of operators). If
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n2 > n1 then set Γn2,n1
(A) = {0}, otherwise consider Φk,n1

(A) for n2 ≤ k ≤ n1. If all of these are empty

then set Γn2,n1
(A) = {0}, otherwise choose minimal k with Φk,n1

(A) 6= ∅ and let Γn2,n1
(A) = Φk,n1

(A).

Note that this defines an arithmetic tower of algorithms, with Γn2,n1
(A) non-empty. By the above case

analysis, for large n1 it holds that

Γn2,n1
(A) = Φn2∨N(A),n1

(A)

and it follows that

lim
n1→∞

Γn2,n1
(A) =: Γn2

(A) = Spd(A) ∩ (Γ̃n2∨N(A)(A) +B1/n2∨N(A)(0))c.

Hence Γn2
(A) ⊂ Spd(A) and Γn2

(A) converges up to cl (Spd(A)) in the Hausdorff metric.

Step 3: Multiplicities. Suppose that zn2,n1
∈ Γn2,n1

(A) converges as n1 → ∞ to some zn2
= z ∈

Γn2
(A) ⊂ Spd(A), where Γn2

is the first limit of the height two tower constructed in step 2. Consider

the following operator, viewed as a finite matrix acting on Cn, An = Pn(A − zI)∗(A − zI)Pn. This is a

truncation of the operator (A− zI)∗(A− zI). The key observation is that 0 lies in the discrete spectrum of

(A− zI)∗(A− zI) with h((A− zI)∗(A− zI), 0) = h(A, z), the multiplicity of the eigenvalue z. To see

this, note that ker(A− zI) = ker((A− zI)∗(A− zI)) and that if ‖x‖ = 1 then

‖(A− zI)x‖ ≤
√
‖(A− zI)∗(A− zI)x‖.

Since (A− zI) is bounded below on ker(A− zI)⊥, the same must be true for (A− zI)∗(A− zI). Now set

hn2,n1(A, zn2,n1)

= min{n2,
∣∣{w ∈ Sp(Pn1(A− zn2,n1I)∗Pf(n1)(A− zn2,n1I)Pn1) : |w| < 1/n2 − dn1}

∣∣},
where dn1

is some non-negative sequence converging to 0 that we define below. As usual we consider the

relevant operator as a matrix acting on Cn1 and we count eigenvalues according to their multiplicity. Via

shifting by (1/n2− dn1
)I and assuming dn1

can be computed with finitely many arithmetic operations and

comparisons, Lemma 3.2.8 shows that this is a general algorithm and can be computed with finitely many

arithmetic operations and comparisons. Consider the similar function (that we cannot necessarily compute

since we do not know z),

qn2,n1
(A, z) = min{n2, |{w ∈ Sp(An1

) : |w| < 1/n2}|},

where

An1
= Pn1

(A− zI)∗(A− zI)Pn1
.

We set B = (A− zI)∗(A− zI) and list λ1 ≤ λ2 ≤ ... as in Lemmas 6.2.1 and 6.2.2, then

lim
n1→∞

qn2,n1(A, z) = min{n2, |λj : λj < 1/n2|}.

It is then clear from the same lemmas that

lim
n2→∞

lim
n1→∞

qn2,n1
(A, z) = h((A− zI)∗(A− zI), 0) = h(A, z).

We will have completed the proof if we can choose dn1 such that

lim
n1→∞

|hn2,n1
(A, zn2,n1

)− qn2,n1
(A, z)| = 0.
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It is straightforward to show that∥∥An1 − Pn1(A− zn2,n1I)∗Pf(n1)(A− zn2,n1I)Pn1

∥∥
≤
(
|z − zn2,n1 |+ cn1

)(
‖APn1‖+ |z − zn2,n1 |+ |zn2,n1 |+

∥∥Pf(n1)(A− zn2,n1I)Pn1

∥∥ )
≤
(
|z − zn2,n1 |+ cn1

)(
2
∥∥Pf(n1)APn1

∥∥+ |z − zn2,n1 |+ 2 |zn2,n1 |+ cn1

)
,

where Df,m(A) ≤ cm is the dispersion bound. Choose

dn1 =
(
E(n1, zn2,n1) + cn1

)(
E(n1, zn2,n1) + 2 |zn2,n1 |+ 2kn1 + cn1

)
,

where kn1
overestimates

∥∥Pf(n1)APn1

∥∥ by at most 1. kn1
can be computed using a similar positive defi-

niteness test as in DistSpec (see §3.5.1). Since zn2,n1 converges to z ∈ Spd(A), it is clear that∥∥An1
− Pn1

(A− zn2,n1
I)∗Pf(n1)(A− zn2,n1

I)Pn1

∥∥ ≤ dn1

eventually and that dn1
converges to 0. Weyl’s inequality for eigenvalue perturbations of Hermitian matrices

implies the needed convergence.

Proof of Corollary 6.1.3. Since ΩD ⊂ ΩfN, its suffices to show that {Ξd2,Ω
f
N} ∈ ΣA2 and {Ξd2,ΩD} /∈ ∆G

2 .

Step 1: {Ξd2,ΩD} /∈ ∆G
2 . The proof is almost identical to step 1 in the proof of Theorem 6.1.1. Sup-

pose there exists some height one tower Γn solving the problem. Consider the matrix operators Am =

diag{0, 0, ..., 0, 2} ∈ Cm×m and C = diag{0, 0, ...} and set

A =

∞⊕
m=1

Akm ,

where we choose an increasing sequence km inductively as follows. Set k1 = 1 and suppose that k1, ..., km

have been chosen. Spd(Ak1 ⊕ Ak2 ⊕ ... ⊕ Akm ⊕ C) = {2} so there exists some nm ≥ m such that if

n ≥ nm then

Γn(Ak1
⊕ ...⊕Akm ⊕ C) = 1.

Now let km+1 ≥ max{N(diag{1, 2} ⊕ Ak1 ⊕ ... ⊕ Akm ⊕ C, nm), km + 1}. Arguing as in the proof of

Theorem 3.1.6, it follows that Γnm(A) = Γnm(Ak1
⊕ ... ⊕ Akm ⊕ C). But Γnm(A) converges to 0 as A

has no discrete spectrum and this contradiction finishes this step.

Step 2: {Ξd2,Ω
f
N} ∈ ΣA2 . Consider the height two tower, ζn2,n1

, defined in step 2 of the proof of Theorem

6.1.1. Let A ∈ ΩfN and if ζn2,n1
(A) = ∅, define ρn2,n1

(A) = 0, otherwise define ρn2,n1
(A) = 1. The

discussion in the proof of Theorem 6.1.1 shows that

lim
n1→∞

ρn2,n1(A) =: ρn2(A) =

0, if Spd(A) ∩ (Γ̃n2(A) +B1/n2
(0))c = ∅

1, otherwise.

Since Spd(A)∩ (Γ̃n2(A)+B1/n2
(0))c increases to cl (Spd(A)), it follows that limn2→∞ ρn2(A) = Ξd2(A)

and that if ρn2
(A) = 1, then Ξd2(A) = 1. Hence, ρn2,n1

provides a ΣA2 tower for {Ξd2,Ω
f
N}.

Proof of Theorem 6.1.4. Step 1: {Ξd1,Ωd1} /∈ ∆G
3 . Suppose for a contradiction that Γn2,n1

is a height two

tower solving this problem. For this proof we shall use the decision problem Ξ̃2 from §2.4 which was proven

in Theorem 2.4.7 to have SCIG = 3. For convenience, we remind the reader of this decision problem. Let
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(M, d) be the discrete space {0, 1}, let Ω̃ denote the collection of all infinite matrices {ai,j}i,j∈N with

entries ai,j ∈ {0, 1} and consider the problem function

Ξ̃2({ai,j}) : Does {ai,j} have only finitely many columns containing only finitely many non-zero entries?

We will gain a contradiction by using the supposed height two tower for {Ξd1,Ωd1}, Γn2,n1
, to solve {Ξ̃2, Ω̃}.

Without loss of generality, identify B(l2(N)) with B(X) where X = C2 ⊕
⊕∞

j=1Xj in the l2-sense

withXj = l2(N). Now let {ai,j} ∈ Ω̃ and for the jth column defineBj ∈ B(Xj) with the following matrix

representation:

Bj =

Mj⊕
r=1

Aljr , Am :=



1 1

0

. . .

0

1 1


∈ Cm×m,

where if Mj is finite then ljMj
=∞ with A∞ = diag(1, 0, 0, ...). The ljr are defined such that

∑m
i=1 ai,j∑
r=1

ljr = m+

m∑
i=1

ai,j . (6.2.3)

Define the self-adjoint operator

A = diag{3, 1} ⊕
∞⊕
j=1

Bj .

Note that no matter what the choices of ljr are, 3 ∈ Spd(A) and hence A ∈ Ωd1. Note also that the spectrum

of A is contained in {0, 1, 2, 3}. If Ξ̃2({ai,j}) = 1 then 1 is an isolated eigenvalue of finite multiplicity and

hence in Spd(A). But if Ξ̃2({ai,j}) = 0 then 1 is an isolated eigenvalue of infinite multiplicity so does not

lie in the discrete spectrum and hence Spd(A) ⊂ {0, 2, 3}.
Consider the intervals J1 = [0, 1/2], and J2 = [3/4,∞). Set αn2,n1

= dist(1,Γn2,n1
(A)). Let

k(n2, n1) ≤ n1 be maximal such that αn2,k(A) ∈ J1 ∪ J2. If no such k exists or αn2,k(A) ∈ J1 then

set Γ̃n2,n1({ai,j}) = 1. Otherwise set Γ̃n2,n1({ai,j}) = 0. It is clear from (6.2.3) that this defines a

generalised algorithm. In particular, given N we can evaluate {Ak,l : k, l ≤ N} using only finitely many

evaluations of {ai,j}, where we can use a suitable bijection between bases of l2(N) and C2 ⊕
⊕∞

j=1Xj to

viewA as acting on l2(N). The point of the intervals J1, J2 is that we can show limn1→∞ Γ̃n2,n1
({ai,j}) =

Γ̃n2
({ai,j}) exists. If Ξ̃2({ai,j}) = 1, then, for large n2, limn1→∞ αn2,k(A) < 1/2 and hence it follows

that limn2→∞ Γ̃n2({ai,j}) = 1. Similarly, if Ξ̃2({ai,j}) = 0, then, for large n2, we must have that

limn1→∞ αn2,k(A) > 3/4 and hence it follows that limn2→∞ Γ̃n2({ai,j}) = 0. Hence Γ̃n2,n1 is a height

two tower of general algorithms solving {Ξ̃2, Ω̃}, a contradiction.

Step 2: {Ξd2,Ωd2} /∈ ∆G
3 . To prove this we can use a slight alteration of the argument in step 1. Replace

X by X = l2(N)⊕
⊕∞

j=1Xj and A by

A = diag{1, 0, 2, 0, 2, ...} ⊕
∞⊕
j=1

Bj .

It is then clear that Ξd2(A) = 1 if and only if Ξ̃2({ai,j}) = 1.

Step 3: {Ξd1,Ωd1} ∈ ΣA3 . For this we argue similarly to the proof of Theorem 6.1.1 step 2. It was

shown in [BACH+19] that there exists a height three arithmetic tower Γ̃n3,n2,n1
for the essential spectrum

of operators in Ωd1 such that
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• Each Γ̃n3,n2,n1
(A) consists of a finite collection of points in the complex plane.

• For large n1, Γ̃n3,n2,n1
(A) is eventually constant and equal to Γ̃n3,n2

(A).

• Γ̃n3,n2
(A) is increasing with n2 with limit Γ̃n3

(A) containing the essential spectrum. The limit

Γ̃n3
(A) is also decreasing with n3.

Furthermore, it was proven in [BACH+19] that for operators in Ωd1, there exists a height two arithmetic

tower Γ̂n2,n1
for computing the spectrum such that

• Γ̂n2,n1
(A) is constant for large n1.

• For any z ∈ Γ̂n2
(A), dist(z,Sp(A)) ≤ 2−n2 .

Using these, we initially define

ζn3,n2,n1
(A) = {z ∈ Γ̂n2,n1

(A) : 2−n3 − 2−n2 ≤ dist(z, Γ̃n3,n2,n1
(A))}.

The arguments in the proof of Theorem 6.1.1 show that this can be computed in finitely many arithmetic

operations and comparisons using the relevant evaluation functions. Note that for large n1

ζn3,n2,n1
(A) = {z ∈ Γ̂n2

(A) : 2−n3 − 2−n2 ≤ dist(z, Γ̃n3,n2
(A))} =: ζn3,n2

(A).

There are now two cases to consider (we use Dη(z) to denote the open ball of radius η about a point z):

Case 1: Spd(A) ∩ (Γ̃n3
(A) + D2−n3 (0))c = ∅. Suppose, for a contradiction, in this case that there

exists zmj ∈ ζn3,mj (A) with mj →∞. Then, without loss of generality, zmj → z ∈ Sp(A). We also have

that

dist(zmj , Γ̃n3,mj (A)) ≥ 2−n3 − 2−mj ,

which implies that dist(z, Γ̃n3
(A)) ≥ 2−n3 and hence z ∈ Spd(A) ∩ (Γ̃n3

(A) +D2−n3 (0))c, the required

contradiction. It follows that ζn3,n2
(A) is empty for large n2.

Case 2: Spd(A) ∩ (Γ̃n3
(A) + D2−n3 (0))c 6= ∅. In this case, this set is a finite subset of Spd(A),

{ẑ1, ..., ẑm(n3)}. Each of these points is an isolated point of the spectrum. It follows that there exists

zn2 ∈ Γ̂n2(A) with zn2 → ẑ1 and |zn2 − ẑ1| ≤ 2−n2 for large n2. Since the Γ̃n3,n2(A) are increasing, this

implies that

dist(zn2 , Γ̃n3,n2(A)) ≥ dist(zn2 , Γ̃n3(A))

≥ dist(ẑ1, Γ̃n3(A))− 2−n2 ≥ 2−n3 − 2−n2 ,

so that zn2 ∈ ζn3,n2(A). The same argument holds for points converging to all of {ẑ1, ..., ẑm(n3)}. On the

other hand, the argument used in Case 1 shows that any limit points of ζn3,n2(A) as n2 →∞ are contained

in Spd(A)∩(Γ̃n3
(A)+D2−n3 (0))c. It follows that in this case ζn3,n2

(A) converges to Spd(A)∩(Γ̃n3
(A)+

B1/n3
(0))c 6= ∅ in the Hausdorff metric as n2 →∞.

Let N(A) ∈ N be minimal such that Spd(A)∩ (Γ̃N (A) +D2−N (0))c 6= ∅ (recall the discrete spectrum

is non-empty for our class of operators). If n3 > n2 then set Γn3,n2,n1(A) = {0}, otherwise consider

ζk,n2,n1
(A) for n3 ≤ k ≤ n2. If all of these are empty then set Γn3,n2,n1

(A) = {0}, otherwise choose

minimal k with ζk,n2,n1
(A) 6= ∅ and let Γn3,n2,n1

(A) = ζk,n2,n1
(A). Note that this defines an arithmetic

tower of algorithms, with Γn3,n2,n1
(A) non-empty. Since we consider finitely many of the sets ζk,n2,n1

(A),
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and these are constant for large n1, it follows that Γn3,n2,n1
(A) is constant for large n1 and constructed in

the same manner with replacing ζk,n2,n1
(A) by ζk,n2

(A). Call this limit Γn3,n2
(A).

For large n2,

Γn3,n2(A) = ζn3∨N(A),n2
(A)

and it follows that

lim
n2→∞

Γn3,n2
(A) =: Γn3

(A) = Spd(A) ∩ (Γ̃n3∨N(A)(A) +D2−n3∨N(A)(0))c.

Hence Γn3
(A) ⊂ Spd(A) and Γn3

(A) converges up to cl (Spd(A)) in the Hausdorff metric.

Step 4: {Ξd2,Ωd2} ∈ ΣA3 . Consider the height three tower, ζn3,n2,n1
, defined in step 3. Let A ∈ Ωd2 and

if ζn3,n2,n1
(A) = ∅, define ρn3,n2,n1

(A) = 0, otherwise define ρn3,n2,n1
(A) = 1. The discussion in step 3

shows that

lim
n2→∞

lim
n1→∞

ρn3,n2,n1
(A) =: ρn3

(A) =

0, if Spd(A) ∩ (Γ̃n3
(A) +D2−n3 (0))c = ∅

1, otherwise.

Since Spd(A)∩(Γ̃n3
(A)+D2−n3 (0))c increases to cl (Spd(A)), it follows that limn3→∞ ρn3

(A) = Ξd2(A)

and that if ρn3(A) = 1, then Ξd2(A) = 1. Hence, ρn3,n2,n1 provides a ΣA3 tower for {Ξd2,Ωd2}.

6.3 Proofs of Theorems on the Spectral Gap

Proof of Theorem 6.1.5. Step 1: {Ξgap, Ω̂SA} ∈ ΣA2 . LetA ∈ Ω̂SA. Using Corollary 3.2.9 we can compute

all n eigenvalues of PnAPn to arbitrary precision in finitely many arithmetic operations and comparisons.

Note that it is not completely straightforward to deduce this with the QR algorithm, as one has to deal with

halting criteria in order to achieve the correct precision. Moreover, one must approximate roots in order

to extract the approximate eigenvalues from a potential 2 × 2 matrix block. Thus we use Corollary 3.2.9

instead. In the notation of Lemmas 6.2.1, and 6.2.2 (whose analogous results also hold for the possibly

unbounded A ∈ Ω̂SA), consider an approximation

0 ≤ ln := µn2 − µn1 + εn, n ≥ 2,

where we have computed µn2 − µn1 to accuracy |εn| ≤ 1/n using Corollary 3.2.9 with B = PnAPn. Recall

that for A ∈ Ω̂SA we restricted the class so that either the bottom of the spectrum is in the discrete spectrum

with multiplicity one, or there is a closed interval in the spectrum of positive measure with the bottom of

the spectrum as its left end-point. It follows that ln converges to zero if and only if Ξgap(A) = 0, otherwise

it converges to some positive number. If n1 = 1 then set Γn2,n1(A) = 1, otherwise consider the following.

Let J1
n2

= [0, 1/(2n2)] and J2
n2

= (1/n2,∞). Given n1 ∈ N, consider lk for k ≤ n1. If no such k

exists with lk ∈ J1
n2
∪J2

n2
then set Γn2,n1

(A) = 0. Otherwise, consider k maximal with lk ∈ J1
n2
∪J2

n2
and

set Γn2,n1
(A) = 0 if lk ∈ J1

n2
and Γn2,n1

(A) = 1 if lk ∈ J2
n2

. The sequence ln1
→ c ≥ 0 for some number

c. The separation of the intervals J1
n2

and J2
n2

, ensures that ln1
cannot be in both intervals infinitely often

as n1 →∞ and hence the first limit Γn2(A) := limn1→∞ Γn2,n1(A) exists. If c = 0, then Γn2(A) = 0 but

if c > 0 then there exists n2 with 1/n2 < c and hence for large n1, ln1 ∈ J2
n2

. It follows in this case that

Γn2
(A) = 1 and we also see that if Γn2

(A) = 1 then Ξgap(A) = 1. Hence Γn2,n1
provides a ΣA2 tower.

Step 2: {Ξgap, Ω̂D} /∈ ∆G
2 . We argue by contradiction and assume the existence of a height one

tower, Γn converging to Ξgap. The method of proof follows the same lines as before. For every A and n
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there exists a finite numberN(A,n) ∈ N such that the evaluations from ΛΓn(A) only take the matrix entries

Aij = 〈Aej , ei〉with i, j ≤ N(A,n) into account. List the rationals in (0, 1) without repetition as d1, d2, ....

We consider the operators Am = diag{d1, d2, ..., dm} ∈ Cm×m, Bm = diag{1, 1, ..., 1} ∈ Cm×m and

C = diag{1, 1, ...}. Let

A =

∞⊕
m=1

(Bkm ⊕Akm),

where we choose an increasing sequence km inductively as follows. In what follows, all operators consid-

ered are easily seen to be in Ω̂D.

Set k1 = 1 and suppose that k1, ..., km have been chosen with the property that upon defining

ζp := min{dr : 1 ≤ r ≤ kp},

we have ζp > ζp+1 for p = 1, ...,m − 1. Sp(Bk1
⊕ Ak1

⊕ ... ⊕ Bkm ⊕ Akm ⊕ C) = {d1, d2, ..., dm, 1}
has ζm the minimum of its spectrum and an isolated eigenvalue of multiplicity 1, hence

Ξ(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕ C) = 1.

It follows that there exists some nm ≥ m such that if n ≥ nm then

Γn(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = 1.

Now let km+1 ≥ max{N(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕C, nm), km + 1} with ζm > ζm+1. The same

argument used in the proof of Theorem 3.1.6 shows that Γnm(A) = Γnm(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕
C) = 1. But Sp(A) = [0, 1] is gapless and so must have limn→∞(Γn(A)) = 0, a contradiction.

Proof of Theorem 6.1.7. By restricting Ω̃D to Ω̂D and composing with the map

ρ : {1, 2, 3, 4} → {0, 1},

ρ(1) = 1, ρ(2) = ρ(3) = ρ(4) = 0, it is clear that Theorem 6.1.5 implies {Ξclass, Ω̃
f
SA}, {Ξclass, Ω̃D} /∈

∆G
2 . Since Ω̃D ⊂ Ω̃fSA, we need only construct a ΠA

2 tower for {Ξclass, Ω̃
f
SA}.

Let A ∈ Ω̃fSA. For a given n, set Bn = PnAPn and in the notation of Lemmas 6.2.2 and 6.2.1, let

0 ≤ ljn := µnj+1 − µn1 + εjn, for j < n.

where we again have computed µnj+1 − µn1 to accuracy
∣∣εjn∣∣ ≤ 1/n using only finitely many arithmetic

operations and comparisons by Corollary 3.2.9. Ξclass(A) = 1 if and only if l1n converges to a positive

constant as n→∞ and Ξclass(A) = 2 if and only if l1n converges to zero as n→∞ but there exists j with

ljn convergent to a positive constant.

Note that we can use the algorithm, denoted Γ̂n, to compute the spectrum presented in Chapter 3, with

error function denoted by E(n, ·) converging uniformly on compact subsets of C to the true error from

above (again with the choice of g(x) = x since the operator is normal). Setting

an(A) = min
x∈Γ̂n(A)

{x+ E(n, x)},

we see that an(A) ≥ a(A) := infx∈Sp(A){x} and that an(A)→ a(A). Now consider

bn2,n1(A) = min{E(k, ak(A) + 1/n2) + 1/k : 1 ≤ k ≤ n1}

then bn2,n1(A) is positive and decreasing in n1 so converges to some limit bn2(A).
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Lemma 6.3.1. Let A ∈ Ω̃fSA and cn2,n1
(A) = E(n1, an1

(A) + 1/n2) + 1/n1, then

lim
n1→∞

cn2,n1(A) =: cn2(A) = dist(a+ 1/n2,Sp(A)).

Furthermore, if Ξclass(A) 6= 4 then for large n2 it follows that cn2(A) = bn2(A) = 1/n2.

Proof of Lemma 6.3.1. We know that an1
(A) + 1/n2 converges to a(A) + 1/n2 as n1 →∞. Furthermore,

dist(z,Sp(A)) is continuous in z and E(n1, z) converges uniformly to dist(z,Sp(A)) on compact subsets

of C. Hence, the limit cn2
(A) exists and is equal to dist(a(A) + 1/n2,Sp(A)). It is clear that bn2

(A) ≤
cn2

(A). Suppose now that Ξclass(A) 6= 4, then for large n1, say bigger than some N , and for large enough

n2,

E(n1, an1
(A) + 1/n2) ≥ dist(an1

(A) + 1/n2,Sp(A))

= |an1
(A) + 1/n2 − a(A)|

≥ 1/n2 = dist(a(A) + 1/n2,Sp(A)).

Now choose n2 large such that the above inequality holds and 1/n2 ≤ 1/N . Then bn2,n1
(A) ≥ 1/n2.

Taking limits finishes the proof.

If n2 ≥ n1 then set Γn2,n1
(A) = 1. Otherwise, for 1 ≤ j ≤ n2, let kjn2,n1

be maximal with 1 ≤
kjn2,n1

< n1 such that lj
kjn2,n1

∈ J1
n2
∪ J2

n2
if such kjn2,n1

exist, where J1
n2

and J2
n2

are as in the proof of

Theorem 6.1.5. If k1
n2,n1

exists with l1k1
n2,n1

∈ J2
n2

then set Γn2,n1
(A) = 1. Otherwise, if any of kmn2,n1

exists with lmkmn2,n1

∈ J2
n2

for 2 ≤ m ≤ n2 then set Γn2,n1
(A) = 2. Suppose that neither of these two

cases hold. In this case compute bn2,n1
(A). If bn2,n1

(A) ≥ 1/n2 then set Γn2,n1
(A) = 3, otherwise set

Γn2,n1(A) = 4. We now must show this provides a ΠA
2 tower solving our problem.

First we show convergence of the first limit. Fix n2 and consider n1 large. The separation of the

intervals J1
n2

and J2
n2

ensures that each sequence {ljn}n∈N cannot visit each interval infinitely often. Since

bn1,n2
(A) is non-increasing in n1, we also see that the question whether bn2,n1

(A) ≥ 1/n2 eventually has a

constant answer. These observations ensure convergence of the first limit Γn2
(A) = limn1→∞ Γn2,n1

(A).

If Ξclass(A) = 1 then for large n2, l1n1
must eventually be in J2

n2
and hence Γn2(A) = 1. It is also clear

that if Γn2(A) = 1 then l1n1
converges to a positive constant, which implies Ξclass(A) = 1. If Ξclass(A) = 2

then for large n2, lmn1
eventually lies in J2

n2
for some 2 ≤ m ≤ n2, but l1n1

eventually in J1
n2

. It follows that

Γn2
(A) = 2. If Γn2

(A) = 2, then we know that there exists some lmn1
convergent to l ≥ 1/n2 and hence

we know Ξclass(A) is either 1 or 2.

Now suppose that Ξclass(A) = 3, then for fixed n2 and any 1 ≤ m ≤ n2, lmn1
eventually lies in J1

n2
and

hence our lowest level of the tower must eventually depend on whether bn2,n1(A) ≥ 1/n2. From Lemma

6.3.1, bn2
(A) = cn2

(A) = 1/n2 for large n2. It follows that for large n2, bn2
(A) ≥ 1/n2 for all n1 and

Γn2
(A) = 3. Furthermore, if Γn2

(A) = 3 then we know that cn2
(A) ≥ bn2

(A) ≥ 1/n2, which implies

Ξclass(A) 6= 4. Finally, note that if Ξclass(A) = 4 but there exists n2 with Γn2
(A) 6= 4 then the above

implies the contradiction Ξclass(A) 6= 4. The partial converses proven above imply Γn2,n1
realises the ΠA

2

classification.
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6.4 Numerical Example for Discrete Spectra

Although it is hard to analyse the convergence of a height two tower, we can take advantage of the extra

structure in this problem. The algorithm constructed in Theorem 6.1.1, referred to as DiscreteSpec in

this section, computes Γn2,n1(A) such that limn1→∞ Γn2,n1(A) is a finite subset of Spd(A). Furthermore,

for each z ∈ Spd(A), there is at most one point in zn1
∈ Γn2,n1

(A) approximating z. We can use the

routine DistSpec (see §3.5.1) to gain an error bound of dist(zn1
,Sp(A)), which, for large n1, will be

equal to |z − zn1
| since z is an isolated point of Sp(A). As we increase n2, more and more of the discrete

spectrum (in general portions nearer the essential spectrum) are approximated.

Our example is the almost Mathieu operator on l2(Z), related to a wealth of mathematical and physical

problems such as the Ten Martini Problem (see [Jit99, Dam09, AJ09]), given by

(Hαx)n = xn−1 + xn+1 + 2λ cos(2πnα+ ν)xn,

where we set λ = 1 (critical coupling). The choice of λ = 1 was studied in Hofstadter’s classic paper

[Hof76] on what has become known as the Hofstadter butterfly (union of the spectra over ν as α varies). In

this case, the Hamiltonian represents a crystal electron in a uniform magnetic field, and the spectrum can

be interpreted as the allowed energies of the system. For rational choices of α, the operator is periodic with

purely absolutely continuous spectrum depending on ν. For irrational α, the spectrum is a Cantor set (Ten

Martini Problem) and does not depend on ν. Hence it follows that there is no discrete spectrum. In general,

we cannot hope to work with infinite precision, and so will have to approximate irrational α by rational

approximations. We choose to work with ν = 0 but found similar results for other values. To generate a

discrete spectrum, we add a perturbation of the potential of the form

V (n) = Vn/(|n|+ 1), (6.4.1)

where Vn are independent and uniformly distributed in [−2, 2]. The perturbation is compact so preserves

the essential spectrum, allowing us to test the algorithm. This type of problem is well-studied in the more

general setting of Jacobi operators [Tes00, HS02], and physically models defects in the crystal.

Figure 6.1 shows a typical result for a realisation of the random potential. The figure shows the output

of finite section and the algorithm of Chapter 3 (with a uniform error bound of 10−2) for computing the

total spectrum. We have also shown the output of DiscreteSpec, which separates the discrete spectrum

from the essential spectrum. For each α we took n2 large enough (obtained by comparing with the output

of the height two tower for computing the essential spectrum) for expected limit inclusions

Γn2
(A) ⊂ Spd(A) ⊂ Γn2

(A) +B0.01(0). (6.4.2)

Recall that Γn2
(A) ⊂ Spd(A) always holds and taking n2 larger caused sharper inclusion bounds on the

right-hand side of (6.4.2). Additionally, we confirmed that (6.4.2) does indeed hold by using the height one

tower to compute the spectrum (Chapter 3) with and without the random potential. Note that it is difficult

to detect spectral pollution when using finite section with the additional perturbation (6.4.1). In contrast,

DiscreteSpec computes the discrete spectrum without spectral pollution and allows us to separate the

discrete spectrum from the essential spectrum.

The error bounds provided by DistSpec (applied to the output of DiscreteSpec) are shown in

Figure 6.2 for a representative selection of eigenvalues. We have estimated the true error by taking n1 large
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Figure 6.1: Top: Output of finite section. Spectral pollution detected by the algorithm of Chapter 3 is shown
as red crosses. Bottom: Output of DiscreteSpec and the splitting into the essential spectrum and the
discrete spectrum. The output captures the discrete spectrum down to a distance ≈ 0.01 away from the
essential spectrum, which can be made smaller for larger n2.
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Figure 6.2: Left: Errors for approximating a typical eigenvalue over a range of α. Note that DistSpec
always overestimates the true error and that we quickly obtain machine precision

√
εmach. Right: The

approximation of the eigenvectors (truncated for plot) using 201 basis sites.

and have also shown the estimates produced by DistSpec. As expected, the routine DistSpec gives an

upper bound on the true error, which converges to zero. It is clear that only a small number of matrix values

are required to gain high precision in this example.2 The error bounds can also be translated into computing

approximates of the eigenvectors of an operator A, corresponding to the discrete spectrum, with an error

bound in the following manner. The algorithm in §3.4 computes a vector xn1 of norm≈ 1 such that (in this

case taking δ ↓ 0, cn = 0)

‖(A− zn1
I)xn1

‖ ≤ DistSpec(A,n1, f(n1), zn1
).

We write

xn1
= xdn1

+ yn1
,

where xdn1
is an eigenvector of A with eigenvalue z, yn1

is perpendicular to the eigenspace associated with

z and zn1
→ z. It follows that

‖(A− zI)yn1
‖ ≤ |z − zn1

|+ DistSpec(A,n1, f(n1), zn1
) ≤ 2× DistSpec(A,n1, f(n1), zn1

),

for large n1. But A − zI is bounded below on the orthogonal complement of the eigenspace, with lower

bound dist(z,Sp(A)\{z}). Hence,

‖yn1‖ ≤
2× DistSpec(A,n1, f(n1), zn1

)

dist(z,Sp(A)\{z})

for large n1. This also bounds the l2 distance of xn1
to the eigenspace and can be estimated by approxi-

mating the spectrum of A. We have shown the value of vector components of approximate eigenvalues in

Figure 6.2 for n1 = 201 (corresponding to sites n = −100, ..., 100). It is also straightforward to adjust this

procedure to eigenvalues of multiplicity greater than 1 and approximate the whole eigenspace. We note that

for this example, all eigenvalues were found to have multiplicity 1 as expected for a random perturbation.

Finally, the method of computing eigenvectors and error bounds can also be used for the unbounded case

when z lies in the discrete spectrum.
2For the particular implementation, the method of using Cholesky decompositions to test for positive definiteness means that we

cannot expect precision greater than
√
εmach. For these tests this corresponds to approximately 10−8, although we have tested the

method using higher precision arithmetic and found the error plots to be similar, decreasing to the corresponding
√
εmach. One can

also gain higher accuracy by using iterative methods to approximate the smallest singular value of the rectangular truncations.
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Chapter 7

Geometric Features and Detecting

Finite Section Failure

In this chapter and the next, we address certain geometric features of the spectrum. We begin with some

remarks on the finite section method, the most common approach to computing spectra. A highlight of

this chapter is the proof that detecting the failure of finite section (computing an error flag) is harder than

computing the spectrum itself (the problem solved in Chapter 3). This also settles the open problem of com-

puting or detecting gaps in the essential spectrum of self-adjoint operators, which has received considerable

attention in the community. Furthermore, we classify various types of spectral radii, polynomial operator

norms and capacity (which is useful for the analysis of Krylov numerical methods) in the SCI hierarchy.

Even in the simplest case of computing the usual spectral radius, the only previous computational results

are for normal operators (where the spectral radius is equal to the operator norm). In the non-normal case,

this becomes a highly non-trivial problem, requiring three limits in the general case for the class of bounded

operators on l2(N).

7.1 The Finite Section Method and when it fails

To motivate parts of this chapter, we begin with some brief remarks on the finite section method, the

most common approach to approximate spectra (which, while successful for many problems, can also fail

catastrophically). There has been considerable attention towards methods that detect gaps in the essential

spectrum (spectral gaps) and eigenvalues within these gaps for self-adjoint operators [RS78, Kla80, Dav98,

ZJ00, BBG00, CL90, LS14]. When computing spectra via the finite section method, it is well-known that

spurious eigenvalues (spectral pollution) can occur anywhere within these gaps (see [LS09, Mar10] and

the theorems below). There is a large literature that studies the precise nature of spectral pollution and

possible ways to avoid it. This is an issue in applied areas such as computational chemistry, elasticity, elec-

tromagnetism and hydrodynamics [DG81, SH84, LS09, STY+04, JWP96]. The computation is often done

with finite element, finite difference or spectral methods by discretising the operator on a suitable finite-

dimensional space, and then using algorithms for finite-dimensional matrix eigenvalue problems on the dis-

cretised operator [Rap77, RSHSPV97, BBG00, BDG99, BP06, BCJ09, ABP06, Zha07, BHP07, BPW09,

BBG13, CW13]. Related to this is a more subtle issue, namely, that most numerical methods for eigenvalue
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problems come with convergence rates (often with hidden constants) and it is common knowledge that only

a small portion of numerical eigenvalues are reliable. However, this knowledge is typically only qualitative

rather than quantitative, and it is not clear in general what portion of the computation can be trusted (even

when a method converges) [WT88, Zha15]. In other words, how do we know that an eigenvalue or portion

of the spectrum is resolved?

Remark 7.1.1. An effective way to avoid spectral pollution is discussed in §4.6.3, where we compute highly

oscillatory bound states of the Dirac operator. The algorithms in Chapter 3 converge to the spectrum for a

large general class of operators, whilst avoiding spectral pollution. They also provide quantitative estimates

through ΣA1 error control.

To state our theorems in this chapter, we recall the definition of the essential numerical range:

We(A) =
⋂

K compact

cl(W (A+K)),

where W (A) = {〈Ax, x〉 : ‖x‖ = 1} is the usual numerical range. If A is hyponormal (A∗A−AA∗ ≥ 0)

then We(A) is the convex hull of the essential spectrum [Sal72]. We also recall two theorems:

Theorem 7.1.2 ([Pok79]). Let A ∈ B(H) and {Pn} be a sequence of finite-dimensional projections con-

verging strongly to the identity. Suppose that S ⊂ We(A). Then there exists a sequence {Qn} of finite-

dimensional projections such that Pn < Qn (so Qn → I strongly) and

dH(Sp(An) ∪ S,Sp(Ãn))→ 0, n→∞,

where

An = PnA|PnH, Ãn = QnA|QnH

and dH denotes the Hausdorff distance.

Theorem 7.1.3 ([Pok79]). Let A ∈ B(H) and {Pn} be a sequence of finite-dimensional projections con-

verging strongly to the identity. If λ /∈We(A) then λ ∈ Sp(A) if and only if

dist(λ,Sp(PnA|PnH)) −→ 0, n→∞.

These theorems say that the failure of the finite section method is confined to the essential numerical

range and can be arbitrarily bad on We(A)\Sp(A).1 This is one of the key results motivating the quest for

an algorithm that detects gaps in the essential spectrum of self-adjoint operators (in this case, these gaps

correspond exactly to We(A)\Sp(A)).

7.2 The Set-up

Throughout this chapter and the next, A will be a bounded operator on l2(N) realised as a matrix with

respect to the canonical basis. By a choice of basis we can, as in previous chapters, deal with arbitrary

separable Hilbert spaces. As discussed in the first footnote of §4.1, some bases may be preferable to others,

and one can view a different choice of basis as changing the evaluations functions Λ defined below. The

classes of operators we discuss are basis independent, apart from Ωf and ΩD (see definitions below).

1In the non-normal case it is possible for finite section to not capture all of the spectrum - parts of the spectrum may be unattainable.
This is distinct from spectral pollution. Theorem 7.1.2 says that, up to a different choice of projections, this can be avoided onWe(A).
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There are two basic natural sets of information that we allow our algorithms to read when computing

spectral properties of A. The first is the set of evaluation functions Λ1 consisting of the family of all

functions f1
i,j : A 7→ 〈Aej , ei〉, i, j ∈ N, which provide the entries of the matrix representation of A with

respect to the canonical basis {ei}i∈N. The second, which we denote by Λ2, is the family Λ1 together with

all functions f2
i,j : A 7→ 〈Aej , Aei〉 and f3

i,j : A 7→ 〈A∗ej , A∗ei〉, i, j ∈ N, which provide the entries

of the matrix representation of A∗A and AA∗ with respect to the canonical basis {ei}i∈N. In general, the

classification of a computational problem in the SCI hierarchy depends on the evaluation set Λ. We have

included Λ2 in these two chapters since it is natural for problems posed in variational form.

The proofs of lower bounds in this chapter and Chapter 8 make clear that all results still hold if we

replace the respective sub-class Ω ⊂ B(l2(N)) =: ΩB by the restriction to operators in Ω having opera-

tor norm at most M ∈ R>0, adding such a value M (constant function) to the evaluation set Λ. When

considering classes with functions f (and {cn}) and g as in (3.1.1) and (3.1.2), we will add these to the

relevant evaluation set and, with the usual abuse of notation, still use the notation Λi. A small selection

of the problems also require additional information, such as when testing if a set intersects a spectral set.

However, any changes to Λi will be pointed out where appropriate. As usual, our results extend to general

separable Hilbert spaces H once one is given an orthonormal basis {e1, e2, ...} and matrix values of the

operators with respect to this basis. This allows computations with operators naturally defined on lattices

such as Zd or, more generally, on graphs. Such operators are abundant in mathematical physics.

7.3 Main Results

7.3.1 Spectral radii, operator norms and capacity of spectrum

The spectral radius r(A) of a bounded operator A is the supremum of the absolute values of member of

the spectrum (which is attained). Let ΩN denote the class of normal operators in ΩB and ΩD denote the

self-adjoint diagonal operators in ΩN. We also denote by Ωf the class of operators in ΩB with dispersion

bounded by f (recall this notion from §3.1.1). However, sometimes the sequence {cn} is not needed and

we will explicitly mention when this is the case. As a special case, if we know our matrix is sparse with

finitely many non-zero entries in each column and row (and we know their positions) then we know an f

with cn = 0 and clearly Λ1 and Λ2 are equivalent. We can then compute matrix elements of products of

A and A∗ using finitely many arithmetic operations. In the more general non-sparse case, f and {cn} can

be used to compute matrix elements of products A and A∗ with error control. Conversely, given Λ2 we can

compute an f and {cn} simply by considering norms of truncated rows and columns. Hence knowledge of

f (with or without {cn}) and use of evaluation functions in Λ2 are subtly different. Let g : R+ → R+ be

an increasing function such that g maps [0,∞) onto itself continuously and strictly monotonously. Let Ωg

be the class of bounded operators with

‖R(z,A)‖−1 ≥ g(dist(z,Sp(A))), (7.3.1)

for z ∈ C. Note that such a g is always guaranteed to exist, however, the classification in the SCI hierarchy

depends on whether one knows an estimate for g or not. For example, in the self-adjoint and normal cases

g(x) = x is the trivial choice of g. Operators with g(x) = x are known as G1 in the operator theory

literature and include the well-studied class of hyponormal operators [Put79]. It is known that if A is G1
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then: if Sp(A) is real thenA is self-adjoint [Nie62], if Sp(A) is contained in the unit circle thenA is unitary

[Don63], and if Sp(A) is finite then A is normal [Sta65].

We let Ξr(A) := r(A). Our proofs show that the computational problem of the operator norm or

numerical radius of anyA ∈ ΩB lies in ΣA1 . Hence we can easily get an upper bound (that may not be sharp)

for Ξr(A) in one limit. If an operator lies in Ωg with g(x) = x, then it is well-known that the convex hull of

the spectrum is equal to the closure of the numerical range (the operator is convexoid) [Orl64] and hence the

computational problem lies in ΣA1 . One might expect that the computation of Ξr(A) is strictly easier than

that of the spectrum, particularly in light of Gelfand’s famous formula Ξr(A) = limn→∞ ‖An‖
1
n . However,

the following shows that this intuition is false in general, and only occurs if an operator is convexoid.

Controlling the resolvent via a function g as in (7.3.1) makes the problem easier than the general ΩB, but is

not sufficient to reduce the SCI of the problem to 1.

Theorem 7.3.1. Let g : R+ → R+ be a strictly increasing, continuous function that vanishes only at 0 with

limx→∞ g(x) =∞. Suppose also that for some δ ∈ (0, 1) it holds that g(x) ≤ (1− δ)x. Then:

∆G
1 63 {Ξr,ΩD,Λ1} ∈ ΣA1 , ∆G

1 63 {Ξr,ΩN,Λ1} ∈ ΣA1 , ∆G
1 63 {Ξr,Ωf ∩ Ωg,Λ1} ∈ ΣA1 ,

∆G
2 63 {Ξr,Ωg,Λ1} ∈ ΣA2 , ∆G

2 63 {Ξr,Ωf ,Λ1} ∈ ΠA
2 , ∆G

3 63 {Ξr,ΩB,Λ1} ∈ ΠA
3 .

When considering the evaluation set Λ2, the only changes are the following classifications:

∆G
1 63 {Ξr,Ωg,Λ2} ∈ ΣA1 , ∆G

2 63 {Ξr,ΩB,Λ2} ∈ ΠA
2 .

Remark 7.3.2. The ΠA
2 algorithm for {Ξr,Ωf} does not need a sequence {cn} (converging to zero) that

bounds the dispersion, Df,n(A) ≤ cn, to be a SCI-sharp algorithm since this is absorbed in the first limit.

Next, we consider the essential spectral radius. Define the essential spectrum of A ∈ ΩB as

Spess(A) =
⋂

B∈ΩC

Sp(A+B),

where ΩC denotes the class of compact operators. The essential spectral radius, Ξer(A), is simply the

supremum of the absolute values over Spess(A).

Theorem 7.3.3. We have the following classifications for i = 1, 2:

∆G
2 63 {Ξer,ΩD,Λi} ∈ ΠA

2 , ∆G
2 63 {Ξer,ΩN,Λi} ∈ ΠA

2 , ∆G
2 63 {Ξer,Ωf ,Λi} ∈ ΠA

2 .

For general operators,

∆G
3 63 {Ξer,ΩB,Λ1} ∈ ΠA

3 , ∆G
2 63 {Ξer,ΩB,Λ2} ∈ ΠA

2 .

As two final problems in this section, given a polynomial p (of degree at least two), we consider the

problem of computing Ξr,p = ‖p(A)‖ and the capacity of the spectrum defined by

Ξcap(A) = inf
monic polynomial p

‖p(A)‖1/deg(p).

Operators with Ξcap(A) = 0 are known as quasialgebraic, and a theorem of Halmos shows that this defi-

nition of capacity agrees with the usual potential-theoretic definition of capacity of the set Sp(A) [Hal71].

This quantity is of particular interest in Krylov methods where, for instance, it is related to the speed of
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convergence2 [Nev93, Nev95]. Vaguely speaking, the capacity is a measure of the size of Sp(A) (a mea-

sure of its ability to hold electrical charge as opposed to volume). We will also see some other measures of

size in Chapter 8 when considering the Lebesgue measure and fractal dimensions of Sp(A).

Theorem 7.3.4. We have the following classifications for i = 1, 2 and Ω̂ = ΩD,Ωf :

∆G
1 63 {Ξr,p, Ω̂,Λi} ∈ ΣA1 , ∆G

2 63 {Ξcap, Ω̂,Λi} ∈ ΠA
2 .

Whereas for Ω̃ = ΩN,Ωg or ΩB:

∆G
2 63 {Ξr,p, Ω̃,Λ1} ∈ ΣA2 , ∆G

3 63 {Ξcap, Ω̃,Λ1} ∈ ΠA
3

∆G
1 63 {Ξr,p, Ω̃,Λ2} ∈ ΣA1 , ∆G

2 63 {Ξcap, Ω̃,Λ2} ∈ ΠA
2 .

Remark 7.3.5. Note here that we do not use the assumption g(x) ≤ (1− δ)x. We also fix the polynomial p

for the strongest possible negative results. However, the existence of towers of algorithms also holds when

considering the polynomial p itself as an input. Finally, the proof shows the same classifications for the

class of bounded self-adjoint operators as ΩN for these problems.

Remark 7.3.6. A natural way of computing the spectral radius is through Gelfand’s formula and Ξr,p. The

extra limit incurred compared to the computation of Ξr,p for Ωf and ΩB is due to the need to consider the

family of polynomials xn with n→∞.

Remark 7.3.7. Somewhat surprising is the result that the computation of ‖p(A)‖ requires two limits for

normal operators. The proof makes clear that one reason for this is spectral pollution associated with finite

section methods. This also shows that computing the capacity from first approximating the spectrum via

finite sections, computing the nth diameters of those approximations and letting n → ∞ will not converge

in general.

7.3.2 Gaps in essential spectra and detecting algorithm failure for finite section

We will show that detecting whether spectral pollution can occur is strictly harder than computing the

spectrum for self-adjoint operators. In other words, detecting the failure of the finite section method is

strictly harder than the problem it was designed to solve!

Denote the problem function We(A) by Ξwe. For a given open set U in F (F being C or R), let ΞF
poll be

the decision problem

ΞF
poll(A,U) =

1, if cl (U) ∩ (We(A)\Sp(A)) 6= ∅

0, otherwise.

ΞF
poll decides whether spectral pollution can occur on the closed set cl (U), which is assumed to have non-

empty interior. For the self-adjoint case (where F = R), this is equivalent to asking whether there exists a

point in the open set U which also lies in a gap of the essential spectrum. To incorporate U into Λi, we allow

access to a countable number of open balls {Um}m∈N whose union is U . If F is R then each Um is of the

form (am, bm) with am, bm ∈ Q ∪ {±∞}, whereas if F is C then each Um is equal to Drm(zm) (the open

ball of radius rm centred at zm) with rm ∈ Q+ and zm ∈ Q + iQ. We then add pointwise evaluations of

2This is an idealisation since the capacity studies operator norms while true Krylov processes look at p(A)x with one or several
vectors x. However, from local spectral theory (e.g. [M9̈2]) it follows that generically the asymptotic speeds are the same.
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the relevant sequences {(am, bm)} or {(rm, zm)} to Λi. Let ΩSA denote the class of self-adjoint operators

in ΩB.

Theorem 7.3.8. Let Ω = ΩN,ΩSA or ΩB and let i = 1, 2. Then

∆G
2 63 {Ξwe,Ω,Λi} ∈ ΠA

2 .

Furthermore, for i = 1, 2 the following classifications hold, valid also if we restrict to the case U = U1 or

to U = U1 = F:

∆G
3 63 {ΞR

poll,ΩSA,Λi} ∈ ΣA3 , ∆G
3 63 {ΞC

poll,ΩB,Λi} ∈ ΣA3 .

Remark 7.3.9. One can show that {Sp(·),ΩSA,Λ1} ∈ ΣA2 and {Sp(·),ΩSA,Λ2} ∈ ΣA1 . Hence determin-

ing ΞR
poll is strictly harder than the spectral computational problem and requires two extra limits if Λ = Λ2.

Even in the general case, {Sp(·),ΩB,Λ2} ∈ ΠA
2 and hence the spectral problem is strictly easier. The

proofs also make clear that we get the same classification of ΞF
poll for other classes such as ΩN, Ωg etc.

7.4 Proofs of Theorems in §7.3.1

We begin with the proof of Theorem 7.3.1, dealing with the evaluation set Λ1 first. Suppose that Γ̃nk,...,n1

is a ΠA
k tower of algorithms to compute the spectrum of a class of operators, where the output is a finite set

for each n1, ..., nk. It is then clear that

Γnk,...,n1
(A) = sup

z∈Γ̃nk,...,n1 (A)

|z|+ 1

2nk

provides a ΠA
k tower of algorithms for the spectral radius. Strictly speaking, the above may not be an

arithmetic tower owing to the absolute value. But it can be approximated to arbitrary precision (from above

say), the error of which can be absorbed in the first limit. In what follows, we always assume this is done

without further comment. Similarly if Γ̃nk,...,n1
provides a ΣAk tower of algorithms for the spectrum (output

a finite set for each n1, ..., nk),

Γnk,...,n1(A) = sup
z∈Γ̃nk,...,n1 (A)

|z| − 1

2nk

provides a ΣAk tower of algorithms for the spectral radius. If we only have a height k tower with no Σk or

Πk type error control for the spectrum, then taking the supremum of absolute values shows we get a height

k tower for the spectral radius.

The fact that {Ξr,ΩD} ∈ ΣA1 , {Ξr,Ωf ∩Ωg} ∈ ΣA1 , {Ξr,Ωg} ∈ ΣA2 , {Ξr,Ωf} ∈ ΠA
2 and {Ξr,ΩB} ∈

ΠA
3 hence follow from Chapter 3 and the results of [BACH+19]. It is clear that {Ξr,ΩD} /∈ ∆G

1 and this

also shows that {Ξr,ΩN} /∈ ∆G
1 and {Ξr,Ωf ∩ Ωg} /∈ ∆G

1 . Hence, we must show the positive result that

{Ξr,ΩN} ∈ ΣA1 and prove the lower bounds {Ξr,Ωg} /∈ ∆G
2 , {Ξr,Ωf} /∈ ∆G

2 and {Ξr,ΩB} /∈ ∆G
3 .

Proof of Theorem 7.3.1 for Λ1. Throughout this proof we use the evaluation set Λ1 (dropped from notation

for convenience).

Step 1: {Ξr,ΩN} ∈ ΣA1 . Recall that the spectral radius of a normal operator A ∈ ΩB is equal to its

operator norm. Consider the finite section matrices PnAPn ∈ Cn×n. It is straightforward to show that

‖PnAPn‖ ↑ ‖A‖ as n→∞.
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The norm ‖PnAPn‖ is the square root of the largest eigenvalue of the semi-positive definite self-adjoint

matrix (PnAPn)∗(PnAPn). This can be estimated from below to an accuracy of 1/n using Corollary 3.2.9

in Chapter 3 which then yields a ΣA1 algorithm for {Ξr,ΩN}.
Step 2: {Ξr,Ωg} /∈ ∆G

2 . Recall that we assumed the existence of a δ ∈ (0, 1) such that g(x) ≤ (1−δ)x.

Let ε > 0, then it is easy to see that the matrices

S±(ε) =

 1 0

±ε 1


have norm bounded by 1 + ε+ ε2 and are clearly inverse of each other. Choose ε small such that (1 + ε+

ε2)2 ≤ 1/(1− δ). If B ∈ C2×2 is normal, it follows that B̂ := S+(ε)BS−(ε) lies in Ωg and has the same

spectrum as B. We choose

B̂ = S+(ε)

 1 −ε
−ε 0

S−(ε) =

1 + ε2 −ε
ε3 −ε2

 .

The crucial property of B̂ is that the first entry 1+ε2 is strictly greater in magnitude than the two eigenvalues

(1±
√

1 + 4ε2)/2.

Now suppose for a contradiction that a height one tower, Γn, solves the problem. We will gain a

contradiction by showing that Γn(A) does not converge for an operator of the form,

A =

∞⊕
r=1

Alr , Am :=



1 + ε2 −ε
0

. . .

0

ε3 −ε2


∈ Cm×m,

where we only consider lk ≥ 3. Each Am is unitarily equivalent to the matrix B̂ ⊕ 0 ∈ Cm×m and has

spectrum equal to {0, (1±
√

1 + 4ε2)/2}. Any A of the above form is unitarily equivalent to a direct sum

of an infinite number of B̂’s and the zero operator and hence lies in Ωg . Now suppose that l1, ..., lk have

been chosen and consider the operator

Bk = Al1 ⊕ ...⊕Alk ⊕ C, C = diag{1 + ε2, 0, ...}.

The spectrum of Bk is {0, (1±
√

1 + 4ε2)/2, 1 + ε2} and hence there exist η > 0 and n(k) ≥ k such that

Γn(k)(Bk) > (1+
√

1 + 4ε2)/2+η. But Γn(k)(Bk) can only depend on the evaluations of the matrix entries

{Bk}ij = 〈Bkej , ei〉 with i, j ≤ N(Bk, n(k)) (as well as evaluations of the function g) into account. If

we choose lk+1 > N(Bk, n(k)) then by the assumptions in Definition 2.1.1, Γn(k)(A) = Γn(k)(Bk) >

(1 +
√

1 + 4ε2)/2 + η. But Γn(A) must converge to (1 +
√

1 + 4ε2)/2, a contradiction.

Step 3: {Ξr,Ωf} /∈ ∆G
2 . Suppose for a contradiction that a height one tower, Γn, solves the problem.

We will gain a contradiction by showing that Γn(A) does not converge for an operator of the form,

A =

∞⊕
r=1

Clr ⊕Alr , Am :=



0 1

0 1

. . . . . .

1

0


∈ Cm×m, Cm = diag{0, 0, ..., 0} ∈ Cm×m,
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where we assume that lr ≥ r to ensure that the spectrum of A is equal to the unit disc B1(0). Note that the

function f(n) = n + 1 will do for the bounded dispersion with cn = 0. Now suppose that l1, ..., lk have

been chosen and consider the operator

Bk =
(
Cl1 ⊕Al1

)
⊕ ...⊕

(
Clk ⊕Alk

)
⊕ C, C = diag{0, 0, ...}.

The spectrum ofBk is {0} and hence there exists n(k) ≥ k such that Γn(k)(Bk) < 1/4. But Γn(k)(Bk) can

only depend on the evaluations of the matrix entries {Bk}ij = 〈Bkej , ei〉 with i, j ≤ N(Bk, n(k)) (as well

as evaluations of the function f ) into account. If we choose lk+1 > N(Bk, n(k)) then by the assumptions

in Definition 2.1.1, Γn(k)(A) = Γn(k)(Bk) < 1/4. But Γn(A) must converge to 1, a contradiction.

Step 4: {Ξr,ΩB} /∈ ∆G
3 . Suppose as a contradiction that Γn2,n1

is a height two (general) tower and

without loss of generality assume it to be non-negative. Let (M, d) be the space [0, 1] with the usual metric

(note in particular this is not discrete so we use Remark 2.4.8), let Ω̃ denote the collection of all infinite

matrices {ai,j}i,j∈N with entries ai,j ∈ {0, 1} and recall the problem function

Ξ̃1({ai,j}) : Does {ai,j} have a column containing infinitely many non-zero entries?

It was shown in Theorem 2.4.7 that SCI(Ξ̃1, Ω̃)G = 3. We will gain a contradiction by using the supposed

height two tower to solve {Ξ̃1, Ω̃}.
Without loss of generality, identify ΩB with B(X) where X =

⊕∞
j=1Xj in the l2-sense with Xj =

l2(N). Now let {ai,j} ∈ Ω̃ and define Bj ∈ B(Xj) with the matrix representation

(Bj)k,i =


1, if k = i and ak,j = 0

1, if k < i and al,j = 0 for k < l < i

0, otherwise 0 ≤ n ≤ 1.

Let Ij be the index set of all i where ai,j = 1. Bj acts as a unilateral shift on cl (span) {ek : k ∈ Ij} and

the identity on its orthogonal complement. It follows that

Sp(Bj) =


1, if Ij = ∅

{0, 1}, if Ij is finite and non-empty

D (the unit disc), if Ij is infinite.

For the matrix {ai,j} define A ∈ ΩB by

A =

∞⊕
j=1

(
Bj −

1

2
Ij

)
,

where Ij denotes the identity operator on Cj×j , then Sp(A) = cl
(
∪∞j=1Sp(Bj)

)
− 1

2 .

Hence we see that

Ξr(A) =


1
2 , if Ξ̃1({ai,j}) = 0

3
2 , if Ξ̃1({ai,j}) = 1.

We then set Γ̃n2,n1
({ai,j}) = min{max{Γn2,n1

(A)− 1/2, 0}, 1}. It is clear that this defines a generalised

algorithm mapping into [0, 1]. In particular, given N we can evaluate {Ak,l : k, l ≤ N} using only finitely

many evaluations of {ai,j}, where we can use a bijection between canonical bases of l2(N) and
⊕∞

j=1Xj

to viewA as acting on l2(N). But then Γ̃n2,n1
provides a height two tower for {Ξ̃1, Ω̃}, a contradiction.
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Remark 7.4.1. The algorithm in step 1 of the above proof will work for all operators whose operator norm

is equal to the spectral radius. If, instead, the operator is spectraloid, meaning the spectral radius is equal

to the numerical radius

w(A) := sup{|〈Ax, x〉| : ‖x‖ = 1},

then a similar argument will hold by estimating w(PnAPn). To do this, we need a way of computing w(A)

to a given accuracy using finitely many arithmetic operations and comparisons on its matrix values. This is

given by Lemma 7.5.1 below.

Proof of Theorem 7.3.1 for Λ2. Here we prove the changes for Ξr when we consider the evaluation set Λ2.

It is clear that the classifications in ΣA1 do not change. It is also easy to use the algorithms in Chapter 3 (now

using Λ2 to collapse the first limit and approximate γn) to prove {Ξr,Ωg,Λ2} ∈ ΣA1 . Similarly we can

use the algorithm for the spectrum of operators in Ωf for ΩB using Λ2 to collapse the first limit and hence

{Ξr,ΩB,Λ2} ∈ ΠA
2 . Since Ωf ⊂ ΩB, it follows that we only need to prove {Ξr,Ωf ,Λ2} 6∈ ∆G

2 . This can

be proven using exactly the same example and a similar argument to step 3 of the proof of Theorem 7.3.1

(hence omitted).

Proof of Theorem 7.3.3. We begin by proving the results for Λ1. For the lower bounds, it is enough to

show that {Ξer,ΩD,Λ1} 6∈ ∆G
2 and {Ξer,ΩB,Λ1} 6∈ ∆G

3 . For the upper bounds, we must show that

{Ξer,Ωf ,Λ1} ∈ ΠA
2 , {Ξer,ΩB,Λ1} ∈ ΠA

3 and {Ξer,ΩN,Λ1} ∈ ΠA
2 . The lower bounds for Λ2 follow

from {Ξer,ΩD,Λ1} 6∈ ∆G
2 and for the upper bounds it is enough to prove {Ξer,ΩB,Λ2} ∈ ΠA

2 .

Step 1: {Ξer,ΩD,Λ1} 6∈ ∆G
2 . This is the same argument as in step 3 of the proof of Theorem 7.3.1,

however now we replace Am by Am = diag{1, 1, ..., 1} ∈ Cm×m and use the fact that Ξer(Bk) = 0. It

follows that given the proposed height one tower Γn and the constructed A, Ξer(A) = 1 but Γn(k)(A) <

1/4, the required contradiction.

Step 2: {Ξer,ΩB,Λ1} 6∈ ∆G
3 . This is the same argument as step 4 of the proof of Theorem 7.3.1.

Step 3: {Ξer,Ωf ,Λ1} ∈ ΠA
2 , {Ξer,ΩB,Λ1} ∈ ΠA

3 and {Ξer,ΩB,Λ2} ∈ ΠA
2 . {Ξer,Ωf ,Λ1} ∈ ΠA

2

follows immediately from the existence of a ΠA
2 tower of algorithms for the essential spectrum of operators

in Ωf proven in [BACH+19]. The output of this tower is a finite collection of rectangles with complex

rational vertices, hence we can gain an approximation of the maximum absolute value over this output to any

given precision. This can be used to construct a ΠA
2 tower for {Ξer,Ωf ,Λ1}. Similarly, {Ξer,ΩB,Λ1} ∈

ΠA
3 follows from the ΠA

3 tower of algorithms for {Spess,ΩB,Λ1} constructed in [BACH+19]. Finally, we

can use Λ2 to collapse the first limit of the algorithm for the essential spectrum in [BACH+19], giving a

ΠA
2 algorithm and this can be used to show {Ξer,ΩB,Λ2} ∈ ΠA

2 .

Step 4: {Ξer,ΩN,Λ1} ∈ ΠA
2 . A ΠA

2 tower is constructed in the proof of Theorem 7.3.8 for the essential

numerical range, We(A), of normal operators (using Λ1) and this outputs a finite collection of points. For

normal operators A, We(A) is the convex hull of the essential spectrum and hence supz∈We(A) |z| is equal

to Ξer(A). Hence a ΠA
2 tower for {Ξer,ΩN,Λ1} follows by taking the maximum absolute value over the

tower for We(A).

Proof of Theorem 7.3.4. Some general remarks are in order to simplify the proof. First, note that given

a height k arithmetical tower Γ̂nk,...,n1
(·, p) for Ξr,p and a class Ω′, we can build a ΠA

k+1 tower for

{Ξcap,Ω′} as follows. Let p1, p2, ... be an enumeration of the monic polynomials with rational coeffi-

cients and Γ̃nk,...,n1
(·, p) be an approximation to

∣∣∣Γ̂nk,...,n1
(·, p)

∣∣∣1/deg(p)

to accuracy 1/n1 using finitely
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many arithmetic operations and comparisons. Define

Γnk+1,...,n1
(A) = min

1≤m≤nk+1

Γ̃nk,...,n1
(A, pm).

The fact that this is a convergent ΠA
k+1 tower is clear. This, together with inclusions of the considered

classes of operators, means that to prove the positive results we only need to prove {Ξr,p,Ωf ,Λ1} ∈ ΣA1 ,

{Ξr,p,ΩB,Λ1} ∈ ΣA2 and {Ξr,p,ΩB,Λ2} ∈ ΣA1 . Likewise, for the negative results we only need to

prove {Ξcap,ΩD,Λ2} 6∈ ∆G
2 (the fact that {Ξr,p,ΩD,Λ2} 6∈ ∆G

1 is obvious), {Ξcap,ΩN,Λ1} 6∈ ∆G
3 and

{Ξr,p,ΩN,Λ2} 6∈ ∆G
2 . We shall prove these results with ΩN replaced by the class of self-adjoint bounded

operators denoted by ΩSA.

Remark 7.4.2 (Efficiently computing the capacity). Listing the monic polynomials with rational coeffi-

cients in the above proof is very inefficient. In practice, it is much better to split the domain of interest into

intervals (or squares if in the complex plane, but we stick to the self-adjoint case in the following discus-

sion). Suppose that each interval has dyadic endpoints and a diameter of 2−n2 and that our operator is

self-adjoint with known bounded dispersion. One can then apply Lemma 8.1.9 (denoting the index of that

tower by n1) to obtain an interval covering of the spectrum which will converge as n1 → ∞, modulo the

possibility of isolated points of the spectrum located at the endpoints of the intervals. Since the capacity of

a compact set is unaltered by adding finitely many points, we do not have to worry about the endpoints -

the limit of the capacity of this covering as n1 →∞ will be the capacity of a covering of the spectrum. As

n2 → ∞, we can use the fact that capacity is right-continuous as a set function (for compact sets En, E

with En ↓ E, one has cap(En) ↓ cap(E)) to obtain a ΠA
2 algorithm. The point of this is that it reduces

the computation of the resulting tower Γn2,n1
to computing the capacity of finite unions of disjoint closed

intervals in R. In our numerical example, we made use of the method in [LSN17], which uses conformal

mappings and can deal with thousands of intervals.

Step 1: {Ξr,p,Ωf ,Λ1} ∈ ΣA1 . The function f and sequence {cn} allows us to compute the matrix

elements of p(A) for any A ∈ Ωf and polynomial p to arbitrary accuracy. We can then use the same

argument as step 1 of the proof of Theorem 7.3.1, approximating ‖Pnp(A)Pn‖ instead of ‖PnAPn‖.
Step 2: {Ξr,p,ΩB,Λ1} ∈ ΣA2 and {Ξr,p,ΩB,Λ2} ∈ ΣA1 . For the first result, we note that

lim
m→∞

‖Pnp(PmAPm)Pn‖ = ‖Pnp(A)Pn‖

and let Γn,m(A, p) be an approximation of ‖Pnp(PmAPm)Pn‖ to accuracy 1/m, which can be computed

in finitely many arithmetic operations and comparisons. To prove {Ξr,p,ΩB,Λ2} ∈ ΣA1 , for any given

A ∈ ΩB we can use Λ2 to compute a function fA and sequence {cn(A)} bounding the dispersion such that

A ∈ ΩfA and use step 1.

Step 3: {Ξcap,ΩSA,Λ1} /∈ ∆G
3 . Suppose as a contradiction that Γn2,n1

is a height two (general) tower

for the problem and without loss of generality, assume it to be non-negative. Our strategy will be as in the

proof of Theorem 7.3.1. Let (M, d) be the space [0, 1] with the usual metric, let Ω̃ denote the collection of

all infinite matrices {ai,j}i,j∈N with entries ai,j ∈ {0, 1} and consider the problem function

Ξ̃2({ai,j}) : Does {ai,j} have (only) finitely many columns with (only) finitely many 1’s?

Recall that it was shown in Theorem 2.4.7 that SCI(Ξ̃2, Ω̃)G = 3. We will gain a contradiction by using

the supposed height two tower to solve {Ξ̃2, Ω̃}. Without loss of generality, identify ΩSA with self adjoint
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operators in B(X) where X =
⊕∞

j=1Xj in the l2-sense with Xj = l2(N). To proceed we need the

following elementary lemma, which will be useful in constructing examples of spectral pollution.

Lemma 7.4.3. Let z1, z2, ..., zk ∈ [−1, 1] and let aj =
√

1− z2
j (say positive square root). Then the

symmetric matrix

B(z1, ..., zk) =



z1 0 · · · a1 0 · · ·
0 z2 0 · · · 0 a2 0 · · ·
... 0

. . .
... 0

. . .
...

...

zk ak

a1 0 · · · −z1 0 · · ·
0 a2 0 · · · 0 −z2 0 · · ·
... 0

. . .
... 0

. . .
...

...

ak −zk



∈ C2k×2k

has eigenvalues ±1 (repeated k times).

Proof. By a change of basis, the above matrix is equivalent to a block diagonal matrix with blockszj aj

aj −zj

 .

These blocks have eigenvalues {−1, 1}.

Now choose a sequence of rational numbers {zj}j∈N ∈ [−1, 1] that is also dense in [−1, 1] and let

Bj = B(z1, ..., zj). For each column of a given {ai,j} ∈ Ω̃, let the infinite matrix C(j) be defined as

follows. If k, l < j + 1 then C(j)
kl = zkδk,l. Let r(i) denote the row of the ith one of the column {ai,j}i∈N

(with r(i) =∞ if
∑
m am,j < i and r(0) = 0). If r(i) <∞ then for k ≤ l define

C
(j)
kl =



apδk,l−(r(i)−r(i−1)−1), p = 1, ..., j, l = r(i) + j · (2i− 1) + p− 1

−zpδk,l, p = 1, ..., j, l = r(i) + j · (2i− 1) + p− 1

zpδk,l, p = 1, ..., j, l = r(i) + 2j · i+ p− 1

0, otherwise,

and extend C
(j)
kl below the diagonal to a symmetric matrix. The key property of this matrix is that if

the column {ai,j}i∈N has infinitely many 1s, then its is unitarily equivalent to an infinite direct sum of

infinitely many Bj together with the zero operator acting on some subspace (whose dimension is equal to

the number of zeros in the column). In this case Sp(C(j)) = {−1, 1, 0} or {−1, 1}. On the other hand,

if {ai,j}i∈N has finitely many 1s, then C(j) is unitarily equivalent the direct sum of a finite number of

Bj , the diagonal operator diag{z1, ..., zj} and the zero operator acting on some subspace. In this case

{z1, ..., zj} ⊂ Sp(C(j)). Let A =
⊕∞

j=1 C
(j), then it is clear that if Ξ̃2({ai,j}) = 1, then Sp(A) is a finite

set, otherwise it is the entire interval [−1, 1].

Now we use the following facts for bounded self-adjoint operators A. If Sp(A) is a finite set then

Ξcap(A) = 0 whereas if Sp(A) = [−1, 1] then Ξcap(A) = 1/2 (this can be proven easily using the minimal
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l∞ norm property of monic Chebyshev polynomials). We then define Γ̃n2,n1
({ai,j}) = min{max{1 −

2Γn2,n1
(A), 0}, 1}. It is clear that this defines a generalised algorithm. In particular, given N we can

evaluate {Ak,l : k, l ≤ N} using only finitely many evaluations of {ai,j}, where we can use a bijection

between canonical bases of l2(N) and
⊕∞

j=1Xj to viewA as acting on l2(N). We also have the convergence

limn2→∞ limn1→∞ Γ̃n2,n1({ai,j}) = Ξ̃2({ai,j}), a contradiction.

Step 4: {Ξcap,ΩD,Λ2} 6∈ ∆G
2 . This is the same argument as in step 3 of the proof of Theorem 7.3.1,

however now we replaceAm byAm = diag{d1, d2, ..., dm} ∈ Cm×m, where {dm} is a dense subsequence

of [−1, 1], and use the fact that Ξcap(Bk) = 0. It follows that given the proposed height one tower Γn and

the constructed A, Ξcap(A) = 1/2 but Γn(k)(A) < 1/4, the required contradiction.

Step 5: {Ξr,p,ΩSA,Λ2} 6∈ ∆G
2 . Recall that we are given some polynomial p of degree at least two.

We assume without loss of generality that the zeros of p are ±1 and |p(0)| > 1 (the more general case is

similar). The argument is similar to step 3 of the proof of Theorem 7.3.1, but we spell it out since it uses

Lemma 7.4.3. Suppose for a contradiction that a height one tower, Γn, solves the problem. We will gain a

contradiction by showing that Γn(A) does not converge for an operator of the form,

A =

∞⊕
r=1

B(z1, ..., zlr ),

and define

C = diag{z1, z2, ...} ∈ ΩB.

Where we assume that lr ≥ r to ensure that the spectrum of A is equal to {−1, 1} and hence Ξr,p(A) = 0.

Now suppose that l1, ..., lk have been chosen and consider the operator

Bk = B(z1)⊕ ...⊕B(z1, ..., zlk)⊕ C.

The spectrum ofBk is [−1, 1] so that Ξr,p(Bk) > 1 and hence there exists n(k) ≥ k such that Γn(k)(Bk) >

1/4. But Γn(k)(Bk) can only depend on the evaluations of the matrix entries {Bk}ij = 〈Bkej , ei〉
with i, j ≤ N(Bk, n(k)) (as well as evaluations of the function f ) into account. If we choose lk+1 >

N(Bk, n(k)) then by the assumptions in Definition 2.1.1, Γn(k)(A) = Γn(k)(Bk) > 1/4. But Γn(A) must

converge to 0, a contradiction.

7.5 Proof of Theorem 7.3.8

Proof of Theorem 7.3.8 for Ξwe. For the lower bounds, it is enough to note that {Ξwe,ΩD,Λ2} 6∈ ∆G
2

by the same argument as step 1 of the proof of Theorem 7.3.3. The construction is exactly the same but

yields dH(Γn(k)(A), {0}) ≤ 1/2, whereas Ξwe(A) = [0, 1]. Hence the proposed height one tower cannot

converge. To construct a ΠA
2 tower for general operators, we need the following Lemma:

Lemma 7.5.1. LetB ∈ Cn×n and ε > 0. Then using finitely many arithmetic operations and comparisons,

we can compute points z1, ..., zk ∈ Q + iQ such that

dH({z1, ..., zk},W (B)) ≤ ε.

Proof. Recall from step 1 of the proof of Theorem 7.3.1 that we can compute an upper bound M ∈ Q+

for ‖B‖ in finitely many arithmetic operations and comparisons. Now choose points x1, ..., xk ∈ Qn,
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each of norm at most 1, such that dH({x1, ..., xk}, {x ∈ Cn : ‖x‖ = 1}) < ε/(3M). These can be

computed in finitely many arithmetic operations and comparisons using generalised polar coordinates and

approximations of trigonometric identities. It follows that

dH({〈Bx1, x1〉, ..., 〈Bxk, xk〉},W (B)) ≤ 2ε/3.

We then let each zj ∈ Q + iQ be a ε/4 approximation of 〈Bxj , xj〉, which can be computed in finitely

many arithmetic operations and comparisons.

Remark 7.5.2 (Efficient computation). In practice, there are much more efficient methods of computation.

For example, the method of Johnson [Joh78], reduces the computation of W (B) for B ∈ Cn×n to a series

of n× n Hermitian eigenvalue problems.

It is well-known that for A ∈ ΩB,

cl (W (PnA|PnH)) ↑ cl (W (A)) ,

cl
(
W ((I − Pn)A|(I−Pn)H)

)
↓We(A).

GivenA, let Γn2,n1
(A) be a finite collection of points produced by the algorithm in Lemma 7.5.1 applied to

B = (I − Pn2
)Pn1+n2+1A|Pn1+n2+1(I−Pn2

)H and ε = 1/n1. The above limits show that Γn2,n1
provides

a ΠA
2 tower for {Ξer,ΩB,Λ1}.

Proof of Theorem 7.3.8 for ΞF
poll. We will prove that {ΞR

poll,ΩD,Λi} 6∈ ∆G
3 and {ΞC

poll,ΩB,Λ1} ∈ ΣA3 .

The construction of towers for ΞR
poll are similar, as are the arguments for lower bounds.

Step 1: {ΞC
poll,ΩB,Λ1} ∈ ΣA3 . Let Γ̃n2,n1 be the ΠA

2 tower for {Ξer,ΩB,Λ1} constructed above. Let

γn2,n1
(z;A) = min{σ1(Pn1

(A− zI)|Pn2H), σ1(Pn1
(A∗ − z̄I)|Pn2H)}

and note that this can be approximated to any given accuracy in finitely many arithmetic operations and

comparisons (see §3.2, in particular Corollary 3.2.9). We assume that we approximate from below to an

accuracy of 1/n1 and call this approximation γ̃n2,n1
. The function γn2,n1

(z;A) is Lipschitz continuous

with Lipschitz constant bounded by 1. Define the set

Vn1
=

n1⋃
m=1

Um,

where Um are the approximations to the open set U . By taking squares of distances to ball centres, we can

decide whether a point z ∈ Q + iQ has dist(z, Vn1
) < η for any given η ∈ Q+. Let Υn2,n1

(A,U) be the

finite collection of all z ∈ Γ̃n2,n1
(A) with dist(z, Vn1

) < 1/n2 − 1/n1. If Υn2,n1
(A,U) is empty then set

Qn2,n1
(A,U) = 0, otherwise set

Qn2,n1
(A,U) := sup

z∈Υn2,n1
(A,U)

γ̃n2,n1
(z;A)− 1

n1
.

The above remarks show that this can be computed using finitely many arithmetic operations and compar-

isons.

For notational convenience, we let Wn2
= cl

(
W ((I − Pn2

)A|(I−Pn2
)H)
)

and also let Wn2,n1
=

W ((I − Pn2
)Pn1+n2+1A|Pn1+n2+1(I−Pn2

)H). We claim that the set Υn2,n1(A,U) converges to

Υn2(A,U) := cl

({
z ∈Wn2 : dist (z, cl (U)) <

1

n2

})
,
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as n1 → ∞, meaning also if Υn2
(A,U) is empty then Υn2,n1

(A,U) is empty for large n1. If z ∈
Υn2,n1

(A,U), then there exists ẑ ∈Wn2,n1
⊂Wn2

with |z − ẑ| ≤ 1/n1. Since

dist (z, cl (U)) ≤ dist(z, Vn1
) < 1/n2 − 1/n1,

it follows that dist (ẑ, cl (U)) < 1/n2 and hence Υn2(A,U) is non-empty. So to prove convergence we

only need to deal with the case Υn2(A,U) 6= ∅. The above argument also shows that any limit point of a

subsequence zm(j) ∈ Υn2,m(j)(A,U) must lie in Υn2
(A,U). Hence to prove the claim, we need to only

prove that for any z ∈ Υn2
(A,U), there exists zn1

that are contained in Υn2,n1
(A,U) for large n1 and

converge to z.

Let z ∈ Wn2
with dist (z, cl (U)) < 1/n2, then there exists ε > 0 and j > 0 such that dist(z, Uj) <

1/n2 − ε. There also exists zn1 ∈ Γ̃n2,n1(A) with zn1 → z. It must hold for n1 > j that

dist(zn1
, Vn1

) ≤ dist(zn1
, Vj) ≤ |zn1

− z|+ dist(z, Uj)

< |zn1 − z|+
1

n2
− ε.

This last quantity is smaller than 1/n2 − 1/n1 for large n1 and hence zn1
∈ Υn2,n1

(A,U) for large n1.

It follows for any z ∈ Υn2
(A,U), there exists zn1

that are contained in Υn2,n1
(A,U) for large n1 and

converge to z.

Define

Qn2
(A,U) := sup

z∈Υn2
(A,U)

γn2
(z;A),

where we recall that γn2
(z;A) = min{σ1((A − zI)|Pn2

H), σ1((A∗ − z̄I)|Pn2
H)}. If z ∈ Υn2,n1

(A,U),

then the above shows that there exists ẑ ∈ Υn2
(A,U) with |z − ẑ| ≤ 1/n1. It follows that

γ̃n2,n1(z;A)− 1

n1
≤ γn2,n1(z;A)− 1

n1

≤ γn2,n1
(ẑ;A) ≤ γn2

(z;A),

where we have used the bound on the Lipschitz constant and the fact that γn2,n1 converge up to γn2 (and

uniformly on compact subsets of C). It follows that Qn2,n1(A,U) ≤ Qn2(A,U) and this also covers the

case that Υn2
(A,U) = ∅ if we define the supremum over the empty set to be 0. The set convergence proven

above and uniform convergence of γ̃n2,n1
implies that Qn2,n1

(A,U) converges to Qn2
(A,U). It is also

clear that the Υn2
(A,U) are nested and converge down to We(A) ∩ cl (U) since Wn2

converges down to

We(A). The function γn2 also converges down to

γ(z;A) = ‖R(z,A)‖−1

uniformly on compact subsets of C and hence Qn2(A,U) converges down to

Q(A,U) = sup
z∈We(A)∩cl(U)

‖R(z,A)‖−1
.

Define

Γn3,n2,n1
(A,U) = 1− χ[0,1/n3](Qn2,n1

(A,U)) ∈ {0, 1}.

The above show that

lim
n1→∞

Γn3,n2,n1
(A,U) = 1− χ[0,1/n3](Qn2

(A,U)) =: Γn3,n2
(A,U).
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Since χ[0,1/n3] has right limits and Qn2
(A,U) are non-increasing,

lim
n2→∞

Γn3,n2
(A,U) = 1− χ[0,1/n3](Q(A,U)±) := Γn3

(A,U),

where ± denotes one of the right or left limits (it is possible to have either). Now if ΞC
poll(A,U) = 0, then

Γn3(A,U) = 0 for all n3. But if ΞC
poll(A,U) = 1, then for large n3, Γn3(A,U) = 1. Moreover, in this

latter case, Γn3
(A,U) = 1 signifies the existence of z ∈ We(A) ∩ cl (U) with γ(z;A) > 0 and hence

z 6∈ Sp(A). Hence Γn3,n2,n1
provides a ΣA3 tower.

Step 2: {ΞR
poll,ΩD,Λ2} 6∈ ∆G

3 . We will argue for the case that U = U1 = R and the restricted

case is similar. Assume for a contradiction that this is false and Γ̂n2,n1
is a general height two tower for

{ΞR
poll,ΩD,Λ2}. We follow the same strategy as the proof of Theorem 7.3.1 step 4. Let (M, d) be discrete

space {0, 1} and Ω̃ denote the collection of all infinite matrices {ai,j}i,j∈N with entries ai,j ∈ {0, 1} and

consider the problem function

Ξ̃1({ai,j}) : Does {ai,j} have a column containing infinitely many non-zero entries?

For j ∈ N, let {bi,j}i∈N be a dense subset of Ij := [1−1/22j−1, 1−1/22j ]. Given a matrix {ai,j}i,j∈N ∈
Ω̃, construct a matrix {ci,j}i,j∈N by letting ci,j = ai,jbr(i,j),j where

r(i, j) = max

{
1,

i∑
k=1

ak,j

}
.

Now consider any bijection φ : N→ N2 and define the diagonal operator

A = diag(cφ(1), cφ(2), cφ(3), ...).

The algorithm Γ̂n2,n1
thus translates to an algorithm Γ′n2,n1

for {Ξ̃1, Ω̃}. Namely, we define the algorithm

Γ′n2,n1
({ai,j}i∈N) = Γ̂n2,n1

(A). The fact that φ is a bijection shows that the lowest level Γ′n2,n1
are

generalised algorithms (and are consistent). In particular, given N , we can find {Ai,j : i, j ≤ N} using

finitely many evaluations of the matrix values {ck,l} (the same is true for A∗A and AA∗ since the operator

is diagonal). But for any given ck,l we can evaluate this entry using only finitely many evaluations of the

matrix values {am,n} by the construction of r. Finally note that

Sp(A) = {1} ∪

 ⋃
j:{ai,j}i∈N has infinitely many 1s

Ij

 ∪Q,
where Q lies in the discrete spectrum. The intervals Ij are also separated. It follows that there is a gap in

the essential spectrum if and only if there exists a column {ai,j}i∈N with infinitely many 1s. Otherwise the

essential spectrum is {1}. It follows that Ξ̃({ai,j}) = ΞR
poll(A,R) and hence we get a contradiction.

7.6 Numerical Examples

In this section, we demonstrate that the SCI-sharp towers of algorithms constructed in this chapter can be ef-

ficiently implemented for large scale computations. Moreover, they have desirable convergence properties,

converging monotonically or being eventually constant, as captured by the Σ/Π classification. Generically,

this monotonicity holds in all of the limits, and not just the final limit: many of the towers undergo os-

cillation phenomena where each subsequent limit is monotone but in the opposite sense/direction than the
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Figure 7.1: Left: Output of the algorithm for computing the spectral radius. Right: Pseudospectrum com-
puted using the method of Chapter 3 (the colour scale corresponds to the resolvent norm ‖(A − zI)−1‖)
which provides error control. We have show the output of Γ103,104(A) via the green dashed circle.

limit beforehand. We can take advantage of this when analysing the algorithms numerically. The algo-

rithms also highlight suitable information that lowers the SCI classification to Σ1/Π1. Other advantages

for the algorithms based on approximating the resolvent norm include locality, numerical stability and

speed/parallelisation. In the examples that follow, we have reminded the reader what each parameter nk

intuitively does in the relevant algorithm. Finally, we remind the reader of the comments in §2.3 - all of the

algorithms can be implemented rigorously using arithmetic operations over the rationals or with methods

such as interval arithmetic.

7.6.1 Numerical example for spectral radius

We begin with the spectral radius and consider the upper-triangular non-normal operator on l2(Z) defined

by its action on the canonical basis via

Aej = ej−2 + ijej−1.

In this case, the operator norm of A is 2 and the approximation of the spectrum by finite section is {0}.
Hence, to compute the spectral radius, one must resort to the techniques used in our tower of algorithms

based on rectangular truncations. Recall that the SCI classification for computing the spectral radius of

such operators (where the dispersion is known3) is ΠA
2 (see Theorem 7.3.1 for further classifications). The

first parameter, n1, controls the size of the rectangular truncation (as well as the grid resolution), whereas

the second, n2, controls the resolvent norm cut-off (ε = 1/n2).

Figure 7.1 (left) shows the output of the tower of algorithms Γn2,n1
(A) for computing the spectral

radius. We see the expected monotonicity: Γn2,n1
(A) is increasing in n1 but decreasing in n2. It appears

that limn1→∞ Γ102,n1
(A) ≈ limn1→∞ Γ103,n1

(A) ≈ 1.4149. The fact that these two values for different

n2 are similar suggests that we have reached convergence. Though, of course, the proof that the problem

does not lie in ∆G
2 shows that we can never apply a choice of subsequences to gain convergence in one limit

over the whole class Ωf . Nevertheless, the approximate value of 1.4149 is confirmed in Figure 7.1 (right)

where we have shown pseudospectra, computed using the algorithm of Chapter 3.

3For this example and others on l2(Z), we reorder the basis so that the operator A acts on l2(N).
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Figure 7.2: Left: The boundaries of ∂W (A) and ∂Γ2×104,500(A). We have also shown the essential spec-
trum of A (whose convex hull, in this example, corresponds to We(A)) and the output of finite section for
a 200× 200 truncation. Right: Pseudospectrum computed using the method of Chapter 3 (the colour scale
corresponds to the resolvent norm ‖(A − zI)−1‖) which provides error control. This confirms that eigen-
values, computed using finite section, outside ∂Γ2×104,500(A) are accurate and, in this example, indicates
that the other eigenvalues correspond to spectral pollution.

7.6.2 Numerical examples for essential numerical range

To demonstrate the algorithm for computing the essential numerical range, we first consider the Laurent

operator A0 acting on l2(Z) with symbol

a(t) =
t4 + t−1

2
.

In this case, Sp(A0) = Spess(A0) = {a(z) : |z| = 1}. We consider the operator A = A0 + E where the

compact perturbation E is given by

Eej = − 3i

1 + |j|
ej−1.

Recall that the SCI classification for computing the essential numerical range is ΠA
2 (see Theorem 7.3.8).

The first parameter, n1, controls the size of the truncation, whereas the second, n2, controls how far along

the matrix the truncations (I−Pn2)Pn1+n2A|Pn1+n2
(I−Pn2

)H are taken with respect to the canonical basis

once we have represented the operator as an operator on l2(N). (An alternative to reordering the basis

so that the operator acts on l2(N) is to use truncations in ‘both directions’ on l2(Z) by letting Pn be the

projection onto the span of {ej : |j| ≤ n}.)
Figure 7.2 (left) shows the output of the algorithm Γn2,n1

(A) to compute the essential numerical range

for n2 = 20000 and n1 = 500. We show the boundary ∂Γn2,n1
(A) since the essential numerical range is

convex. In this example, We(A) is the convex hull of Spess(A0), which allows us to verify the output of

the algorithm. We also show 200 eigenvalues of finite section (computed using extended precision to avoid

numerical instabilities associated with non-normal truncations), the majority of which are due to truncation

and provide an example of spectral pollution. This is confirmed when we compare to the pseudospectrum,

also shown in Figure 7.2 (right), computed using the algorithm of Chapter 3. However, eigenvalues outside

We(A) correspond to true eigenvalues of A (see Theorem 7.1.3).

The algorithm can also be extended to unbounded operators, as outlined in [Col19b].4 For example, we

4The essential numerical range for unbounded operators was defined and studied in [BMT20].
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Figure 7.3: The output of the algorithm for computing the essential numerical range of closed operators,
applied to the complex Schrödinger operator T in (7.6.1).
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Figure 7.4: Output of the algorithm for computing the capacity of Sp(H), where H is the operator in
(7.6.2).

consider the complex Schrödinger operator

T = − d2

dx2
+ (2i+ 1) cos(x). (7.6.1)

By using a Gabor basis, we can represent T as a closed operator on l2(N) such that the linear span of

the canonical basis (corresponding to the Gabor basis) forms a core. We compute the matrix elements

(corresponding to inner products with the basis functions) with error control using quadrature. Figure 7.3

shows the output for n2 = 104 and various n1. We see the expected monotonicity as n1 increases and the

output for n1 = 2000 has converged to visible accuracy in the plot.

7.6.3 Numerical example for capacity

We now consider the transport Hamiltonian on a Penrose tile (shown in the left of Figure 4.9) discussed in

§3.6.1 of Chapter 3. Let G be the graph consisting of the vertices, V (G), of the Penrose tiling and E(G)

the set of edges. If there is an edge connecting two vertices x and y, we write x ∼ y. Recall that the free
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Hamiltonian H (Laplacian) acts on ψ ∈ l2(V (G)) ∼= l2(N) by

(Hψ)i =
∑
i∼j

(ψj − ψi) , (7.6.2)

with summation over nearest neighbour sites (vertices). Recall that by choosing a suitable ordering of

the vertices, we can represent H as an operator acting on l2(N) of bounded dispersion with f(n) − n ∼
O(
√
n). Recall also that the SCI classification for computing the capacity of the spectrum of such operators

is ΠA
2 (see Theorem 7.3.4 for further classifications). The first parameter, n1, controls the size of the

truncation used to test if intervals intersect the spectrum via Lemma 8.1.9, whereas the second, n2, controls

the spacings of the interval coverings (which have width 2−n2 ). In this example, we used the conformal

mapping method of [LSN17] to accurately and rapidly compute the capacity of finite unions of intervals in

R. See Remark 7.4.2 for a discussion of computational efficiency.

Figure 7.4 shows the output of Γn2,n1
(H) and we see the expected monotonicity: the output is increas-

ing in n1 but decreasing in n2. By comparing the outputs for n1 = 104 and n1 = 105, it appears we have

convergence up to around n2 = 8. This suggests an upper bound (since the output is non-increasing in n2)

of approximately 2.26 for the capacity of Sp(H) (Sp(H) is shown in Figure 3.2).
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Chapter 8

Lebesgue Measure and Fractal

Dimensions of Spectra

In this chapter, we consider the SCI of computing the Lebesgue measure of the spectrum (and pseudospec-

trum) and different fractal dimensions of the spectrum (box-counting and Hausdorff). This chapter is moti-

vated by great progress recently made in the field of Schrödinger operators with random or almost periodic

potentials [Avi09, Avi08, AJ09, AK06, AV07, Pui04, Süt89]. Perhaps surprisingly, Cantor-like spectra oc-

cur in many families of one-dimensional operators. Whilst results are known for specific one-dimensional

examples such as the almost Mathieu operator [AK06] (see §1.3 for a discussion regarding this problem,

which was open for many years following numerical evidence [AA80, Tho83, Tho90, TT91]) or the Fi-

bonacci Hamiltonian [Süt89], the problems of computing the Lebesgue measure and fractal dimensions of

spectra remain open in the general case (see remarks in [DGS15] and references therein). This is reflected

by the difficulty of performing rigorous numerical studies, despite many examples studied in the physics

literature (see the references in [AJM17, BS91, Sir89]). In general, there are no known algorithms for

determining the Lebesgue measure and fractal dimension of spectra for general operators or even banded

self-adjoint operators.

We solve these problems and design towers of algorithms that are numerically implementable. These

are demonstrated numerically on a two-dimensional model of a quasicrystal. In particular, we provide

numerical evidence that a portion of the spectrum of the graphical Laplacian on a Penrose tile is fractal with

fractal dimension approximately 0.8. However, we find that determining the Lebesgue measure and fractal

dimensions are hard in the sense of the SCI. This helps to explain the difficulty encountered in studying

these properties numerically or theoretically.

Zero Lebesgue measure implies the absence of absolutely continuous spectrum (whose SCI is dis-

cussed in Chapter 5), which is related to transport properties if the operator represents a Hamiltonian

of a quantum system. Fractal dimensions of spectra are important in many applications. For example,

in quantum mechanics, they lead to upper bounds on the spreading of wavepackets, and are related to

time-dependent quantities associated with wave functions [HTHK94, KPG92, KKKG97]. Fractal spec-

tra appear in a wide variety of contexts, such as exciting new results in multilayer materials (e.g. bi-

layer graphene) [DWM+13, GG13, HSYY+13, PGY+13], strained materials [NBLOLT17, RTN14] or

quasicrystals [BRS16, TGB+14, KST87, LRF+11].
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8.1 Main Results

We continue to use the set-up of Chapter 7 described in §7.2 and recall the following classes of bounded

operators from §7.3, for which we prove classifications:

• Ωf : operators with dispersion bounded by f

• Ωg: operators with resolvent bounded by g

• ΩD: self-adjoint and diagonal operators

• ΩSA: self-adjoint operators

• ΩN: normal operators

• ΩB: general bounded operators.

Recall that by a choice of basis we can, as in previous chapters, deal with arbitrary separable Hilbert

spaces. As discussed in the first footnote of §4.1, some bases may be preferable to others, and one can view

a different choice of basis as changing the evaluations functions Λi. The classes of operators we discuss are

basis independent, apart from Ωf and ΩD.

We first discuss the Lebesgue measure, and then move onto the computation of the box-counting di-

mension and Hausdorff dimension.

8.1.1 Lebesgue measure of spectra

A basic property of Sp(A), also connected to physical applications in quantum mechanics, is its Lebesgue

measure. Well-studied operators such as the almost Mathieu operator at critical coupling [AK06] or the

Fibonacci Hamiltonian [Süt89] have spectra with Lebesgue measure zero. The Lebesgue measure on C

will be denoted by Leb and, when considering classes of self-adjoint operators, the Lebesgue measure on

R will be denoted by LebR. We will also consider

Ŝpε(A) = {z ∈ C : ‖R(z,A)‖−1 < ε},

whose closure is Spε(A). For a class Ω ⊂ ΩB, there are three questions we are interested in and answer in

this section:

1. Given A ∈ Ω, can we compute Leb(Sp(A))?

2. Given A ∈ Ω and ε > 0, can we compute Leb(Ŝpε(A))?

3. Given A ∈ Ω, can we determine whether Leb(Sp(A)) = 0?

A few comments are in order. First, we do not consider the final question for the pseudospectrum since

Leb(Ŝpε(A)) > 0. Second, it might appear that answering the third question is at least as easy as the

first. However, this could be false (and in general is), since we consider a problem function with range

in a different metric space. For the first two questions, we consider the metric space ([0,∞), d) with the

Euclidean metric. For question three we consider the discrete metric on {0, 1}, where 1 is interpreted as

‘yes’, and 0 as ‘no’. Finally, we consider the computation of Leb(Ŝpε(A)) since it is not immediately clear

that the level sets

Sε(A) := {z ∈ C : ‖R(z,A)‖−1
= ε} (8.1.1)
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always have Lebesgue measure zero. Again, this is analogous to the case of approximating the pseudospec-

tra for bounded operators, where one uses the crucial property that the pseudospectrum cannot jump - it

cannot be constant on open subsets of C for bounded operators acting on a separable Hilbert space [Sha08].

Assuming that the sets in (8.1.1) are null is the measure theoretic equivalent. Note, however, that it is

straightforward to show that Sε(A) is null forA ∈ ΩN through the formula ‖R(z,A)‖−1 = dist(z,Sp(A)).

The above problem functions are denoted by ΞL1 ,Ξ
L
2 and ΞL3 respectively. In analogy to computing the

spectra/pseudospectra themselves, ΞL2 is, in fact, the easiest to compute and can be done in one limit for a

large class of operators. We also have from the dominated convergence theorem that

lim
ε↓0

Leb(Ŝpε(A)) = Leb(Sp(A)). (8.1.2)

Unless otherwise told, we will assume that given A ∈ Ωf , we know a sequence {cn}n∈N that converges to

zero such that Df,n(A) ≤ cn. When considering ΩD or ΩSA, we use LebR.

Lebesgue measure of spectrum and pseudospectrum

Theorem 8.1.1. Given the above set-up, we have the following classifications

∆G
2 63 {ΞL1 ,Ωf ,Λi} ∈ ΠA

2 , ∆G
2 63 {ΞL1 ,ΩD,Λi} ∈ ΠA

2 i = 1, 2,

and for Ω = ΩB,ΩSA, ΩN or Ωg ,

∆G
3 63 {ΞL1 ,Ω,Λ1} ∈ ΠA

3 , ∆G
2 63 {ΞL1 ,Ω,Λ2} ∈ ΠA

2 .

The constructed algorithm is local, and we can easily adapt it to find the Lebesgue measure of Sp(A)

intersected with any compact interval or cube in one or two dimensions, respectively. It also does not need

the sequence {cn}. In other words, the evaluations of {cn} can be dropped from Λi, and the theorem

remains true. The algorithm can also be restricted to R where it converges to LebR(Sp(A) ∩ R).

Remark 8.1.2. Although we consider ΩD with LebR throughout, all the proven lower bounds hold when

considering bounded diagonal operators (dropping the restriction of self-adjointness) and using Leb in-

stead of LebR. The proofs trivially generalise to the two-dimensional Lebesgue measure without altering

the SCI classification.

We now turn to the SCI classification of Leb(Ŝpε(A)) which is useful since it provides a route to

computing Leb(Sp(A)) for any A ∈ ΩB via (8.1.2). This is a similar state of affairs to the computation of

the spectrum itself - one can approximate the spectrum via pseudospectra.

Theorem 8.1.3. Given the above set-up, we have the following classifications

∆G
1 63 {ΞL2 ,Ωf ,Λi} ∈ ΣA1 , ∆G

1 63 {ΞL2 ,ΩD,Λi} ∈ ΣA1 i = 1, 2,

and for Ω = ΩB,ΩSA, ΩN or Ωg ,

∆G
2 63 {ΞL2 ,Ω,Λ1} ∈ ΣA2 , ∆G

1 63 {ΞL2 ,Ω,Λ2} ∈ ΣA1 .

Heuristically, the pseudospectrum is less refined than the spectrum, making the measure easier to esti-

mate. Another viewpoint is the analysis of the continuity points of the maps ΞL1 and ΞL2 . For simplicity,

we shall consider these maps restricted to ΩD and equip these diagonal operators with the operator norm

topology.
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Proposition 8.1.4. In the above set-up, the following hold:

1. ΞL1 is continuous at A ∈ ΩD if and only if LebR(Sp(A)) = 0.

2. ΞL2 is continuous at all A ∈ ΩD if ε > 0.

It follows that ΞL2 is more stable than ΞL1 , explaining why it is easier to approximate. Again, this is the

same state of affairs to comparing Sp(A) and Spε(A) as sets.

When is Leb(Sp(A)) = 0?

In this section we let (M, d) be the set {0, 1} endowed with the discrete topology and consider the problem

function

ΞL3 (A) =

0, if Leb(Sp(A)) > 0

1, otherwise.

It is straightforward to build a height three tower for this problem based on LebSpec, the algorithm

constructed in Theorem 8.1.1. This relies on monotonicity of LebSpec. The next theorem shows that this

is optimal - even for the set of diagonal self-adjoint bounded operators. This demonstrates just how hard it

is to answer decision problem questions about the spectrum with finite amounts of information, particularly

when the questions involve a tool such as Lebesgue measure, which ignores countable sets.

Theorem 8.1.5. Given the above set-up, we have the following classifications

∆G
3 63 {ΞL3 ,Ωf ,Λi} ∈ ΠA

3 , ∆G
3 63 {ΞL3 ,ΩD,Λi} ∈ ΠA

3 , i = 1, 2,

and for Ω = ΩB,ΩSA, ΩN or Ωg ,

∆G
4 63 {ΞL3 ,Ω,Λ1} ∈ ΠA

4 , ∆G
3 63 {ΞL3 ,Ω,Λ2} ∈ ΠA

3 .

Remark 8.1.6. These are the first examples of computational spectral problems that require four limits

to compute in the SCI hierarchy. To prove this, we need the tools from descriptive set theory/classical

computational theory in Chapter 2 §2.4. Note that we prove the lower bounds for general algorithms, so

regardless of the model of computation.

8.1.2 Fractal dimensions of spectra

If the spectrum of an operator has zero Lebesgue measure, it is natural to ask about its fractal dimension.

This question is not just borne out of mathematical curiosity. For instance, the fractal dimension leads to

an upper bound on the spreading of an initially localised wavepacket, and there has been much work by

physicists on relating the fractal dimension to time-dependent quantities associated with wave functions

(see references at the start of the chapter). However, estimating the fractal dimension is extremely difficult.

One possible reason is that it is not possible to construct a height one tower of algorithms, even for the most

basic definition of fractal dimension, the box-counting dimension. The Hausdorff dimension is even worse

and has SCI ≥ 3. In this section, we exclusively treat self-adjoint operators and seek fractal dimensions of

subsets of R.1

1The proofs for general self-adjoint operators can be adapted with an additional limit and the use of two-dimensional covering
boxes to treat the class of general bounded operators. Some care is required involving boundaries of covering boxes for the Hausdorff
dimension, but for brevity, we omit the details.
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Box-counting dimension

Let F be a bounded set in some Euclidean space and Nδ(F ) be the number of closed boxes of side length

δ > 0 required to cover F . Define the upper and lower box-counting dimensions as

dimB(F ) = lim sup
δ↓0

log(Nδ(F ))

log(1/δ)
,

dimB(F ) = lim inf
δ↓0

log(Nδ(F ))

log(1/δ)
.

When both are equal, we can replace the lim inf and lim sup by lim and we define the common value as

the box-counting dimension dimB(F ), an example of a fractal dimension. The major drawback of this

definition is lack of countable stability. For instance, the box-counting dimension of {0, 1, 1/2, 1/3, ...}
is 1/2. Examples also exist of closed Cantor sets for which the upper and lower dimensions do not agree

[Fal03]. A natural example occurring as the spectrum of a discrete Schrödinger operator is presented in

[Col19b], where this effect can be seen numerically. In the one-dimensional case, it is easy to prove that if

F is measurable with dimB(F ) < 1 then LebR(F ) = 0. The converse is false by considering countable

unions of Cantor sets whose Hausdorff dimension tends to 1 and similar results hold in higher dimensions.

We shall show that we can compute the box-counting dimension in two limits.

Let ΩBDf be the class of self-adjoint operators in Ωf whose upper and lower box-counting dimensions

of the spectrum agree. Let ΩBDSA be the class of self-adjoint operators whose upper and lower box-counting

dimensions of the spectrum agree, and denote by ΩBDD the class of diagonal operators in ΩBDSA .

Theorem 8.1.7. Let ΞB be the evaluation of box-counting dimension of spectra, then for i = 1, 2 and

Ω = ΩBDf or ΩBDD

∆G
2 63 {ΞB ,Ω,Λi} ∈ ΠA

2 ,

whereas

∆G
3 63 {ΞB ,ΩBDSA ,Λ1} ∈ ΠA

3 , ∆G
2 63 {ΞB ,ΩBDSA ,Λ2} ∈ ΠA

2 .

Remark 8.1.8. The algorithms we construct for ΞB also converge without the assumption that the upper

and lower box-counting dimensions agree to a quantity Γ(A) with

dimB(Sp(A)) ≤ Γ(A) ≤ dimB(Sp(A)).

Hausdorff dimension

A more complicated, yet robust notion of fractal dimension is related to the Hausdorff measure. For the

connection and various other measures that give rise to the same dimension we refer the reader to [Fal03,

Mat95]. Let F ⊂ Rn be a Borel set in n-dimensional Euclidean space and let Cδ(F ) denote the class of

(countable) δ-covers2 of F . One first defines the quantity (for d ≥ 0)

Hdδ(F ) = inf

{∑
i

diam(Ui)
d : {Ui} ∈ Cδ(F )

}
,

and the d-dimensional Hausdorff measure of F by

Hd(F ) = lim
δ↓0
Hdδ(F ).

2That is, the set of covers {Ui}i∈I with I at most countable and with diam(Ui) ≤ δ.
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There is a unique d′ = dimH(F ) ≥ 0, the Hausdorff dimension of F , such thatHd(F ) = 0 for d > d′ and

Hd(F ) =∞ for d < d′.

One can prove that

dimH(F ) ≤ dimB(F ) ≤ dimB(F ).

One of the properties that makes the Hausdorff dimension harder to compute than the box-counting dimen-

sion is its countable stability (if F is countable then dimH(F ) = 0). The following lemma is used in the

construction of an algorithm for computing the Hausdorff dimension but is interesting in its own right so is

listed here.

Lemma 8.1.9. Let (a, b) ⊂ R be a finite open interval and let A ∈ Ωf ∩ ΩSA. Then determining whether

Sp(A) ∩ (a, b) 6= ∅ using Λi is a problem with SCIA = 1. Furthermore, we can design an algorithm that

halts if and only the answer is ‘yes’, that is, the problem lies in ΣA1 . Similarly the problem lies in ΣA2 when

considering ΩSA with Λ1 (or ΣA1 when we allow access to Λ2).

Theorem 8.1.10. Let ΞH be the evaluation of the Hausdorff dimension of spectra, then for i = 1, 2 and

Ω = ΩD or Ωf ∩ ΩSA

∆G
3 63 {ΞH ,Ω,Λi} ∈ ΣA3 ,

whereas

∆G
4 63 {ΞH ,ΩSA,Λ1} ∈ ΣA4 , ∆G

3 63 {ΞH ,ΩSA,Λ2} ∈ ΣA3 .

Remark 8.1.11. The results in this section and §8.1.1 can be interpreted in terms of real bounded se-

quences. Given such a sequence {ai}i∈N we can ask the same questions about cl ({a1, a2, ...}) as we have

asked about the spectrum. We can embed these problems as spectral problems for the class ΩD of bounded

self-adjoint diagonal operators, by simply considering diagonal operators with entries {a1, a2, ...}. Theo-

rems 8.1.1, 8.1.5, 8.1.7 and 8.1.10 immediately then give the classifications. With regards to fractal dimen-

sions, the key problem is to try and relate the amount of data that has been seen to the resolution obtained

from the data (as highlighted in the numerical examples below). This has also been approached statistically

[Hun90], assuming that the samples are taken from a probability distribution. Once we have the framework

of the SCI, we can immediately see why the problem is so difficult - the computational problem requires

three limits for the Hausdorff dimension.

8.2 Proofs of Theorems on Lebesgue Measure

We will use the function DistSpec discussed in §3.5.1 of Chapter 3. For ease of notation, we suppress

the dispersion function f in calling DistSpec but assume that we know Df,n(A) ≤ cn with cn → 0 as

n → ∞. However, the proof of convergence also works when using cn = 0 (which does not necessarily

bound Df,n(A)). The key observation is the following:

Observation: If A ∈ Ωf , then the function Fn(z) := DistSpec(A,n, f(n), z) + cn converges uni-

formly to ‖R(z,A)‖−1 from above on compact subsets of C. By taking successive minima, we can assume

without loss of generality that Fn is non-increasing in n.

The other ingredient needed is the following proposition
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Proposition 8.2.1. Given a finite union of disks in the complex plane, the Lebesgue measure of their in-

tersection with the interior of a rectangle can be computed within arbitrary precision using finitely many

arithmetical operations and comparisons on the centres and radii of the discs as well the position of the

rectangle.

Proof. Without loss of generality we assume that the rectangle is {x + iy : x, y ∈ [0, 1]}. Consider

dividing the rectangle into n2 subrectangles using the division of [0, 1] into n equal intervals. Given such

a subrectangle, we can easily test whether the centre is in the union of the circles via a finite number

of arithmetic operations and comparisons. Let r(n) denote the number of subrectangles whose centre

lies in the union. Then, since the boundary of the union of the circles has measure zero, it is easy to

see that r(n)/n2 converges to the desired Lebesgue measure. What is more, we can bound the number

of subrectangles that intersect the boundary of any of the circles, and this can be used to obtain known

precision.

Proof of Theorem 8.1.1. Step 1: {ΞL1 ,Ωf ,Λi}, {ΞL1 ,ΩD,Λi} ∈ ΠA
2 . It is enough to consider Λ1. We

will estimate Leb(Sp(A)) by estimating the Lebesgue measure of the resolvent set on the closed square

[−C,C]2, where ‖A‖ ≤ C. We do not assume C is known. For n1, n2 ∈ N, let

Grid(n1, n2) =

(
1

2n2
Z +

1

2n2
iZ
)
∩ [−n1, n1]2.

Letting B(x, r), D(x, r) denote the closed and open balls of radius r around x respectively3 in C (or R

where appropriate), we define

U(n1, n2, A) = [−n1, n1]× [−n1, n1] ∩ (∪z∈Grid(n1,n2)B(z, Fn1
(z))).

Note that Leb(U(n1, n2, A)) can be computed up to arbitrary predetermined precision using only arithmetic

operations and comparisons by Proposition 8.2.1. Using this we can define

Γn2,n1(A) = 4n2
1 − Leb(U(n1, n2, A))

where, without loss of generality, we assume that we have computed the exact value of the Lebesgue mea-

sure (since we can absorb this error in the first limit). It is obvious that Γn2,n1
are general arithmetical

algorithms using the fact that DistSpec is and the above proposition. The only non-trivial part is conver-

gence. The algorithm is summarised in the routine LebSpec in §8.4.1.

We will now show that the algorithm LebSpec converges and realises the ΠA
2 classification. There

exists a compact set K such that ‖R(z,A)‖−1
> 1 on Kc and without loss of generality we can make C

larger, C ∈ N and take K = [−C,C]2. For n1 ≥ C

U(n1, n2, A) = ([−C,C]2 ∩ (∪z∈Grid(n1,n2)B(z, Fn1
(z)))) ∪ ([−n1, n1]2\[−C,C]2)

since Fn(z) ≥ ‖R(z,A)‖−1. It follows that for large n1

Γn2,n1
(A) = 4C2 − Leb([−C,C]2 ∩ (∪z∈Grid(n1,n2)B(z, Fn1

(z)))).

As n1 →∞, [−C,C]2 ∩ (∪z∈Grid(n1,n2)B(z, Fn1
(z))) converges to the closed set

X(n2, A) = [−C,C]2 ∩ (∪z∈Grid(C,n2)B(z, ‖R(z,A)‖−1
))

3We set D(x, 0) = ∅.
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from above and hence

lim
n1→∞

Γn2,n1
(A) = 4C2 − Leb(X(n2, A)),

from below. Consider the relatively open set

V (n2, A) = [−C,C]2 ∩ (∪z∈Grid(C,n2)D(z, ‖R(z,A)‖−1
)).

Clearly Leb(X(n2, A)) = Leb(V (n2, A)) since the sets differ by a finite collection of circular arcs or

points (recall we defined the open ball of radius zero to be the empty set). Hence we must show that

lim
n2→∞

Leb(V (n2, A)) = Leb(ρC(A)),

where ρC(A) = [−C,C]2\Sp(A). For z ∈ ρC(A),

dist(z,Sp(A)) ≥ ‖R(z,A)‖−1

and hence we get V (n2, A) ⊂ ρC(A). Since ρC(A) is relatively open, a simple density argument using the

continuity of ‖R(z,A)‖−1 yields V (n2, A) ↑ ρC(A) as n2 →∞ since the grid refines itself. So we get

Leb(V (n2, A)) ↑ Leb(ρC(A)).

This proves the convergence and also shows that Γn2
(A) ↓ ΞL1 (A), thus yielding the ΠA

2 classification. The

same argument works in the one-dimensional case when considering self-adjoint operators ΩD and LebR.

Simply restrict everything to the real line and consider the interval [−C,C] rather than a square.

Step 2: {ΞL1 ,Ωf ,Λi}, {ΞL1 ,ΩD,Λi} /∈ ∆G
2 . It is enough to consider Λ2. We will only show that

SCI(ΞL1 ,ΩD,Λ2)G ≥ 2 for which we use LebR and the two-dimensional case is similar. Suppose for a

contradiction that there exists a height one tower Γn, then ΛΓn(A) is finite for each A ∈ ΩD. Hence, for

every A and n there exists a finite number N(A,n) ∈ N such that the evaluations from ΛΓn(A) only take

the matrix entries Aij = 〈Aej , ei〉 with i, j ≤ N(A,n) into account.

Pick any sequence a1, a2, ... dense in the unit interval [0, 1]. Consider the matrix operators Am =

diag{a1, a2, ..., am} ∈ Cm×m, Bm = diag{0, 0, ..., 0} ∈ Cm×m and C = diag{0, 0, ...}. Set A =⊕∞
m=1(Bkm ⊕ Akm) where we choose an increasing sequence km inductively as follows. Set k1 = 1 and

suppose that k1, ..., km have been chosen. Sp(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕ C) = {0, a1, a2, ..., akm}
and hence Leb(Sp(Bk1 ⊕ Ak1 ⊕ ... ⊕ Bkm ⊕ Akm ⊕ C)) = 0 so there exists some nm ≥ m such that if

n ≥ nm then

Γn(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕ C) ≤ 1

2
.

Now let km+1 ≥ max{N(Bk1
⊕ Ak1

⊕ ... ⊕ Bkm ⊕ Akm ⊕ C, nm), km + 1}. Any evaluation function

fi,j ∈ Λ is simply the (i, j)th matrix entry and hence by construction

fi,j(Bk1
⊕Ak1

⊕ ...⊕Bkm ⊕Akm ⊕ C) = fi,j(A),

for all fi,j ∈ ΛΓnm
(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕C). By assumption (iii) in Definition 2.1.1 it follows

that ΛΓnm
(Bk1

⊕ Ak1
⊕ ... ⊕ Bkm ⊕ Akm ⊕ C) = ΛΓnm

(A) and hence by assumption (ii) in the same

definition that Γnm(A) = Γnm(Bk1
⊕ Ak1

⊕ ... ⊕ Bkm ⊕ Akm ⊕ C) ≤ 1/2. But limn→∞(Γn(A)) =

Leb(cl({0, a1, a2, ...})) = 1 a contradiction.

Step 3: {ΞL1 ,Ω,Λ1} ∈ ΠA
3 for Ω = ΩB,ΩSA, ΩN or Ωg . We will deal with the case of ΩB. The cases

of ΩN and Ωg then follow via ΩN ⊂ Ωg ⊂ ΩB and the one-dimensional Lebesgue measure case for ΩSA is

similar.

A careful analysis of the proof in step 1 yields that
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• Γn2,n1
(A) converges to Γn2

(A) from below as n1 →∞.

• Γn2
(A) converges to Leb(Sp(A)) monotonically from above as n2 →∞.

We can ensure that the first limit converges from below by always slightly overestimating the Lebesgue

measure of U(n1, n2) (with error converging to zero) and using Proposition 8.2.1. These observations will

be used later to answer question 3. We do not need to know cn for the above proof to work, but we will

need it for the first of the above facts. A slight alteration of the proof/algorithm by inserting an extra limit

deals with the general case.

Define the function

γn,m(z;A) = min{σ1(Pm(A− zI)|PnH), σ1(Pm(A∗ − z̄I)|PnH)},

where σ1 denotes the injection modulus/smallest singular value. One can show that γn,m converges uni-

formly on compact subsets to

γn(z;A) = min{σ1((A− zI)|PnH), σ1((A∗ − z̄I)|PnH)},

asm→∞ and that this converges uniformly down to ‖R(z,A)‖−1 on compact subsets as n→∞ [Han11].

With a slight abuse of notation, we can approximate γn,m(z;A) to within 1/m by DistSpec(A,n,m, z)

(where the spacing of the search routine is 1/m) so that this converges uniformly on compact subsets to

γn(z;A). In exactly the same manner as before, define

U(n1, n2, n3, A) = [−n2, n2]2 ∩ (∪z∈Grid(n2,n3)B(z, γn2,n1
(z;A))),

Γn3,n2,n1
(A) = (2n2)2 − Leb(U(n1, n2, n3, A))

The stated uniform convergence means that the argument in step 1 carries through and we have a height

three tower, realising the ΠA
3 classification.

Step 4: {ΞL1 ,ΩSA,Λ1} /∈ ∆G
3 . The proof is exactly the same argument as the proof of step 3 of Theorem

7.3.4. However, in this case to gain the contradiction, we then define Γ̃n2,n1
({ai,j}) = min{max{1 −

Γn2,n1(A)/2, 0}, 1} where Γn2,n1(A) is the supposed height two tower for {ΞL1 ,ΩSA,Λ1}.
Step 5: {ΞL1 ,Ω,Λ1} /∈ ∆G

3 for Ω = ΩB,ΩN, or Ωg . Since ΩN ⊂ Ωg ⊂ ΩB, we only need to deal with

ΩN. We can use a similar argument as in step 4, but now replacing each C(j) by

D(j) =

j⊕
k=1

ihkC
(j),

where h1, h2, ... is a dense sequence in [0, 1] and this operators acts on Xj =
⊕j

k=1 l
2(N). This en-

sures that the spectrum of the operator yields a positive two-dimensional Lebesgue measure if and only if

Ξ̃2({ai,j}) = 0. The rest of the argument is entirely analogous.

Step 6: ∆G
2 63 {ΞL1 ,Ω,Λ2} ∈ ΠA

2 for Ω = ΩB,ΩSA, ΩN or Ωg . The impossibility result follows by

considering diagonal operators. For the existence of ΠA
2 algorithms, we can use the construction in step 3,

but the knowledge of matrix values ofA∗A allows us to skip the first limit and approximate γn directly.

Proof of Theorem 8.1.3. Using the convergence

lim
ε↓0

Leb(Ŝpε(A)) = Leb(Sp(A)),
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the lower bounds in Theorem 8.1.1 immediately imply the lower bounds in Theorem 8.1.3. Hence we only

need to construct the appropriate algorithms.

Step 1: {ΞL2 ,Ωf ,Λ1}, {ΞL2 ,ΩD,Λ1} ∈ ΣA1 . Let A ∈ Ωf and

En =
1

n
(Z + iZ) ∩ {z ∈ C : Fn(z) ≤ ε} ∩ [−n, n]2.

Clearly, we can compute En with finitely many arithmetic operations and comparisons, and we set

Γn(A) = Leb
(
∪z∈En D(z,max{0, ε− Fn(z)})

)
.

Proposition 8.2.1 shows that, without loss of generality, we can assume Γn(A) can be computed exactly with

finitely many arithmetic operations and comparisons. The algorithm is presented in the LebPseudoSpec

routine in §8.4.1 and the following shows that this algorithm is sharp in the SCI hierarchy.

Suppose that Fn(z) < ε and that |w| < ε− Fn(z). If z ∈ Sp(A) then clearly

‖R(z + w,A)‖−1 ≤ |w| < ε− Fn(z) ≤ ε,

and this holds trivially if z + w ∈ Sp(A) so assume that neither of z, z + w are in the spectrum. The

resolvent identity yields

‖R(z + w,A)‖ ≥ ‖R(z,A)‖ − |w| ‖R(z + w,A)‖ ‖R(z,A)‖ ,

which rearranges to

‖R(z + w,A)‖−1 ≤ ‖R(z,A)‖−1
+ |w| < ε.

It follows that ∪z∈EnD(z,max{0, ε−Fn(z)}) is in Ŝpε(A) and hence that Γn(A) ≤ ΞL2 (A). Without loss

of generality by taking successive maxima we can assume that Γn(A) is increasing. Together these will

yield ΣA1 once convergence is shown. Using the uniform convergence of Fn and density of 1/n(Z + iZ) ∩
[−n, n]2 we see that pointwise convergence holds:

χ∪z∈EnD(z,max{0,ε−Fn(z)} → χ
Ŝpε(A)

,

where χE denotes the indicator function of a set E. It follows by the dominated convergence theorem that

Γn(A)→ Leb(Ŝpε(A)). The proof for ΩD is similar by restricting everything to the real line.

Step 2: {ΞL2 ,Ω,Λ1} ∈ ΣA2 for Ω = ΩB,ΩSA, ΩN or Ωg . To prove this, we simply replace Fn1
by the

functions γn2,n1
and set

Γn2,n1
(A) = Leb

(
∪z∈En2

D(z,max{0, ε− γn2,n1
(z;A)})

)
.

Step 3: {ΞL2 ,Ω,Λ2} ∈ ΣA1 for Ω = ΩB,ΩSA, ΩN or Ωg . The knowledge of matrix values of A∗A

allows us to skip the first limit in the construction of step 2 and approximate γn directly.

Proof of Proposition 8.1.4. We begin with the proof of 1. Suppose A ∈ ΩD has LebR(Sp(A)) = 0 and

let An ∈ ΩD be such that ‖A−An‖ → 0 as n → ∞. This implies that Sp(An) → Sp(A) since all our

operators are normal. To prove that LebR(Sp(An))→ 0, it is enough to prove that

Leb(Fn) ↓ 0, (8.2.1)

where Fn = Sp(A) ∪ (∪m≥nSp(Am)). But Fn decreases to Sp(A) and is bounded in measure so (8.2.1)

holds. For the converse, let LebR(Sp(A)) > 0. Without loss of generality, assume that all of A’s entries
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lie in [0, 1]. Let Dn denote the set {j/2n}nj=1 and let us consider the map φn : x ↪→ 2−n dx2ne on

[0, 1]. Let An be the diagonal operator obtained by applying φn to each of A’s entries. We clearly have

that ‖A−An‖ → 0 as n → ∞ but note that Sp(An) is finite so has Lebesgue measure 0. Hence ΞL1 is

discontinuous at A.

To prove 2, note that for A ∈ ΩD, LebR(Sε(A)) = 0. Let An ∈ ΩD have ‖A−An‖ → 0. Then given

some 0 < δ < ε it holds for large n that Spε−δ(A) ⊂ Spε(An) ⊂ Spε+δ(A) and hence that

lim sup
n→∞

LebR(Spε(An)) ≤ LebR(Spε+δ(A))

lim inf
n→∞

LebR(Spε(An)) ≥ LebR(Spε−δ(A)).

Now let δ ↓ 0 and use the fact that ΞL2 is continuous in ε.

Finally, we deal with the question of determining if the Lebesgue measure is zero. Recall that for this

problem, (M, d) denotes the set {0, 1} endowed with the discrete topology and we consider the problem

function

ΞL3 (A) =

0, if Leb(Sp(A)) > 0

1, otherwise.

Proof of Theorem 8.1.5. We will show that {ΞL3 ,Ωf ,Λ1} ∈ ΠA
3 and {ΞL3 ,ΩD,Λ2} /∈ ∆G

3 . The analogous

statements {ΞL3 ,ΩD,Λ1} ∈ ΠA
3 and {ΞL3 ,Ωf ,Λ2} /∈ ∆G

3 follow from similar arguments.

The lower bound argument can also be used when considering Λ2 and Ω = ΩB,ΩSA, ΩN or Ωg . We

will also prove the lower bound {ΞL3 ,ΩSA,Λ1} /∈ ∆G
4 . The remaining lower bounds for Λ1 follow from

a similar argument and construction as in step 5 of the proof of Theorem 8.1.1 to ensure we are dealing

with two-dimensional Lebesgue measure. Finally, we prove that {ΞL3 ,ΩB,Λ1} ∈ ΠA
4 . The upper bounds

for Ω = ΩSA, ΩN or Ωg and Λ1 follow from an almost identical argument. When considering Λ2, we can

collapse the first limit in exactly the same manner as we did for solving ΞL1 .

Step 1: {ΞL3 ,Ωf ,Λ1} ∈ ΠA
3 . First we use the algorithm used to compute ΞL1 in Theorem 8.1.1, which

we shall denote by Γ̃, to build a height 3 tower for {ΞL3 ,Ωf}. As above, Ωf denotes the set of bounded

operators with the usual assumption of bounded dispersion (now with known bounds cn). Recall that we

observed

• Γ̃n2,n1(A) converges to Γ̃n2(A) from below as n1 →∞.

• Γ̃n2
(A) converges to Leb(Sp(A)) monotonically from above as n2 →∞.

We can alter our algorithms, by taking maxima, so that we can assume without loss of generality that

Γ̃n2,n1
(A) converges to Γ̃n2

(A) monotonically from below as n1 →∞. Now let

Γn3,n2,n1
(A) = χ[0,1/n3](Γ̃n2,n1

(A)).

Note that χ[0,1/n3] is left continuous on [0,∞) with right limits. Hence by the assumed monotonicity

lim
n1→∞

Γn3,n2,n1(A) = χ[0,1/n3](Γ̃n2(A)).

It follows that

lim
n2→∞

lim
n1→∞

Γn3,n2,n1(A) = χ[0,1/n3](Leb(Sp(A))±),
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where ± denotes one of the right or left limits (it is possible to have either). It is then easy to see that

lim
n3→∞

lim
n2→∞

lim
n1→∞

Γn3,n2,n1
(A) = ΞL3 (A).

It is also clear that the answer to the question is 0 if Γn3(A) = 0, which yields the ΠA
3 classification.

Step 2: {ΞL3 ,ΩD,Λ1} /∈ ∆G
3 . Assume for a contradiction that this is false and Γ̂n2,n1

is a general

height two tower for {ΞL3 ,ΩD}. Let (M, d) be discrete space {0, 1} and Ω̃ denote the collection of all

infinite matrices {ai,j}i,j∈N with entries ai,j ∈ {0, 1} and consider the problem function

Ξ̃1({ai,j}) : Does {ai,j} have a column containing infinitely many non-zero entries?

Recall that it was shown in Theorem 2.4.7 in Chapter 2 §2.4 that SCI(Ξ̃1, Ω̃)G = 3. We will gain a

contradiction by using the supposed height two tower to solve {Ξ̃1, Ω̃}.
For j ∈ N, let {bi,j}i∈N be a dense subset of Ij := [1−1/2j−1, 1−1/2j ]. Given a matrix {ai,j}i,j∈N ∈

Ω̃, construct a matrix {ci,j}i,j∈N by letting ci,j = ai,jbr(i,j),j where

r(i, j) = max

{
1,

i∑
k=1

ak,j

}
.

Now consider any bijection φ : N→ N2 and define the diagonal operator

A = diag(cφ(1), cφ(2), cφ(3), ...).

The algorithm Γ̂n2,n1 thus translates to an algorithm defined by Γ′n2,n1
for {Ξ̃1, Ω̃}. Namely, we set

Γ′n2,n1
({ai,j}i∈N) = Γ̂n2,n1

(A). The fact that φ is a bijection shows that the lowest level Γ′n2,n1
are

generalised algorithms (and are consistent). In particular, given N , we can find {Ai,j : i, j ≤ N} using

finitely many evaluations of the matrix values {ck,l}. But for any given ck,l we can evaluate this entry using

only finitely many evaluations of the matrix values {am,n} by the construction of r. Finally note that

Sp(A) =

 ⋃
j:
∑
i ai,j=∞

Ij

 ∪Q,
where Q is at most countable. Hence

LebR(Sp(A)) =
∑

j:
∑
i ai,j=∞

1

2j
.

It follows that Ξ̃1({ai,j}) = ΞL3 (A) and hence we get a contradiction.

Step 3: {ΞL3 ,ΩSA,Λ1} /∈ ∆G
4 . Suppose for a contradiction that Γn3,n2,n1

is a height three tower of

general algorithms for the problem {ΞL3 ,ΩSA,Λ1}. Let (M, d) be the space {0, 1} with the discrete metric,

let Ω̃ denote the collection of all infinite arrays {am,i,j}m,i,j∈N with entries am,i,j ∈ {0, 1} and consider

the problem function

Ξ̃4({am,i,j}) : For every m, does {am,i,j}i,j have (only) finitely many columns

with (only) finitely many 1’s?

Recall that it was shown in Theorem 2.4.7 in Chapter 2 §2.4 that SCI(Ξ̃4, Ω̃)G = 4. We will gain a

contradiction by using the supposed height three tower to solve {Ξ̃4, Ω̃}.
The construction follows step 3 of the proof of Theorem 7.3.4 closely. For fixed m, recall the construc-

tion of the operator Am := A({am,i,j}i,j) from that proof, the key property being that if {am,i,j}i,j has
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(only) finitely many columns with (only) finitely many 1’s then Sp(Am) is a finite subset of [−1, 1], other-

wise it is the whole interval [−1, 1]. Now consider the intervals Im = [1− 2m−1, 1− 2m] and affine maps,

αm, that act as a bijection from [−1, 1] to Im. Without loss of generality, identify ΩSA with self adjoint

operators in B(X) where X =
⊕∞

i=1

⊕∞
j=1Xi,j in the l2-sense with Xi,j = l2(N). We then consider the

operator

T ({am,i,j}m,i,j) =

∞⊕
m=1

αm(Am).

The same arguments in the proof of Theorem 7.3.4 show that the map

Γ̃n3,n2,n1
({am,i,j}m,i,j) = Γn3,n2,n1

(T ({am,i,j}m,i,j))

is a general tower using the relevant pointwise evaluation functions of the array {am,i,j}m,i,j . If it holds

that Ξ̃4({am,i,j}) = 1, then Sp(T ({am,i,j}m,i,j)) is countable and hence ΞL3 (T ({am,i,j}m,i,j)) = 1.

On the other hand, if Ξ̃4({am,i,j}) = 0, then there exists m with Sp(Am) = [−1, 1] and hence Im ⊂
Sp(T ({am,i,j}m,i,j)) so that ΞL3 (T ({am,i,j}m,i,j)) = 0. It follows that Γ̃n3,n2,n1 provides a height three

tower for {Ξ̃4, Ω̃}, a contradiction.

Step 4: {ΞL3 ,ΩB,Λ1} ∈ ΠA
4 . Recall the tower of algorithms to solve {ΞL1 ,ΩB,Λ1}, and denote it by

Γ̃. Our strategy will be the same as in step 1 but with an extra limit. It is easy to show that

• Γ̃n3,n2,n1
(A) converges to Γ̃n3,n2

(A) from above as n1 →∞.

• Γ̃n3,n2(A) converges to Γ̃n3(A) from below as n2 →∞.

• Γ̃n3
(A) converges to Leb(Sp(A)) from above as n3 →∞.

Again, by taking successive maxima or minima where appropriate, we can assume that all of these are

monotonic. Now let

Γn4,n3,n2,n1(A) = χ[0,1/n4](Γ̃n3,n2,n1(A)).

Note that χ[0,1/n4] is left continuous on [0,∞) with right limits. Hence by the assumed monotonicity and

arguments as in step 1, it is then easy to see that

lim
n4→∞

lim
n3→∞

lim
n2→∞

lim
n1→∞

Γn4,n3,n2,n1
(A) = ΞL3 (A).

It is also clear that the answer to the question is 0 if Γn4
(A) = 0, which yields the ΠA

4 classification.

8.3 Proofs of Theorems on Fractal Dimensions

We begin with the box-counting dimension. For the construction of towers of algorithms, it is useful to use a

slightly different (but equivalent - see [Fal03]) definition of the upper and lower box-counting dimensions.

Let F ⊂ R be bounded and N ′δ(F ) denote the number of δ-mesh intervals that intersect F . A δ-mesh

interval is an interval of the form [mδ, (m+ 1)δ] for m ∈ Z. Then

dimB(F ) = lim sup
δ↓0

log(N ′δ(F ))

log(1/δ)
,

dimB(F ) = lim inf
δ↓0

log(N ′δ(F ))

log(1/δ)
.
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Proof of Theorem 8.1.7. Since ΩD
BD ⊂ ΩBDf ⊂ ΩBDSA , it is enough to prove that {ΞB ,ΩBDf ,Λ1} ∈ ΠA

2 ,

{ΞB ,ΩBDSA ,Λ2} ∈ ΠA
2 , {ΞB ,ΩBDSA ,Λ1} ∈ ΠA

3 , {ΞB ,ΩBDSA ,Λ1} 6∈ ∆A
3 and {ΞB ,ΩBDD ,Λ2} 6∈ ∆A

2 .

Step 1: {ΞB ,ΩBDf ,Λ1} ∈ ΠA
2 . Recall the existence of a height one tower, Γ̃n, using Λ1 for Sp(A),

A ∈ ΩBDf from Chapter 3. Furthermore, Γ̃n(A) outputs a finite collection {z1,n, ..., zkn,n} ⊂ Q such that

dist(zj,n,Sp(A)) ≤ 2−n. Define the intervals

Ij,n = [zj,n − 2−n, zj,n + 2−n]

and let Im denote the collection of all 2−m-mesh intervals. Let Υm,n(A) be any union of finitely many

such mesh intervals with minimal length |Υm,n(A)| (‘length’ being the number of intervals ∈ Im that make

up Υm,n(A)) such that

Υm,n(A) ∩ Ij,l 6= ∅, for 1 ≤ l ≤ n, 1 ≤ j ≤ kl.

There may be more than one such collection so we can gain a deterministic algorithm by enumerating each

Im and choosing the first such collection in this enumeration. It is then clear that |Υm,n(A)| is increasing

in n. Furthermore, to determine Υm,n(A), there are only finitely many intervals in Im to consider, namely

those that have non-empty intersection with at least one Ij,l with 1 ≤ l ≤ n, 1 ≤ j ≤ kl. It follows that

Υm,n(A) and hence |Υm,n(A)| can be computed in finitely may arithmetic operations and comparisons

using Λ1.

Suppose that I = [a, b] ∈ Im has (a, b) ∩ Sp(A) 6= ∅. Then for large n there exists zj,n ∈ I such

that Ij,n ⊂ I and hence I ⊂ Υm,n(A) for large n. If z ∈ Sp(A) ∩ 2−mZ then a similar argument

shows that z ⊂ Υm,n(A) for large n. Since Sp(A) is bounded and Sp(A) ∩ 2−mZ finite, it follows that

Sp(A) ⊂ Υm,n(A) for large n and hence

N2−m(Sp(A)) ≤ lim inf
n→∞

|Υm,n(A)| .

Let Wm(A) be the union of all intervals in Im that intersect Sp(A). It is clear that Wm(A) ∩ Ij,l 6= ∅ for

1 ≤ l ≤ n, 1 ≤ j ≤ kl and hence |Υm,n(A)| ≤ N ′2−m(Sp(A)). It follows that limn→∞ |Υm,n(A)| =

δm(A) exists with

N2−m(Sp(A)) ≤ δm(A) ≤ N ′2−m(Sp(A)). (8.3.1)

For n2 > n1 set Γn2,n1
(A) = 0, otherwise set

Γn2,n1
(A) = max

n2≤k≤n1

max
1≤j≤n1

log(|Υk,j(A)|)
k log(2)

.

The above monotone convergence and (8.3.1) shows that

lim
n1→∞

Γn2,n1
(A) = Γn2

(A) = sup
k≥n2

log(δk(A))

k log(2)
≥ lim sup

k→∞

log(δk(A))

k log(2)
,

lim
n2→∞

Γn2
(A) = lim sup

k→∞

log(δk(A))

k log(2)
.

Hence, by the assumption that the box-counting dimension exists, we have constructed a ΠA
2 tower.

Step 2: {ΞB ,ΩBDSA ,Λ2} ∈ ΠA
2 and {ΞB ,ΩBDSA ,Λ1} ∈ ΠA

3 . The first of these is exactly as in step

1, using Λ2 to construct the relevant ΣA1 tower for the spectrum. The proof that {ΞB ,ΩBDSA ,Λ1} ∈ ΠA
3

uses a height two tower, Γ̃n2,n1 , using Λ1 for Sp(A), A ∈ ΩBDSA (or any self-adjoint A) constructed in

[BACH+19]. This tower has the property that each Γ̃n2,n1(A) is a finite subset of Q and, for fixed n2,

is constant for large n1. Moreover if z ∈ limn1→∞ Γ̃n2,n1
(A) then dist(z,Sp(A)) ≤ 2−n2 . It follows
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that we can use the same construction as step 1 with an additional limit at the start to reach the finite set

limn1→∞ Γ̃n2,n1
(A).

Step 3: {ΞB ,ΩBDD ,Λ2} 6∈ ∆A
2 . This is exactly the same argument as step 2 of the proof of Theorem

8.1.1 with Lebesgue measure replaced by box-counting dimension.

Step 4: {ΞB ,ΩBDSA ,Λ1} 6∈ ∆A
3 . This is exactly the same argument as step 4 of the proof of Theorem

8.1.1 with Lebesgue measure replaced by box-counting dimension.

We now turn to the Hausdorff dimension. Recall Lemma 8.1.9 on the problem of determining whether

Sp(A) ∩ (a, b) 6= ∅.

Proof of Lemma 8.1.9. We start with the class Ωf ∩ ΩSA. We can interpret this problem as a decision

problem and the following algorithm as one that halts on output yes. Let c = (a+ b)/2 and δ = (b− a)/2

then the idea is to simply test whether DistSpec(A,n, f(n), c) + cn < δ. If the answer is yes then

we output yes, otherwise we output no and increase n by one. Note that Sp(A) ∩ (a, b) 6= ∅ if and

only if ‖R(c, A)‖−1
< δ and hence as DistSpec(A,n, f(n), c) + cn converges down to ‖R(c, A)‖−1

we see that this provides a convergent algorithm. For ΩSA we require an additional limit by replacing

DistSpec(A,n, f(n), c) + cn with the function γn2,n1
(z;A). If we have access to Λ2 then this can be

avoided in the usual way.

To build our algorithm for the Hausdorff dimension, we use an alternative, equivalent definition for

compact sets that can be found in [FMSG15, FMSG14]. We consider the case of subsets of R. Let ρk

denote the set of all closed binary cubes of the form [2−km, 2−k(m+ 1)],m ∈ Z. Set

Ak(F ) =
{
{Ui}i∈I : I is finite , F ⊂ ∪i∈IUi, Ui ∈ ∪l≥kρl

}
and define

H̃dk(F ) = inf

{∑
i

diam(Ui)
d : {Ui}i∈I ∈ Ak(F )

}
, H̃d(F ) = lim

k→∞
H̃dk(F ).

The following can be found in [FMSG14] (Theorem 3.13):

Theorem 8.3.1 ([FMSG14]). Let F be a bounded subset of R. Then there exists a unique d′ = dimH′(F )

such that H̃d(F ) = 0 for d > d′ and H̃d(F ) =∞ for d < d′. Furthermore, d′ = dimH(cl(F )).

Denoting the dyadic rationals by D, we shall compute dimH(Sp(A)) via approximating the above

applied to F = Sp(A) ∩ Dc and using the lemma 8.1.9.

Proof of Theorem 8.1.10. It is enough to prove the lower bounds {ΞH ,ΩD,Λ2} /∈ ∆G
3 , {ΞH ,ΩSA,Λ1} /∈

∆G
4 and construct the towers of algorithms for the inclusions {ΞH ,Ωf∩ΩSA,Λ1} ∈ ΣA3 , {ΞH ,ΩSA,Λ1} ∈

ΣA4 and {ΞH ,ΩSA,Λ2} ∈ ΣA3 .

Step 1: {ΞH ,ΩD,Λ2} /∈ ∆G
3 . Suppose for a contradiction that a height two tower, Γn2,n1 , exists

for {ΞH ,ΩD} (taking values in [0, 1] without loss of generality). We repeat the argument in the proof of

Theorem 8.1.5. Consider the same problem

Ξ̃1({ai,j}) : Does {ai,j} have a column containing infinitely many non-zero entries?
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but now mapping to [0, 1] with the usual metric, and the same operator A = diag(cφ(1), cφ(2), cφ(3), ...)

with

Sp(A) =

 ⋃
j:
∑
i ai,j=∞

Ij

 ∪Q,
where Q is at most countable. We use the fact that the Hausdorff dimension satisfies

dimH(∪∞j=1Xj) = sup
j∈N

dimH(Xj)

and that dimH(Q) = 0 for any countable Q, to note that the equality ΞH(A) = Ξ̃1({ai,j}) holds. We

then set Γ̃n2,n1({ai,j}i,j) = Γn2,n1(A) to provide a height two tower for Ξ̃1. But this contradicts Theorem

2.4.7.

Step 2: {ΞH ,ΩSA,Λ1} /∈ ∆G
4 . Suppose for a contradiction that Γn3,n2,n1

is a height three tower

of general algorithms for the problem {ΞH ,ΩSA,Λ1} (taking values in [0, 1] without loss of general-

ity). Let (M, d) be the space [0, 1] with the usual metric, let Ω̃ denote the collection of all infinite arrays

{am,i,j}m,i,j∈N with entries am,i,j ∈ {0, 1} and consider the problem function

Ξ̃4({am,i,j}) : For every m, does {am,i,j}i,j have (only) finitely many columns

with (only) finitely many 1’s?

Recall that it was shown in Theorem 2.4.7 in Chapter 2 §2.4 that SCI(Ξ̃4, Ω̃)G = 4. We will gain a

contradiction by using the supposed height three tower to solve {Ξ̃4, Ω̃}.
We use the same construction as in step 3 of the proof of Theorem 8.1.5. If Ξ̃4({am,i,j}) = 1,

then Sp(T ({am,i,j}m,i,j)) is countable and hence ΞH(T ({am,i,j}m,i,j)) = 0. On the other hand, if

Ξ̃4({am,i,j}) = 0, then there exists m with Sp(Am) = [−1, 1] and hence Im ⊂ Sp(T ({am,i,j}m,i,j)) so

that ΞH(T ({am,i,j}m,i,j)) = 1. It follows that Γ̃n3,n2,n1
({am,i,j}m,i,j) = 1−Γn3,n2,n1

(T ({am,i,j}m,i,j))
provides a height three tower for {Ξ̃4, Ω̃}, a contradiction.

Step 3: {ΞH ,Ωf ∩ ΩSA,Λ1} ∈ ΣA3 . To construct a height three tower for A ∈ Ωf ∩ ΩSA, if n2 < n3

set Γn3,n2,n1
(A) = 0. Otherwise, consider the set

An3,n2,n1
(A) = {{Ui}i∈I : I is finite , Sn1,n2

(A) ⊂ ∪i∈IUi, Ui ∈ ∪n3≤l≤n2
ρl}

where Sn1,n2(A) is the union of all S ∈ ρn2 with S ⊂ [−n1, n1] and such that the algorithm discussed in

Lemma 8.1.9 outputs yes for the interior of S and input parameter n1. We then define

hn3,n2,n1(A, d) = inf

{∑
i

diam(Ui)
d : {Ui} ∈ An3,n2,n1(A)

}
.

If Sn1,n2(A) is empty then we interpret the infinum as 0. There are only finitely many sets to check and

hence the infinum is a minimisation problem over finitely many coverings (see §8.4.2 for a discussion of

efficient implementation). It follows that hn3,n2,n1
(A, d) defines a general algorithm computable in finitely

many arithmetic operations and comparisons. Furthermore, it is easy to see that

lim
n1→∞

hn3,n2,n1
(A, d) = inf

{∑
i

diam(Ui)
d : {Ui} ∈ Cn3,n2

(A)

}
=: hn3,n2

(A, d)

from below (since we are covering larger sets as n1 increases), where

Cn3,n2
(A) =

{
{Ui}i∈I : I is finite ,Sp(A) ∩ Dcn2

⊂ ∪i∈IUi, Ui ∈ ∪n3≤l≤n2
ρl
}
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and Dk := 1/2k · Z denotes the dyadic rationals of resolution k. We now use the property that Ak(F )

consists of collections of finite coverings. As n2 → ∞, hn3,n2
(A, d) is non-increasing (since we take

infinum over a larger class of coverings and the sets Sp(A) ∩ Dcn2
decrease) and hence converges to some

number. Clearly

lim
n2→∞

hn3,n2(A, d) =: hn3(A, d) ≥ H̃dn3
(Sp(A) ∩ Dc).

For ε > 0 let l ∈ N and {Ui} ∈ An3(Sp(A) ∩ Dcl )} with∑
i

diam(Ui)
d ≤ ε+ H̃dn3

(Sp(A) ∩ Dcl ).

For large enough n2, {Ui} ∈ Cn3,n2(A) and hence since ε > 0 was arbitrary,

hn3
(A, d) ≤ H̃dn3

(Sp(A) ∩ Dcl )

for all l. For a fixed A and d, hn3
(A, d) is non-decreasing in n3 and hence converges to a function of d,

h(A, d) (possibly taking infinite values). Furthermore,

H̃d(Sp(A) ∩ Dc) ≤ h(A, d) ≤ H̃d(Sp(A) ∩ Dcl ).

Since the set Sp(A) ∩ D is countable, its Hausdorff dimension is zero. Using sub-additivity of Hausdorff

dimension and Theorem 8.3.1,

dimH(Sp(A)) ≤ dimH(Sp(A) ∩ Dc)

≤ dimH(cl(Sp(A) ∩ Dc)) = dimH′(Sp(A) ∩ Dc)

≤ dimH(cl(Sp(A) ∩ Dcl )) = dimH′(Sp(A) ∩ Dcl )

≤ dimH(Sp(A)).

It follows that h(A, d) = 0 if d > dimH(Sp(A)) and that h(A, d) =∞ if d < dimH(Sp(A)). Define

Γn3,n2,n1
(A) = sup

j=1,...,2n3

{
j

2n3
: hn3,n2,n1

(A, k/2n3) +
1

n2
>

1

2
for k = 1, ..., j

}
,

where in this case we define the maximum over the empty set to be 0.

Consider n2 ≥ n3. Since hn3,n2,n1
(A, d) ↑ hn3,n2

(A, d), it is clear that

lim
n1→∞

Γn3,n2,n1
(A) = sup

j=1,...,2n3

{
j

2n3
: hn3,n2

(A, k/2n3) +
1

n2
>

1

2
for k = 1, ..., j

}
=: Γn3,n2

(A).

If hn3(A, d) ≥ 1/2, then hn3,n2(A, d) + 1/n2 > 1/2 for all n2, otherwise we must have hn3,n2(A, d) +

1/n2 < 1/2 eventually. Hence

lim
n2→∞

Γn3,n2(A) = sup
j=1,...,2n3

{
j

2n3
: hn3(A, k/2n3) ≥ 1

2
for k = 1, ..., j

}
=: Γn3(A).

Using the monotonicity of hn3
(A, d) in d and the proven properties of the limit function h, it follows that

lim
n3→∞

Γn3
(A) = dimH(Sp(A)).

The fact that hn3
is non-decreasing in n3, the set {1/2n3 , 2/2n3 , ..., 1} refines itself and the stated mono-

tonicity show that convergence is monotonic from below and hence we get the ΣA3 classification.

Step 4: {ΞH ,ΩSA,Λ1} ∈ ΣA4 and {ΞH ,ΩSA,Λ2} ∈ ΣA3 . The first of these can be proven as in step 3

by replacing (n1, n2, n3) by (n2, n3, n4) and the set Sn2,n1
(A) by the set Sn3,n2,n1

(A) given by the union
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of all S ∈ ρn3
with S ⊂ [−n2, n2] and such that the ΣA2 tower of algorithms discussed in Lemma 8.1.9

outputs yes for the interior of S and input parameters (n2, n1). To prove {ΞH ,ΩSA,Λ2} ∈ ΣA3 we use

exactly the same construction as in step 3 now using the ΣA1 algorithm (which uses Λ2) given by Lemma

8.1.9.

8.4 Numerical Examples

In this section, we demonstrate that whilst some of the problems considered in this chapter require more

than one limit to solve, the towers of algorithms constructed in this chapter are usable and can be efficiently

implemented for large scale computations. Exactly the same comments can be made as in §7.6. The

algorithms have desirable convergence properties, converging monotonically or being eventually constant,

as captured by the Σ/Π classification. Generically, this monotonicity holds in all of the limits, and not

just the final limit: many of the towers undergo oscillation phenomena where each subsequent limit is

monotone but in the opposite sense/direction than the limit beforehand. We can take advantage of this when

analysing the algorithms numerically, and this can be useful for creating ansatz for stopping criteria. The

algorithms also highlight suitable information that lowers the SCI classification to Σ1/Π1. Other advantages

for the algorithms based on approximating the resolvent norm include locality, numerical stability and

speed/parallelisation. Finally, we remind the reader of the comments in §2.3 - all of the algorithms can

be implemented rigorously using arithmetic operations over the rationals or with methods such as interval

arithmetic.

8.4.1 Numerical examples for Lebesgue measure

Our first set of examples tests the towers of algorithms constructed for Lebesgue measure. We consider one

example where the solution is analytically known and then one where nothing is currently known. The rou-

tines for these examples are shown in pseudocode below. Recall that Fn(z) := DistSpec(A,n, f(n), z)+

cn converges uniformly to ‖R(z,A)‖−1 from above on compact subsets of C.

Function LebSpec(n1, n2, f(n1), cn1
, A)

Input : n1, n2, f(n1) ∈ N, cn1
∈ R+, A ∈ Ωf

Output: Γn2,n1
(A), a ΠA

2 approximation of Leb(Sp(A))

G = 1
2n2

(Z + iZ) ∩ [−n1, n1]2 = {z1, ..., zm}
for z ∈ G do

Fn1
(z) = DistSpec(A,n1, f(n1), z) + cn1

end

NB: WLOG we adapt Fn1
to be non-increasing in n1.

U = [−n1, n1]2 ∩ (∪mj=1B(zj , Fn1
(zj)))

Γn2,n1(A) = 4n2
1 − Leb(U(n2, n1, A))

end
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Function LebPseudoSpec(n,A, ε)
Input : n ∈ N, A ∈ ΩLε , ε > 0

Output: Γn(A), a ΣA1 approximation of Leb(Spε(A))

G = 1
n (Z + iZ) ∩ [−n, n]2 = {z1, ..., zm}

for z ∈ G do
Fn(z) = DistSpec(A,n, f(n), z) + cn

end

NB: WLOG we adapt Fn to be non-increasing in n.

S = {z ∈ G : Fn(z) ≤ ε}
Γn(A) = Leb(∪z∈SD(z,max{0, ε− Fn(z)})

end

Almost Mathieu operator

We begin testing the algorithms on the almost Mathieu operator, which was studied in §6.4 of Chapter 6.

For the benefit of the reader, we recall that the operator acts on l2(Z) via

(Hαx)n = xn−1 + xn+1 + 2λ cos(2πnα+ ν)xn.

For irrational α, the spectrum of Hα does not depend on ν and [AK06]

LebR(Sp(Hα)) = 4 |1− |λ|| . (8.4.1)

We consider the case α = (
√

5−1)/2 and without loss of generality set ν = 0. Figure 8.1 shows the output

of the algorithm, computing LebR(Sp(Hα)) and LebR(Spε(Hα)) for a range of values of ε. We chose

values of n = 5000 (corresponding to 10003 × 10001 matrices for resolvent estimates), a grid spacing

of 1/128 and a resolution in DistSpec of order 1/1000. One can clearly see that the estimates for

LebR(Spε(Hα)) are decreasing to the true value of LebR(Sp(Hα)), which is well-estimated by LebSpec

(Method 1).

We also compare Method 1 with the naive estimate provided by finite section estimates Sp(PnHαPn),

where Pn is the orthogonal projection onto span{ek : |k| ≤ n}. In general, suppose there is some algorithm

Γ̃n(Hα) convergent to Sp(Hα) in the Hausdorff metric (this is not true in general for Sp(PnHαPn)). Let

Im be the collection of open intervals {(j/2m, (j + 1)/2m) : j ∈ Z} and set

Γ̂n2,n1
(Hα) =

1

2n2

∣∣∣{I ∈ In2
: I ∩ Γ̃n1

(Hα) 6= ∅}
∣∣∣ ,

where we denote the cardinality of set using the absolute value notation. Since the intervals are open,

lim inf
n1→∞

Γ̂n2,n1(Hα) ≥ 1

2n2
|{I ∈ In2 : I ∩ Sp(Hα) 6= ∅}| := Γ̂n2(Hα)

and

Γ̂n2(Hα) ↓ LebR(Sp(Hα)) as n2 →∞.

Furthermore, for any ε > 0,

lim sup
n1→∞

Γ̂n2,n1
(Hα) ≤ 1

2n2
|{I ∈ In2

: I ∩ Spε(Hα) 6= ∅}| := Υ̂n2
(Hα, ε)
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Figure 8.1: Left: Output of algorithm to compute LebR(Spε(Hα)) as well as the direct algorithm for
LebR(Sp(Hα)) from §8.1.1 (Method 1). Note that we gain convergence to the true value as ε ↓ 0. Right:
Estimates for LebR(Sp(H) ∩ (−∞, x]) obtained by letting n1 = 105 and selecting different n2. The
estimate above −3 appears to be well-resolved.

and

Υ̂n2
(Hα, ε) ↓ LebR(Spε(Hα)) as n2 →∞.

Since ε > 0 was arbitrary, if limn1→∞ Γ̂n2,n1
(Hα) exists, then

lim
n2→∞

lim
n1→∞

Γ̂n2,n1(Hα) = LebR(Sp(Hα)).

For comparison, Γ̂7,5000(Hα) is shown for Γ̃n(Hα) = Sp(PnHαPn). As expected, this gives too coarse an

estimate of the Lebesgue measure, overestimating the true value, particularly when the Lebesgue measure is

close to zero. LebSpec and LebPseudoSpec estimate the distance to the spectrum directly, allowing us

to produce covering estimates that are tailor-made to the spectrum of the operator at hand. Other advantages

include locality, numerical stability and speed/parallelisation. Furthermore, the finite section method does

not always converge.

Graphical Laplacian on Penrose tile

We now consider the transport Hamiltonian on a Penrose tile (shown in the left of Figure 4.9) discussed in

§3.6.1 of Chapter 3. Recall that the free Hamiltonian H (Laplacian) is given by

(Hψ)i =
∑
i∼j

(ψj − ψi) ,

with summation over nearest neighbour sites (vertices). An obvious problem of a height two tower Γn2,n1

is that apriori we do not know, for a given input A, a choice of subsequence n2(n1) such that Γn2(n1),n1
(A)

converges. There are numerous ‘stopping criteria’ for such scenarios (but, in general, the SCI classification

shows that given such a criterion, there will always be an operator for which the subsequence choice fails).

In our case, note that, for the height two tower in §8.1.1, we may assume without loss of generality that

Γn2,n1
(A) is decreasing in n2 but increasing in n1. This suggests setting n1 as computationally large

as feasibly possible, then choosing a suitable cut-off, or maxima N , for n2 and seeing if we appear to

gain convergence for n2 ≤ N . We set n1 = 105 and look at the average estimated error of the output
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via DistSpec. This was 0.0016 for a grid spacing of 10−5 so we shall consider grid refinements of

spacing 1/32, 1/64, ..., 1/1024 corresponding to n2 = 5, 6, ..., 10. Figure 8.1 (right) shows the output as

a cumulative Lebesgue measure, that is, an estimate of LebR(Sp(H) ∩ (−∞, x]) for a given x, along with

the computed spectrum (for a grid spacing of 10−5). The figure suggests that we have not reached required

convergence in n1 to take n2 any larger. However, there is strong evidence that the part of the spectrum

closest to 0 is resolved by the algorithm and has Lebesgue measure zero. We shall see more evidence for

this in §8.4.2.

8.4.2 Numerical examples for fractal dimensions

Now we turn to demonstrating the algorithms for fractal dimensions. For A ∈ ΩBDf , the routine BoxDim

computes the box-counting dimension of Sp(A) (see §3.5.1 for the routine CompSpec). The routine

HausDim computes dimH(Sp(A)) for A ∈ Ωf ∩ ΩSA.

Function BoxDim(n1, n2, f(n1), cn1 , A)

Input : n1, n2, f(n1) ∈ N, cn1 ∈ R+, A ∈ ΩBDf

Output: Γn2,n1
(A), a ΠA

2 approximation of dimB(Sp(A))

if n1 ≥ n2 then

for l = 1, ..., n1 do
Sl = CompSpec(A, l, g : x→ x, f(l), cl) = {z1,l, ..., zkl,l}
NB: WLOG we assume that dist(zj,l,Sp(A)) ≤ 2−l.

for j = 1, ..., kl do
Ij,l = [zj,l − 2−l, zj,l + 2−l]

end

end

for k ∈ {n2, n2 + 1, ..., n1}, j ∈ {1, 2, ..., n1} do
Let Υk,j be any union of 2−k−mesh intervals of minimal length |Υk,j | (where length is

number of mesh intervals that make up the union) such that

Υk,j ∩ Ip,q 6= ∅, 1 ≤ q ≤ j, 1 ≤ p ≤ kq.

ak,j =
log(|Υk,j(A)|)

k log(2)

end

Γn2,n1
(A) = max{ak,j : n2 ≤ k ≤ n1, 1 ≤ j ≤ n1} (max over empty set is zero).

else
Γn2,n1(A) = 0

end

end
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Figure 8.2: Left: A plot ofN1/n2
(Γ̃105(H)∩[−3,∞)) against n2. We found a scaling region with estimated

box-counting dimension ≈ 0.8. Note that for large n2 & 5000, scalings are not resolved by Γ̃105 (we can
predict when this happens using the ΣA1 property of Γ̃n). We have also shown the approximation using finite
sections (square 105 × 105 matrix truncations), as a dashed line, which overestimate the size of coverings,
cannot detect the fractal structure, and break down for smaller n2. Right: hn3,9,105(H, d) ∧ 10 to show
a range of d where the estimates to the Hausdorff measures of Sp(H) ∩ [−3,∞) rapidly increase. These
curves increase with n3 consistent with the theory. This supports that the Hausdorff dimension may be
close to 0.8. The ‘cut-off’ is a lower bound for the estimates given by J/2n2 , with J being the number of
intervals of length 2−n2 that need to be covered from the estimate of Sp(H) ∩ [−3,∞).

Function HausDimSpec(n1, n2, n3, A)
Input : n1, n2, n3 ∈ N, A ∈ Ωf ∩ ΩSA

Output: Γn3,n2,n1
(A), a ΣA3 approximation of dimH(Sp(A))

Notation: ρk denotes set of all closed intervals of form [2−km, 2−k(m+ 1)], m ∈ Z

Sn1,n2 = union of all S ∈ ρn2 with S ⊂ [−n1, n1] and such that the algorithm discussed in

Lemma 8.1.9 outputs ‘Yes’ for the interior of S and input parameter n1.

An3,n2,n1
= {{Ui}i∈I : I is finite , Sn1,n2

⊂ ∪i∈IUi, Ui ∈ ∪n3≤l≤n2
ρl}

for m ∈ {1, ..., 2n3} do
bm = inf

{∑
i diam(Ui)

m/2n3
: {Ui} ∈ An3,n2,n1

}
+ n−1

2

end

Γn3,n2,n1
(A) = max{m/2n3 : bj > 1/2 for j = 1, ...,m} (max over empty set is zero).

end

We begin with the box-counting dimension and denote by Γ̃n the ΣA1 algorithm for the spectrum from

Chapter 3. The caveat in the tower of algorithms used to compute the box-counting dimension is that

convergence can, at best, only be expected to be logarithmic in the following sense. We expect that the

error in approximating log(N1/2n2 (Sp(A)))/ log(2n2) (recall that Nδ(F) is the number of closed boxes of

side length δ > 0 required to cover F ) via the first limit is roughly orderO(1/n2). This can only be reached

in the worst case for dH(Γ̃n1
(A),Sp(A)) = O(1/2n2) meaning that we have to resolve the spectrum to

order exp(−1/ε) to approximate the box-counting dimension to order ε. This is a problem shared by all

methods that use the definition of box-counting dimension directly with an estimate of the spectrum. In
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reality, it is much better to assume that one has the stronger asymptotic condition

Nδ ∼ 1/δd, δ → 0. (8.4.2)

We do this for the operator H from §8.4.1, for which the fractal dimension of Sp(H) is unknown.

In Figure 8.2, we plot N1/n2
(Γ̃105(H) ∩ [−3,∞)) against n2. This corresponds to a rectangular trun-

cation with n1 = 105 columns. Recall that Γ̃n denotes the algorithm that converges to the spectrum with

error control, in particular avoiding spectral pollution (see Chapter 3). We also show a linear fit of slope

0.8. The error control provided by the algorithm Γ̃n allows us to deduce the region where the fit holds,

corresponding to a reliable resolution of the spectrum (this is at least as large as the region shown in the

plot). In other words, we can ensure that n2 is not too large, so that the spacings of the coverings are not

smaller than the numerically resolved spectrum. As expected, when n2 is too large we see the effect of

the grid spacing and the unresolved spectrum (by choosing larger n1, we can take n2 larger). The figure

suggests that the spectrum above−3 is fractal with box-counting dimension ≈ 0.8 and hence has Lebesgue

measure zero, in agreement with the findings in Figure 8.1.

We have also shown, in Figure 8.2, what happens when one performs the same experiment but with finite

section replacing Γ̃n (now using a square 105 × 105 truncation). There are two noticeable features. First,

for small n2, using finite section produces an overestimate of the size of the covering and the corresponding

slope of the graph due to spectral pollution. In other words, finite section prevents us from detecting

the fractal spectrum. Second, the covering estimate via finite section breaks down at smaller n2 and it

is impossible to predict suitable values of n2 so that the spacings of the coverings do not go beyond the

resolution of the computed spectrum. Together, these issues highlight why finite section is unsuitable

in general4 for approximating fractal dimensions and why the new algorithms of this chapter (which are

proven to converge) are needed.

Finally, we investigate the Hausdorff dimension. An efficient way to compute a minimal covering is to

use binary trees. In general, there is no way of dealing with a height three tower without extra information

describing which subsequences n2(n3) and n1(n3) to pick. We take n1 = 105 and use the error bounds to

estimate the resolution obtained which corresponds to n2. The height three tower can be written as

Γn3,n2,n1
(A) = sup

j=1,...,2n3

{
j

2n3
: hn3,n2,n1

(A, k/2n3) +
1

n2
>

1

2
for k = 1, ..., j

}
,

where hn3,n2,n1
is an analogue of Hdδ (see §8.3). Figure 8.2 (right) shows hn3,9,105(H, d) for various d

and restricted to estimating Sp(H) ∩ [−3,∞). The figure is consistent with the estimates increasing in n3.

There appears to be a region around 0.8 where the estimates begin to rapidly increase. We found this region

to be largely consistent as we varied n2 and similar results were found for other regions of the spectrum

above −3. There is a cut-off point bounding the estimates below given by J/2n2 , with J being the number

of intervals of length 2−n2 that need to be covered from the estimate of Sp(H)∩ [−3,∞). Both algorithms

support the possibility that the spectrum above −3 is fractal and hence has Lebesgue measure zero.

4There do exist examples of operators, typically with a lot of structure, where one can use periodic versions of finite section
[PEF15].
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Chapter 9

The Infinite-Dimensional QR Algorithm

In this chapter, we examine the QR algorithm, the most celebrated of eigenvalue algorithms for finite-

dimensional problems and regarded as one of the ten most important algorithms of the 20th century [DS00].

We consider the algorithm in infinite dimensions, dubbed the IQR algorithm. The work here is based on

[CH19b] and many of the results from finite dimensions carry over. However, there are two important

caveats. First, it is possible for part of the spectrum not to be recovered by the IQR algorithm (see Example

9.2.11). Second, the IQR algorithm cannot, in general, be accelerated with the use of shift strategies, which

considerably accelerate the finite-dimensional algorithm [Par98]. This is because there is no final column

of an infinite matrix, and hence the usual link with inverse iteration cannot be made.

Despite these drawbacks of the infinite-dimensional setting, we show how the IQR algorithm can be

used to gain new classification results and convergent algorithms in the SCI hierarchy. The outcome is

more elaborate than the finite-dimensional case, as the infinite-dimensional setting includes more intricate

instances. In particular, it is proven that, for normal operators, the algorithm converges to the discrete

spectrum outside the convex hull of the essential spectrum, with the rate of convergence generalising the

well-known result in finite dimensions. This is extended to dominant invariant subspaces for general (possi-

bly non-normal) operators as well as the spectrum of a large class of operators that includes compact normal

operators with eigenvalues of distinct magnitude. For example, we demonstrate ∆1 classification for the

extremal part of the spectrum, and dominant invariant subspaces, as well as Σ1 results for spectra of certain

classes of compact operators. Note that the general spectral problem for compact operators is not in Σ1.

Historically, Deift, Li and Tomei [DLT85] provided the first results on the IQR algorithm in connection

with Toda flows with infinitely many variables (covering self-adjoint infinite matrices with real entries).

Their results are purely functional analytic and do not take implementation and computability issues into

account. However, these results provide the fundamentals of the IQR algorithm. In [Han08b], the results

of [DLT85] were expanded with a convergence result for eigenvectors corresponding to eigenvalues outside

the essential numerical range for normal operators. However, this paper did not consider convergence

rates, actual numerical calculation, or any classification results. A discussion of implementation for banded

operators was given in [Han08a]. We will extend the analysis to more general operators and instances,

and also answer the crucial question: can one actually implement the IQR algorithm? We show that for

matrices with finitely many entries in each column, the computation collapses to a finite one. In general,

for an invertible operator, we can compute the iterates to any given accuracy in finite time.

The IQR algorithm and convergence theorems are demonstrated on a large collection of difficult com-
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putational spectral problems from the sciences in §9.5, with comparisons to the finite section method.

Moreover, the examples demonstrate that the IQR algorithm performs much better than predicted by our

theory, working on much larger classes of operators. Hence, we are left with many open problems on the

theoretical understanding of the potential of this algorithm (see the concluding remarks of this thesis).

9.1 Background

As well as the notation defined in §1.4, we will need the following. We will consider the canonical separable

Hilbert space H = l2(N) (the set of square summable sequences). We denote the canonical orthonormal

basis of l2(N) by {ej}j∈N, and if ξ ∈ H we write ξ(j) = 〈ξ, ej〉. Note that A ∈ B(l2(N)) is uniquely

determined by its matrix elements aij = 〈Aej , ei〉. Hence we will use the words bounded operator and

infinite matrix interchangeably in this chapter. Given a sequence of operators {An}, we will use the notation

An
SOT−→ A, An

WOT−→ A

to mean convergence in the strong and weak operator topology, respectively.

We also need a notion of convergence of subspaces. We follow the notation in [Kat95]. Let M ⊂ B and

N ⊂ B be two non-trivial closed subspaces of a Banach space B. The distance between them is defined by

δ(M,N) = sup
x∈M
‖x‖=1

inf
y∈N
‖x− y‖ ∈ [0, 1], δ̂(M,N) = max[δ(M,N), δ(N,M)].

Given subspaces M and {Mk} such that δ̂(Mk,M) → 0 as k → ∞, we will use the notation Mk→M .

If we replace B with a Hilbert space H, we can express δ and δ̂ conveniently in terms of projections and

operator norms. In particular, if E and F are the orthogonal projections onto subspaces M ⊂ H and

N ⊂ H respectively, then

δ(M,N) = sup
x∈M
‖x‖=1

inf
y∈N
‖x− y‖ = sup

x∈M
‖x‖=1

‖F⊥x‖ = ‖F⊥E‖.

Since the operator E − F = F⊥E − FE⊥ is essentially the direct sum of operators F⊥E ⊕ (−FE⊥), its

norm is δ̂(M,N), i.e.

δ̂(M,N) = max(‖F⊥E‖, ‖E⊥F‖) = max(‖F⊥E‖, ‖FE⊥‖) = ‖E − F‖.

This allows us to extend the definition to allow the trivial subspace {0} and gives rise to a metric on the set of

all closed subspaces ofH (first introduced by Krein and Krasnoselski in [KK47]). Since 0 ≤ δ̂(M,N) ≤ 1,

we also define the (maximal) subspace angle, φ(M,N) ∈ [0, π/2], between M and N by

sin
(
φ(M,N)

)
= δ̂(M,N). (9.1.1)

Finally, we will use two further well-known properties in the Hilbert space setting. First, if M and N are

both finite l-dimensional subspaces, then

δ(M,N) ≤ l 1
2 δ(N,M), (9.1.2)

showing that to prove convergence of finite-dimensional subspaces, it is enough to prove δ-convergence.

Second, suppose we have

M =

n⊕
j=1

Mj , N (k) = N
(k)
1 + ...+N (k)

n ,
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where the N (k)
j need not be orthogonal. Then a simple application of Hölder’s inequality yields

δ(M,N (k)) ≤

 n∑
j=1

δ
(
Mj , N

(k)
j

)2

 1
2

, (9.1.3)

which shows that if the dimensions ofMj andN (k)
j are finite and equal, then to prove convergenceN (k) →

M we only need to prove that δ
(
Mj , N

(k)
j

)
→ 0 as k → ∞. For further properties (including other

notions of distances between subspaces) and a discussion on two projections theory, we refer the reader to

the excellent article of Böttcher and Spitkovsky [BS10].

9.1.1 The QR decomposition

The QR decomposition forms the basic building block of the QR algorithm. Given a finite matrix A ∈
Cn×n, one may apply (a stable version of) the Gram–Schmidt procedure to the columns of A and store

these columns together in a matrix Q. This gives the QR decomposition

A = QR,

where Q is a unitary matrix and R is upper triangular. A QR decomposition also exists in the infinite-

dimensional case. One key ingredient in the QR algorithm is the Householder transformation used for

computational reasons (they are backwards stable). Our goal is to extend the construction of the QR de-

composition, via Householder transformations, to infinite matrices, allowing implementation on a finite

machine.

Definition 9.1.1. A Householder reflection is an operator S ∈ B(H) of the form

S = I − 2

‖ξ‖2
ξ ⊗ ξ̄, ξ ∈ H,

where ξ̄ denotes the associated functional inH∗ given by x→ 〈x, ξ〉. In the case whereH = H1⊕H2 and

Ii is the identity onHi then

U = I1 ⊕
(
I2 −

2

‖ξ‖2
ξ ⊗ ξ̄

)
ξ ∈ H2,

will be called a Householder transformation.

A straightforward calculation shows that S∗ = S−1 = S and thus also U∗ = U−1 = U. An important

property of the operator S is that if {ej} is an orthonormal basis for H and η ∈ H, then one can choose

ξ ∈ H such that

〈Sη, ej〉 =

〈(
I − 2

‖ξ‖2
ξ ⊗ ξ̄

)
η, ej

〉
= 0, ∀j 6= 1.

In other words, one can introduce zeros in the column below the diagonal entry. Indeed, if η1 = 〈η, e1〉 6= 0

one may choose ξ = η ± ‖η‖ζ, where ζ = η1/|η1|e1 and if η1 = 0 choose ξ = η ± ‖η‖e1. The following

theorem gives the existence of a QR decomposition, even in the case where the operator is not invertible.

Theorem 9.1.2 ([Han08b]). Let A be a bounded operator on a separable Hilbert spaceH and let {ej}j∈N
be an orthonormal basis for H ∼= l2(N). Then there exists an isometry Q such that A = QR, where R is

upper triangular with respect to {ej}. Moreover,

Q = SOT-lim
n→∞

Vn

where Vn = U1 · · ·Un are unitary and each Uj is a Householder transformation.
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9.1.2 The IQR algorithm

Suppose now that A ∈ B(H) is invertible and let {ej} be an orthonormal basis forH. Theorem 9.1.2 gives

the decomposition A = QR, where Q is an isometry and R is upper triangular with respect to {ej}. Since

we assumed that A is invertible, Q is in fact unitary. To define the IQR algorithm, we proceed as in the

finite-dimensional case via unitary operators {Q̂k} and upper triangular (with respect to {ej}) operators

{R̂k} as follows. Let A = Q1R1 be a QR decomposition of A and define A1 = R1Q1. Then QR factorise

A1 = Q2R2 and define A2 = R2Q2. The recursive procedure becomes

Am−1 = QmRm, Am = RmQm. (9.1.4)

Now define

Q̂m = Q1Q2 . . . Qm, R̂m = RmRm−1 . . . R1. (9.1.5)

This is known as the QR algorithm and is completely analogous to the finite-dimensional case. Note also

that we haveAn = Q̂∗nAQ̂n. In the finite-dimensional case under favourable conditions, Q̂∗nAQ̂n converges

to a diagonal operator and the columns of Q̂n converge to the corresponding eigenvectors as n → ∞ (see

Theorem 9.2.1 below). We will see that the IQR algorithm behaves similarly for the extreme parts of the

spectrum.

Definition 9.1.3. Let A ∈ B(H) be invertible and let {ej} be an orthonormal basis for H. The sequences

{Q̂j} and {R̂j} constructed as in (9.1.4) and (9.1.5) will be called a Q-sequence and an R-sequence of A

with respect to {ej}.

Remark 9.1.4. Note that since the Householder transformations used in the proof of Theorem 9.1.2 are

unique up to a ± sign we will with some abuse of language refer to the QR decomposition constructed as

the QR decomposition. In general for an invertible operator, the IQR algorithm is uniquely defined up to

phase - see §9.3.2. This will not be a problem for our theorems or numerical examples.

Slightly more can be immediately said about the above construction. We have

A = Q1R1 = Q̂1R̂1,

A2 = Q1R1Q1R1 = Q1Q2R2R1 = Q̂2R̂2,

A3 = Q1R1Q1R1Q1R1 = Q1Q2R2Q2R2R1 = Q1Q2Q3R3R2R1 = Q̂3R̂3.

An easy induction gives us that

Am = Q̂mR̂m. (9.1.6)

Note that R̂m must be upper triangular with respect to {ej}j∈N since Rj , j ≤ m is upper triangular with

respect to {ej}j∈N. Also, if A is invertible then 〈Rei, ei〉 6= 0. Hence we obtain the useful result that

span{Amej}Jj=1 = span{Q̂mej}Jj=1, J ∈ N. (9.1.7)

9.2 Convergence Theorems

In finite dimensions we have the following well-known theorem:
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Theorem 9.2.1 (Finite dimensions). LetA ∈ CN×N be a normal matrix with eigenvalues satisfying |λ1| >
. . . > |λN |. Let {Qm} be a Q-sequence of unitary operators. Then (up to reordering of the basis)

Q∗mAQm −→
N⊕
j=1

λjej ⊗ ej , as m→∞.

In this section, we will address the convergence of the IQR algorithm for normal operators under similar

assumptions and prove an analogue of Theorem 9.2.1 in infinite dimensions (Theorem 9.2.9). As well as

this, and for more general operators A that are not necessarily normal, we address block convergence

(Theorem 9.2.13), relevant when the eigenvalues do not have distinct moduli, and convergence to dominant

invariant subspaces (Theorem 9.2.15).

9.2.1 Preliminary definitions and results

To state and prove our theorems, we need some preliminary results. The reader only interested in the

main results themselves is referred to §9.2.2. If A is a normal operator, we will use χS(A) to denote the

indicator function of the set S defined via the functional calculus. Without loss of generality, we deal with

the Hilbert spaceH = l2(N) and the canonical orthonormal basis {ej}j∈N. Our first set of results concerns

the convergence of spanning sets under power iterations and is analogous to the finite-dimensional case.

The following proposition can be found in [Han08b] and together with Lemma 9.2.6 below, these are the

only results we will use from [Han08b].

Proposition 9.2.2 ([Han08b]). Suppose that A ∈ B(H) is normal, is invertible and that Sp(A) = ω ∪ Ψ

is a disjoint union such that ω = {λi}Ni=1 consists of finitely many isolated eigenvalues of A with |λ1| >
|λ2| > ... > |λN |. Suppose further that sup{|z| : z ∈ Ψ} < |λN |. Let l ∈ N and suppose that {ξi}li=1 are

linearly independent vectors inH such that {χω(A)ξi}li=1 are also linearly independent. Then

(i) The vectors {Akχω(A)ξi}li=1 are linearly independent and there exists an l-dimensional subspace

B ⊂ ranχω(A) such that

span{Akξi}li=1 → B, as k →∞.

(ii) If

span{Akξi}l−1
i=1 → D ⊂ H, as k →∞,

where D is an (l − 1)-dimensional subspace, then

span{Akξi}li=1 → D ⊕ span{ξ}, as k →∞,

where ξ ∈ ranχω(A) is an eigenvector of A.

In order to extend this proposition to describe rates of convergence and prove our main theorems, we

need to describe the space B in more detail. This is done inductively as follows. The first step is to choose

ν1,1 ∈ {λi}Ni=1 of maximum modulus such that

span{χν1,1(A)ξ1} 6= {0}.

We then let ξ1,1 be a linear multiple of ξ1 such that χν1,1
(A)ξ1,1 has norm one. Now suppose that at them-th

stage we have constructed vectors {ξm,i}mi=1 with the same linear span as {ξi}mi=1 and such that there exist

{νm,j}smj=1 ⊂ {λi}Ni=1 with the following properties. After reordering the vectors {ξm,i}mi=1 if necessary,

there exist integers 0 = km,0 < km,1 < km,2 < ... < km,sm = m such that
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(1) |νm,sm | < |νm,sm−1| < ... < |νm,1| .

(2) χλ(A)ξm,i = 0 if i > km,j and λ ∈ {λi}Ni=1 has |λ| > |νm,j+1|.

(3) {χνm,j (A)ξm,i}
km,j
i=km,j−1+1 are orthonormal.

We seek to add the space spanned by the vector ξm+1 whilst preserving these properties.

First we deal with (2). Let ηm+1 ∈ {λi}Ni=1 be of maximal modulus such that χ{λ1,...,ηm+1}(A)ξm+1 /∈
span{χ{λ1,...,ηm+1}(A)ξj}mj=1. If |ηm+1| < |νm,1| then let t(m+ 1) be maximal such that |ηm+1| <∣∣νm,t(m+1)

∣∣. We then choose complex numbers {am,j}
km,t(m+1)

j=1 such that writing

ξ̃m+1,m+1 = ξm+1 +

km,t(m+1)∑
j=1

am,jξm,j

we have that χλ(A)ξ̃m+1,m+1 = 0 if λ ∈ {λi}Ni=1 has |λ| > |ηm+1|. Note that by (2), (3) and the definition

of ηm+1, the coefficients am,j are determined uniquely in terms of {ξm,i}
km,t(m+1)

i=1 . If |ηm+1| ≥ |νm,1|
then let t(m+ 1) = 0 and we set ξ̃m+1,m+1 = ξm+1. In this case we still have that χλ(A)ξ̃m+1,m+1 = 0

if λ ∈ {λi}Ni=1 has |λ| > |ηm+1|.
We then define ξm+1,j = ξm,j for 1 ≤ j ≤ m and now deal with (3). If ηm+1 /∈ {νm,j}smj=1 then

let ξm+1,m+1 be a linear multiple of ξ̃m+1,m+1 such that χηm+1(A)ξm+1,m+1 has norm 1 and we let

{νm+1,j}sm+1
j=1 be a reordering of {νm,j}smj=1 ∪ {ηm+1}. Otherwise, we have ηm+1 = νm,t(m+1)+1 and we

apply Gram–Schmidt to

{χνm,t(m+1)+1
(A)ξm+1,i}

km,t(m+1)+1

i=km,t(m+1)+1 ∪ {χνm,t(m+1)+1
(A)ξ̃m+1,m+1}

(without changing {ξm+1,i}
km,t(m+1)+1

i=km,t(m+1)+1). Note that by (2) and the definition of ηm+1 these vectors are

linearly independent. This gives ξm+1,m+1 such that

{χνm,t(m+1)+1
(A)ξm+1,i}

km,t(m+1)+1

i=km,t(m+1)+1 ∪ {χνm,t(m+1)+1
(A)ξm+1,m+1}

are orthonormal and χλ(A)ξm+1,m+1 = 0 if λ ∈ {λi}Ni=1 has |λ| >
∣∣νm,t(m+1)+1

∣∣ . After reordering

indices if necessary, we see that (1)–(3) now hold for m+ 1.

After l steps the above process terminates giving a new basis {ξ̃i}li=1 = {ξl,i}li=1 for span{ξi}li=1

along with {νj}nj=1 = {νl,j}nj=1 ⊂ {λi}Ni=1 and 0 = k0 < k1 < k2 < ... < kn = l such that

(i) |νn| < |νn−1| < ... < |ν1| .

(ii) χλ(A)ξ̃i = 0 if i > kj and λ ∈ {λi}Ni=1 has |λ| > |νj+1|.

(iii) {χνj (A)ξ̃i}
kj
i=kj−1+1 are orthonormal (and hence ‖ξ̃i‖2 ≥ 1).

The subspace B can then be described as

B =

n⊕
j=1

span{χνj (A)ξ̃i}
kj
i=kj−1+1.

Definition 9.2.3. With respect to the above construction we define the following:

Ej := span{χνj (A)ξ̃i}
kj
i=kj−1+1, Z(A, {ξj}lj=1) :=

(
l∑
i=1

(‖ξ̃i‖2 − 1)

) 1
2

. (9.2.1)
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Since the Gram–Schmidt process is defined uniquely up to phases, we see that Z(A, {ξj}lj=1) is well-

defined. The above construction also shows that if {χω(A)ξi}l+1
i=1 are linearly independent then

Z(A, {ξj}l+1
j=1) ≥ Z(A, {ξj}lj=1).

We can now prove the following refinement of Proposition 9.2.2:

Proposition 9.2.4. Suppose the assumptions of Proposition 9.2.2 hold. Let J ≤ N be minimal such that

{χ{λ1,...,λJ}(A)ξi}li=1 are linearly independent. Set

ρ = sup{|z| : z ∈ Ψ ∪ {λJ+1, ..., λN}},

r = max{|λ2/λ1| , ..., |λJ/λJ−1| , ρ/ |λJ |}.

Then r < 1 and δ(B, span{Akξi}li=1) ≤ Z(A, {ξj}lj=1)rk. Since the spaces are l-dimensional, it follows

from (9.1.2) that we have the convergence rate

δ̂(B, span{Akξi}li=1) ≤ Z(A, {ξj}lj=1)l
1
2 rk.

Proof. Consider the subspaces

Ekj = span{Ak ξ̃i}
kj
i=kj−1+1.

Let ζ =
∑kj
i=kj−1+1 αiχνj (A)ξ̃i ∈ Ej be a unit vector (hence

∑kj
i=kj−1+1 |αi|

2
= 1) and consider

ηk =

kj∑
i=kj−1+1

αiA
k ξ̃i/ν

k
j ∈ Ekj .

By construction, we have for any such ξ̃i in the above sum that

ξ̃i = (χνj (A) + χθj (A))ξ̃i, θj = {λ ∈ Sp(A) : |λ| < |νj |}.

This gives Ak ξ̃i = νkj χνj (A)ξ̃j,i +Akχθj (A)ξ̃i. Now, by the assumption on Sp(A), we have

ρj = sup{|z| : z ∈ θj} < |νj |.

Thus, since

‖Akχθj (A)ξ̃i‖/|νkj | < |ρj/νj |k‖χθj (A)ξ̃i‖,

we have

‖ζ − ηk‖ ≤ |ρj/νj |k
kj∑

i=kj−1+1

|αi| ‖χθj (A)ξ̃i‖ ≤

 kj∑
i=kj−1+1

(‖ξ̃i‖2 − 1)

 1
2

rk.

Here we have used Hölder’s inequality together with the fact that ‖χθj (A)ξ̃i‖2 = ‖ξ̃i‖2 − 1 by orthonor-

mality of {χνj (A)ξ̃i}
kj
i=kj−1+1. The right-hand side gives an upper bound for δ(Ej , Ekj ). Analogous rates

of convergence hold for the other subspaces and from (9.1.3) we have

δ(B, span{Ak ξ̃i}li=1) ≤ Z(A, {ξj}lj=1)rk,

since the spaces Ej are orthogonal.

For the rest of this section, we shall assume the following:
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(A1) A ∈ B(H) is an invertible normal operator and {ej}j∈N an orthonormal basis forH. {Qk} and {Rk}
are Q- and R-sequences of A with respect to the basis {ej}j∈N.

(A2) Sp(A) = ω ∪Ψ such that ω ∩Ψ = ∅ and ω = {λi}Ni=1, where the λis are isolated eigenvalues with

(possibly infinite) multiplicity mi. Let M = m1 + ... + mN = dim(ranχω(A)) and suppose that

|λ1| > . . . > |λN |. Suppose further that sup{|θ| : θ ∈ Ψ} < |λN |.

To apply Propositions 9.2.2 and 9.2.4 to prove the main result Theorem 9.2.9, we need to take care of

the case that some of the ej may have χω(A)ej = 0.

Definition 9.2.5. Suppose that (A1) and (A2) hold and let K ∈ N∪{∞} be minimal with the property that

dim(span{χω(A)ej}Kj=1) = M. Define

Λω = {ej : χω(A)ej 6= 0, j ≤ K},

ΛΨ = {ej : χω(A)ej = 0, j ≤ K},

Λ̃ω = {ej ∈ Λω : χω(A)ej ∈ span{χω(A)ei}j−1
i=1}.

Define also the corresponding subset {êj}Mj=1 ⊂ {ej}Kj=1 such that {êj}Mj=1 = Λω \ Λ̃ω and such that upon

writing êj = epj , the pj are increasing.

Note that we have the following decomposition of A into

A =

 M∑
j=1

λcj ξj ⊗ ξ̄j

⊕ χΨ(A)A, λcj ∈ ω,

where {ξj}Mj=1 is an orthonormal set of eigenvectors of A. The following simple lemma extends Lemma

39 in [Han08b] to infinite M but the proof is verbatim so omitted.

Lemma 9.2.6. If em ∈ ΛΨ ∪ Λ̃ω, then

span{χω(A)qk,j}mj=1 = span{χω(A)q̂k,j}s(m)
j=1 , qk,j = Qkej , q̂k,j = Qkêj ,

where s(m) is the largest integer such that {êj}s(m)
j=1 ⊂ {ej}mj=1.

The following theorem is the key step of the proof of Theorem 9.2.9 and concerns convergence to the

eigenvectors of A.

Theorem 9.2.7. Assume (A1) and (A2) and define

ρ = sup{|z| : z ∈ Ψ}, r = max{|λ2/λ1| , ..., |λN/λN−1| , ρ/ |λN |}.

Then there exists a collection of orthonormal eigenvectors {q̂j}Mj=1 ⊂ ranχω(A) of A and collections of

constants A(m), B(j) and C(µ) such that

(a) If em ∈ ΛΨ ∪ Λ̃ω and µ is maximal with pµ < m (recall that êj = epj ), then we have

‖χω(A)qk,m‖ ≤ A(m)Z(A, {êj}µj=1)rk. (9.2.2)

In the case that m < p1, we interpret this as ‖χω(A)qk,m‖ = 0 which holds from Lemma 9.2.6.
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(b) For any j < M + 1,

δ̂(span{q̂j}, span{q̂k,j}) ≤ B(j)Z(A, {êi}ji=1)rk.

(c) For any µ < M + 1,

δ(span{q̂j,k}µj=1, span{q̂j}µj=1) ≤ C(µ)Z(A, {êj}µj=1)rk

and hence

δ̂(span{q̂j,k}µj=1, span{q̂j}µj=1) ≤ µ 1
2C(µ)Z(A, {êj}µj=1)rk.

Here, as in Lemma 9.2.6, qk,j = Qkej and q̂k,j = Qkêj . Finally, if M is finite then we must have

span{q̂j}Mj=1 = ranχω(A).

We will provide an inductive proof of Theorem 9.2.7 which requires the following for the inductive step

of part (a).

Lemma 9.2.8. Assume the conditions in the statement of Theorem 9.2.7. Suppose also that (b) in Theorem

9.2.7 holds for j = 1, ..., µ and that (c) holds for a given µ < M . Let epµ+1 = êµ+1, then if em ∈ ΛΨ∪ Λ̃ω,

where m < pµ+1, (9.2.2) also holds with

A(m) =


µ∑
j=1

[
C(µ) + B(j)

]2
1
2

+ C(µ).

Proof. First note that from (9.1.7), invertibility of A and the fact that {χω(A)êj}µj=1 are linearly indepen-

dent, it must hold that {χω(A)q̂k,j}µj=1 are linearly independent also. Then by using the assumptions stated

and the fact that χω(A)q̂j = q̂j we have

δ(span{χω(A)q̂k,j}µj=1, span{q̂j}µj=1) ≤ δ(span{q̂k,j}µj=1, span{q̂j}µj=1)

≤ C(µ)Z(A, {êj}µj=1)rk.

Also, we have that s(m) ≤ µ and Lemma 9.2.6 implies

span{χω(A)qk,j}mj=1 = span{χω(A)q̂k,j}s(m)
j=1 ⊂ span{χω(A)q̂k,j}µj=1.

Using the fact that ‖χω(A)qk,m‖ ≤ 1 and the definition of δ (along with the fact that span{q̂j}µj=1 is

finite-dimensional), it follows that there exists some vk =
∑µ
j=1 βj,k q̂j ∈ span{q̂j}µj=1 with ‖vk‖ ≤ 1 and

‖χω(A)qk,m − vk‖ ≤ C(µ)Z(A, {êj}µj=1)rk. (9.2.3)

We also have from assumption (b) that

|〈χω(A)qk,m, q̂j〉| = |〈qk,m, q̂j〉| ≤ B(j)Z(A, {êi}ji=1)rk + |〈qk,m, q̂k,j〉| = B(j)Z(A, {êi}ji=1)rk,

since qk,m is orthogonal to q̂k,j . This together with (9.2.3) gives |βj,k| ≤
[
C(µ) + B(j)

]
Z(A, {êj}µj=1)rk.

Hence we must have

‖vk‖ ≤


µ∑
j=1

[
C(µ) + B(j)

]2
1
2

Z(A, {êj}µj=1)rk.

Using (9.2.3) again then gives the result. Note that we have used orthonormality of {q̂j}µj=1 which will be

proven as part of the induction.
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Proof of Theorem 9.2.7: We begin with the initial step of the induction for (b) and (c). Note that (a) trivially

holds by construction with A(m) = 0 for any m < p1 where ep1
= ê1 and this provides the initial step for

(a).

By Propositions 9.2.2 and 9.2.4, there exists a unit eigenvector q̂1 ∈ ranχω(A) such that

δ(span{q̂1}, span{Akê1}) ≤ Z(A, {ê1})rk.

Since span{Akê1} ⊂ span{Akei}p1

i=1, this implies that

δ(span{q̂1}, span{Akei}p1

i=1) ≤ Z(A, {ê1})rk.

Thus, from (9.1.7) it follows that

δ(span{q̂1}, span{qk,i}p1

i=1) = δ(span{q̂1}, span{Akei}p1

i=1) ≤ Z(A, {ê1})rk. (9.2.4)

Note that {qk,i}p1

i=1 are orthonormal (recall that Qk is unitary) and hence by (9.2.4) there exists some

coefficients αk,i with
∑p1

i=1 |αk,i|2 ≤ 1 such that defining η̃k =
∑p1

i=1 αk,iqk,i we have

‖q̂1 − η̃k‖ ≤ Z(A, {ê1})rk.

If em ∈ ΛΨ ∪ Λ̃ω, where m < p1 then by Lemma 9.2.6 〈qk,m, q̂1〉 = 0. It follows that we must have

δ(span{q̂1}, span{q̂k,1}) ≤ ‖q̂1 − αk,p1
q̂k,1‖ ≤ Z(A, {ê1})rk.

Hence we can take B(1) = 1 and C(1) = 1 in (b) and (c) respectively, which completes the initial step.

For the induction step we will argue simultaneously for (a), (b) and (c) using induction on µ. Suppose

that (a) holds for m < pµ with epµ = êµ together with (b) and (c) for j ≤ µ and some µ < M . Let

epµ+1 = êµ+1 then we can use Lemma 9.2.8 to extend (a) to all m < pµ+1 and this provides the step for

(a). For (b), we note that Propositions 9.2.2 and 9.2.4 imply that

δ(span{q̂i}µi=1 ⊕ span{ξ}, span{Akêi}µ+1
i=1 , ) ≤ Z(A, {êj}µ+1

j=1 )rk, ξ ∈ ranχω(A),

where ξ is a unit eigenvector of A. We may also assume without loss of generality that ξ is orthogonal to

q̂j for j = 1, ..., µ. As before, since span{Akêi}µ+1
i=1 ⊂ span{Akei}

pµ+1

i=1 we have

δ(span{q̂i}µi=1 ⊕ span{ξ}, span{Akei}
pµ+1

i=1 ) ≤ Z(A, {êj}µ+1
j=1 )rk,

and hence by invertibility of A

δ(span{q̂i}µi=1 ⊕ span{ξ}, span{qk,i}
pµ+1

i=1 ) = δ(span{q̂i}µi=1 ⊕ span{ξ}, span{Akei}
pµ+1

i=1 )

≤ Z(A, {êj}µ+1
j=1 )rk.

Again, using orthonormality of {qk,i}
pµ+1

i=1 , there exists some coefficients αk,i with
∑pµ+1

i=1 |αk,i|2 ≤ 1 such

that, defining η̃k =
∑pµ+1

i=1 αk,iqk,i, we have

‖ξ − η̃k‖ ≤ Z(A, {êj}µ+1
j=1 )rk. (9.2.5)

If em ∈ ΛΨ ∪ Λ̃ω, where m < pµ+1 then as shown above we have

|〈qk,m, ξ〉| = |〈χω(A)qk,m, ξ〉| ≤ A(m)Z(A, {êj}µj=1)rk ≤ A(m)Z(A, {êj}µ+1
j=1 )rk.
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Taking the inner product of ξ− η̃k with qk,m and using (9.2.5) together with the orthonormality of the qk,js,

it follows that |αk,m| ≤
(
A(m) + 1

)
Z(A, {êj}µ+1

j=1 )rk. Similarly, if j ≤ µ then for any c ∈ C

|〈q̂k,j , ξ〉| ≤ |〈cq̂j , ξ〉|+ |cq̂j − q̂k,j | = |cq̂j − q̂k,j | ,

since ξ is orthogonal to q̂j . Minimising over c, we can bound this by B(j)Z(A, {êj}µj=1)rk. In the same

way, it then follows that |αk,pj | ≤
(
B(j)+ 1

)
Z(A, {êj}µ+1

j=1 )rk where êj = epj . Together, these imply that

∥∥ξ − αk,pµ+1
q̂k,µ+1

∥∥ ≤
1 +


pµ+1∑

m=1,em∈ΛΨ∪Λ̃ω

[
A(m) + 1

]2
+

µ∑
j=1

[
B(j) + 1

]2
1
2

Z(A, {êj}µ+1
j=1 )rk.

To finish the inductive step, we define q̂µ+1 = ξ. Recall that ξ is orthogonal to any q̂l with l ≤ µ. Hence it

follows that {q̂i}µ+1
i=1 are orthonormal and we can take

B(µ+ 1) = 1 +


pµ+1∑

m=1,em∈ΛΨ∪Λ̃ω

[
A(m) + 1

]2
+

µ∑
j=1

[
B(j) + 1

]2
1
2

in (b). For the induction step for (c), the fact that {q̂k,i}µ+1
i=1 are orthonormal and (9.1.3) imply we can take

C(µ+ 1) =

µ+1∑
j=1

B(j)2

 1
2

.

Finally, if M is finite we demonstrate that span{q̂j}Mj=1 = span{ξj}Mj=1. Since the {q̂i}Mi=1 are or-

thogonal and are eigenvectors of
∑M
j=1 λcj ξj ⊗ ξ̄j , it follows that span{q̂j}Mj=1 = span{ξj}Mj=1 =

ranχω(A).

9.2.2 Main results

Our first result generalises Theorem 9.2.1 to infinite dimensions and relies on Theorem 9.2.7 (which con-

cerns convergence to eigenvectors).

Theorem 9.2.9 (Convergence theorem for normal operators in infinite dimensions). Let A ∈ B(l2(N))

be an invertible normal operator with Sp(A) = ω ∪ Ψ and ω = {λi}Ni=1, where the λi’s are isolated

eigenvalues with (possibly infinite) multiplicity mi satisfying |λ1| > . . . > |λN |. Suppose further that

sup{|θ| : θ ∈ Ψ} < |λN |, and let {ej}j∈N be the canonical orthonormal basis. Let {Qn}n∈N and

{Rn}n∈N beQ- andR-sequences ofA with respect to {ej}j∈N. Let {êj}Mj=1 ⊂ {ej}j∈N, whereM = m1 +

. . . + mN , be the subset described in Definition 9.2.5 and Theorem 9.2.7, i.e. span{Qkêj} → span{q̂j}
where {q̂j}Mj=1 ⊂ ranχω(A) is a collection of orthonormal eigenvectors of A and if ej /∈ {êj}Mj=1, then

χω(A)Qkej → 0. Then:

(i) Every subsequence of {Q∗nAQn}n∈N has a convergent subsequence {Q∗nkAQnk}k∈N such that

Q∗nkAQnk
WOT−→

 M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

⊕∑
j∈Θ

ξj ⊗ ej ,

as k →∞, where

Θ = {j : ej /∈ {êl}Ml=1}, ξj ∈ cl (span{ei}i∈Θ)

and only
∑
j∈Θ ξj ⊗ ej depends on the choice of subsequence. Furthermore, if A has only finitely

many non-zero entries in each column then we can replaceWOT convergence by SOT convergence.
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(ii) We have the following convergence of sections:

P̂MQ
∗
nAQnP̂M

SOT−→
M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj , as n→∞,

where P̂M denotes the orthogonal projection onto cl
(
span{êj}Mj=1

)
. Furthermore, if we define

ρ = sup{|z| : z ∈ Ψ}, r = max{|λ2/λ1| , ..., |λN/λN−1| , ρ/ |λN |}

then r < 1 and for any fixed x ∈ span{êj}Mj=1 we have the following rate of convergence∥∥∥∥∥∥P̂MQ∗nAQnP̂Mx−
 M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

x

∥∥∥∥∥∥ = O(rn), as n→∞. (9.2.6)

If M is finite then we can write (after possibly reordering)

M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj =

N⊕
k=1

λk
∑
l≤kml⊕

j=1+
∑
l<kml

êj ⊗ êj

 , (9.2.7)

and in part (ii) we have the rate of convergence∥∥∥∥∥∥P̂MQ∗nAQnP̂M −
M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

∥∥∥∥∥∥ = O(rn), as n→∞. (9.2.8)

If {χω(A)el}Ml=1 are linearly independent, then we can take êj = ej .

Remark 9.2.10. What Theorem 9.2.9 essentially says is that if we take the n-th iteration of the IQR al-

gorithm and truncate to an m ×m matrix (i.e. PmQ∗nAQnPm) then, as n grows, the eigenvalues of this

matrix will converge to the extremal parts of the spectrum of A. In particular, the theorem suggests that the

IQR algorithm can locate the extremal parts of the spectrum.

Proof of Theorem 9.2.9: To prove (i), since a closed ball in B(l2(N)) is weakly sequentially compact, it

follows that any subsequence of {Q∗nAQn}n∈N must have a weakly convergent subsequence which we

denote by {Q∗nkAQnk}k∈N. In particular, there exists a W ∈ B(l2(N)) such that

Q∗nkAQnk
WOT−→W, k →∞.

Let P̂M denote the projection onto cl
(
span{êj}Mj=1

)
. Note that part (i) of the theorem will follow if we can

show that

P̂MWP̂M =

M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj , (9.2.9)

and

P̂⊥MWP̂M = 0, P̂MWP̂⊥M = 0.

We will indeed show this, and we start by observing that, due to the weak convergence and the standard

functional calculus, we have

〈Wêj , ei〉 = lim
k→∞

〈AQnk êj , χω(A)Qnkei〉+ lim
k→∞

〈AQnk êj , χΨ(A)Qnkei〉, (9.2.10)

〈Wei, êj〉 = lim
k→∞

〈χω(A)Qnkei, A
∗Qnk êj〉+ lim

k→∞
〈AQnkei, χΨ(A)Qnk êj〉. (9.2.11)
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We then have the following,

χω(A)Qnei → 0, n→∞, i ∈ Θ

=⇒

limk→∞〈AQnk êj , χω(A)Qnkei〉 = 0, i ∈ Θ,

limk→∞〈χω(A)Qnkei, A
∗Qnk êj〉 = 0, i ∈ Θ,

(9.2.12)

span{Qnêj} → span{q̂j}, n→∞, Aq̂j = λq̂j , λ ∈ ω,

=⇒


limk→∞〈AQnk êj , χΨ(A)Qnkei〉 = 0, i ∈ N,

limk→∞〈AQnkei, χΨ(A)Qnk êj〉 = 0, i ∈ N,

limk→∞〈AQnk êj , χω(A)Qnk êl〉 = δj,lλ.

(9.2.13)

Thus, by (9.2.10), (9.2.12), (9.2.13) and Theorem 9.2.7 we get (9.2.9) and also that P̂⊥MWP̂M = 0. Also,

by (9.2.11), (9.2.12), (9.2.13) and Theorem 9.2.7 we get that P̂MWP̂⊥M = 0. Note that in all of these

cases, Theorem 9.2.7 implies that the rate of convergence is such that the difference between 〈Wêj , ei〉,
〈Wei, êj〉 and their limiting values is O(rnk) (however, not necessarily uniformly over the indices). Now

suppose that A has finitely many non-zero entries in each column. This can be described by a function

f : N → N non-decreasing with f(n) ≥ n such that 〈Aej , ei〉 = 0 when i > f(j) as in Definition 9.3.1.

Proposition 9.3.2 shows that this is preserved under the iteration in the IQR algorithm, i.e. Q∗nkAQnk also

has this property. So let x ∈ l2(N) and ε > 0. Choose y of finite support such that ‖x − y‖ ≤ ε. It is

then clear that ‖Q∗nkAQnky −Wy‖ → 0 as nk →∞ (since we only require convergence in finitely many

entries). Hence

lim sup
nk→∞

‖Q∗nkAQnkx−Wx‖ ≤ (‖A‖+ ‖W‖)ε.

Since ε > 0 and x were arbitrary, we have Q∗nkAQnk
SOT−→W .

To prove (ii), suppose that x ∈ span{êj}Mj=1, then x can be written as

x =

M∑
j=1

xj êj ,

with at most finitely many non-zero xj . We have that δ̂(span{Qnêj}, span{q̂j}) = O(rn) and hence there

exists some an,j of unit modulus such that ‖Qnêj − an,j q̂j‖ = O(rn). Since Qn is unitary, we then have∥∥∥∥∥∥P̂MQ∗nAQnP̂Mx−
 M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

x

∥∥∥∥∥∥ ≤
∥∥∥∥∥∥Q∗nAQnP̂Mx−

 M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

Q∗nQnx

∥∥∥∥∥∥
=

∥∥∥∥∥∥
M∑
j=1

xj(A− 〈Aq̂j , q̂j〉I)Qnêj

∥∥∥∥∥∥ = O(rn),

where we use in the last line the fact that A is bounded. We therefore have convergence on span{êj}Mj=1,

and, since the operators are uniformly bounded, we must have convergence on cl
(
span{êj}Mj=1

)
which

implies that

P̂MQ
∗
nAQnP̂M

SOT−→
M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj , as n→∞.

For the last parts, suppose that M is finite. Theorem 9.2.7 then implies (9.2.7) after a possible reorder-

ing. The rate of convergence in (9.2.6) also implies that∥∥∥∥∥∥P̂MQ∗nAQnP̂M −
M⊕
j=1

〈Aq̂j , q̂j〉êj ⊗ êj

∥∥∥∥∥∥ = O(rn).
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More generally, let K ∈ N ∪ {∞} be minimal such that dim(span{χω(A)ej}Kj=1) = M. Recall that we

defined

Λω = {ej : χω(A)ej 6= 0, j ≤ K}, ΛΨ = {ej : χω(A)ej = 0, j ≤ K}

and Λ̃ω = {ej ∈ Λω : χω(A)ej ∈ span{χω(A)ei}j−1
i=1}.

Recall also from the proof of Theorem 9.2.7 that {êj}Mj=1 = Λω \ Λ̃ω. If {χω(A)ej}Mj=1 are linearly

independent then Λ̃ω = ∅, and therefore {êj}Mj=1 = {ej}Mj=1, which yields that the projection P̂M in

(9.2.9) is the projection onto cl
(
span{ej}Mj=1

)
.

Theorems 9.2.9 and 9.2.7 also give us convergence to the eigenvectors. With the use of (possibly

countably many) shifts and rotations, the above theorem allows us to find all eigenvalues, their multiplicities

and eigenspaces outside the convex hull of the essential spectrum, i.e. outside the essential numerical range.

Example 9.2.11. It is possible in the case of infinite M that the q̂j do not form an orthonormal basis of

ranχω(A) and we can even lose part of ω in the convergence of P̂MQ∗nAQnP̂M to a diagonal operator.

This is to be contrasted to the finite-dimensional case. For example, suppose that with respect to an initial

orthonormal basis {vj}j∈N, A is given by the diagonal matrix diag(1/2, 1, 1, ...). Now define fj = v1 +

(1/j)vj+1 and apply Gram–Schmidt to the sequence {fj}j∈N to generate orthonormal vectors {ej}j∈N. It is

easy to see that any vj can be approximated to arbitrary accuracy using finite linear combinations of ej and

hence {ej}j∈N is an orthonormal basis of our Hilbert space. We also have that the χ1(A)(fj) = (1/j)vj+1

are linearly independent and hence so are χ1(A)(ej). It follows that the IQR iterates converge in the strong

operator topology to the identity operator. However, we could equally take ω = {1, 1/2} in Theorem 9.2.9.

Hence we have the curious case that cl (span{q̂j}j∈N) ⊂ cl (span{v̂j}j>1) and we lose the eigenvalue 1/2.

The following corollary is entirely analogous to the finite-dimensional case.

Corollary 9.2.12. Suppose that the conditions of Theorem 9.2.9 hold with M finite. Suppose also that for

j = 1, ..., N the vectors {χ{λ1,...,λj}(A)ei}
∑
l≤j ml

i=1 are linearly independent. In the notation of Theorem

9.2.9, let ρ = sup{|z| : z ∈ Ψ}. For j < N define rj = max{|λk+1/λk| : k ≤ j} and for j = N define

rN = max{|λk+1/λk|, |λN/ρ| : k ≤ j}. We then have the following rates of convergence to the diagonal

operator for i, j ≤M :

1. |〈Q∗nAQnej , ei〉| = O(rnk ) as n→∞ if i > j and k is minimal such that i ≤
∑
l≤kml,

2. |〈Q∗nAQnei, ei〉 − λk| = O(rnk ) as n→∞ if k is minimal such that i ≤
∑
l≤kml.

Proof. The result follows from Theorem 9.2.9 applied successively to ω1, ω2, ..., ωN where ωj = {λk :

k ≤ j}. In general, analogous results follow from Theorem 9.2.9 when M is infinite and with other linear

independence conditions on χω′(A)ei with ω′ ⊂ ω but the statements become less succinct.

In the finite-dimensional case and the case of distinct eigenvalues of the same magnitude, the QR algo-

rithm applied to a normal matrix will ‘converge’ to a block diagonal matrix (without necessarily converging

in each block). This can be extended to infinite dimensions by inductively using the following theorem

which also extends to non-normal operators.

Theorem 9.2.13 (Block convergence theorem in infinite dimensions). Let A ∈ B(l2(N)) be an invertible

operator (not necessarily normal) and suppose that there exists an orthogonal projection P of rank M
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(possibly infinite) such that both the ranges of P and of I − P are invariant under A. Suppose also that

there exists α > β > 0 such that

• ‖Ax‖ ≥ α‖x‖ ∀x ∈ ran(P ),

• ‖Ax‖ ≤ β‖x‖ ∀x ∈ ran(I − P ).

Let {Qn}n∈N and {Rn}n∈N be Q- and R-sequences of A with respect to {ei}. Then there exists a subset

{êj}Mj=1 ⊂ {ei}i∈N such that

(i) For any finite µ ≤ M we have δ(span{Qnêj}µj=1, ran(P )) = O(βn/αn) as n → ∞. If M is finite

this implies full convergence δ̂(span{Qnêj}Mj=1, ran(P )) = O(βn/αn) as n→∞.

(ii) Every subsequence of {Q∗nAQn}n∈N has a convergent subsequence {Q∗nkAQnk}k∈N such that

Q∗nkAQnk
WOT−→

M∑
j=1

ξj ⊗ êj
⊕∑

i∈Θ

ζi ⊗ ei,

as k →∞, where

Θ = {j : ej /∈ {êl}Ml=1}, ξj ∈ cl
(
span{êl}Ml=1

)
, ζi ∈ cl (span{el}l∈Θ) .

If {Pel}Ml=1 are linearly independent then we can take êj = ej . Furthermore, if A has only finitely many

non-zero entries in each column then we can replace WOT convergence by SOT convergence.

Remark 9.2.14. Theorem 9.2.13 essentially says that the IQR algorithm can compute the invariant sub-

space ran(P ) of such an operator if there is enough separation between A restricted to ran(P ) and

ran(I − P ). In other words, provided the existence of a dominant invariant subspace.

Proof of Theorem 9.2.13: The main ideas of the proof of Theorem 9.2.13 have already been presented so

we sketch the proof. We first define the vectors {êj}Mj=1 in a similar way to Definition 9.2.5 inductively by

êj = epj where

pj = min{i : Pei /∈ span{P êk}j−1
k=1}.

Let r = β/α < 1. We will prove inductively that

(a) δ̂(span{Qnêj}µj=1, span{PQnêj}µj=1) ≤ C1(µ)rn for any finite µ ≤M ,

(b) ‖PQnej‖ ≤ C2(j)rn for any j ∈ Θ,

for some constants C1(µ) and C2(j). Suppose that this has been done. Part (i) of Theorem 9.2.13 now

follows since span{PQnêj}µj=1 ⊂ ran(P ). We then argue as in the proof of Theorem 9.2.9 to gain

Q∗nkAQnk
WOT−→W, k →∞.

Then by studying the inner products 〈AQnkej , Qnkei〉 using the invariance of ran(P ), ran(I − P ) under

A and from (b), part (ii) of Theorem 9.2.13 easily follows (note that (a) implies that ‖(I − P )Qnêj‖ ≤
C1(j)rn). The final part of the theorem then follows from the same arguments in the proof of Theorem

9.2.9. Hence we only need to prove (a) and (b).

We first claim that

δ(span{PAnêj}µj=1, span{Anêj}µj=1) ≤ C3(µ)rn. (9.2.14)
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P commutes withAwhich is invertible and hence both of these spaces have dimension µ by the construction

of the êj . It follows that (9.2.14) implies

δ̂(span{PAnêj}µj=1, span{Anêj}µj=1) ≤ µ 1
2C3(µ)rn = C4(µ)rn. (9.2.15)

To show (9.2.14), let xn1 , ..., x
n
µ be an orthonormal basis for span{PAnêj}µj=1 and let ξ =

∑µ
j=1 αjx

n
j

have norm at most 1. Now, we may choose coefficients βj,n such that An
∑µ
j=1 βj,nx

n
j = ξ since A|ran(P )

is invertible when viewed as an operator acting on ran(P ). By the assumptions on A we must have m∑
j=1

|βj,n|2
1/2

≤ 1

αn
.

We may change basis from {êj}µj=1 to {ẽj}µj=1 such that P ẽj = xnj . Form the vector

ηn = An

 µ∑
j=1

βj,nẽj

 ∈ span{Anêj}µj=1.

Then clearly by Hölder’s inequality

‖ξ − ηn‖ ≤

(∑µ
j=1 ‖An(I − P )ẽj‖2

)1/2

αn
≤ C3(µ)

βn

αn
,

proving (9.2.14) and hence (9.2.15).

Note that the proof of Lemma 9.2.6 carries over (replacing the projection χω(A) by P ) to prove that

span{PQnej}mj=1 = span{PQnêj}s(m)
j=1 (9.2.16)

where s(m) is maximal with {êj}s(m)
j=1 ⊂ {ej}mj=1. It follows that

δ(span{Anêj}µj=1, span{PQnêj}µj=1) = δ(span{Anêj}µj=1, span{PQnej}
pµ
j=1)

= δ(span{Anêj}µj=1, span{PAnej}
pµ
j=1)

≤ δ(span{Anêj}µj=1, span{PAnêj}µj=1) ≤ C4(µ)rn,

where we have used (9.1.7) to reach the second line and span{PAnêj}µj=1 ⊂ span{PAnej}
pµ
j=1 to reach

the third line. Again, both spaces have dimension µ so we have

δ(span{PQnêj}µj=1, span{Qnej}
pµ
j=1) = δ(span{PQnêj}µj=1, span{Anej}

pµ
j=1)

≤ δ(span{PQnêj}µj=1, span{Anêj}µj=1) ≤ C5(µ)rn.
(9.2.17)

With these arguments out of the way (these are the analogue of Proposition 9.2.4) we can now form

our inductive argument, similar to the proof of Theorem 9.2.7. Suppose first that (a) holds for µ (allowing

µ = 0 for the initial step) and let j ∈ Θ have j < pµ+1 (where pµ+1 = ∞ if µ = M ). From (a) for µ and

(9.2.16) we have that

PQnej = vn +

µ∑
i=1

an,iQnêi

for some vn with ‖vn‖ ≤ C1(µ)rn. Then we must have

an,i + 〈vn, Qnêi〉 = 〈PQnej , Qnêi〉 = 〈Qnej , PQnêi〉.
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Using (a) again, along with the fact thatQnej is orthogonal to {Qnêi}µi=1, we must have |an,i| ≤ 2C1(µ)rn.

It follows that we can take C2(j) = (2
√
µ+1)C1(µ) for j ∈ [pµ+1, ..., pµ+1) in (b). Now we use (9.2.17).

Let ξ ∈ span{PQnêj}µ+1
j=1 have unit norm and assume that pµ+1 < ∞ (or else there is nothing to prove

since then µ = M ). Then there exists bn,j and wn such that

ξ =

pµ+1∑
j=1

bn,jQnej + wn

and ‖wn‖ ≤ C5(µ+ 1)rn. Now let j ∈ Θ with j < pµ+1 then we must have

〈ξ, PQnej〉 = 〈ξ,Qnej〉 = bn,j + 〈wn, Qnej〉.

We have proven (b) for such j and hence we have |bn,j | ≤
(
C2(j) + C5(µ+ 1)

)
rn. It follows that we can

take

C1(µ+ 1) = µ
1
2

C5(µ+ 1) +


pµ+1∑

j=1,j∈Θ

[C2(j) + C5(µ+ 1)]2


1
2

 ,
where the square root factor appears since the relevant spaces are µ-dimensional. This completes the induc-

tive step (the initial step is identical) and hence the proof of the theorem.

Theorem 9.2.13 can be made sharper (under a slightly stricter assumption on the linear independence

of {ej}Mj=1) with the following theorem which includes the case of ran(I − P ) not being A−invariant.

Theorem 9.2.15 (Convergence to invariant subspace in infinite dimensions). Let A ∈ B(l2(N)) be an

invertible operator (not necessarily normal) and suppose that there exists an orthogonal projection P of

finite rank M such that the range of P is invariant under A. Suppose also that there exists α > β > 0 such

that

• ‖Ax‖ ≥ α‖x‖ ∀x ∈ ran(P ),

• ‖(I − P )A(I − P )‖ ≤ β.

Under these conditions, there exists a canonical M -dimensional A∗−invariant subspace S and we let P̃

denote the orthogonal projection onto S (in the special case that ran(I − P ) is also A-invariant such as in

Theorems 9.2.9 and 9.2.13, then S = ran(P )). Suppose also that {P̃ ej}Mj=1 are linearly independent. Let

{Qn}n∈N and {Rn}n∈N be Q- and R-sequences of A with respect to {ei}. Then

(i) The subspace angle φ(span{ej}Mj=1, S) < π/2 and we have

δ̂(span{Qnej}Mj=1, ran(P )) ≤
sin
(
φ(span{ej}Mj=1, ran(P ))

)
cos
(
φ(span{ej}Mj=1, S)

) βn

αn

(
1 +
‖PA(I − P )‖

α− β

)
,

(9.2.18)

(ii) Every subsequence of {Q∗nAQn}n∈N has a convergent subsequence {Q∗nkAQnk}k∈N such that

Q∗nkAQnk
WOT−→

M∑
j=1

ξj ⊗ ej
⊕ ∞∑

i=M+1

ζi ⊗ ei,

as k →∞, where

ξj ∈ cl
(
span{el}Ml=1

)
, ζi ∈ H.
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Furthermore, if A has only finitely many non-zero entries in each column then we can replace WOT

convergence by SOT convergence.

Remark 9.2.16. Theorem 9.2.15 says that the IQR algorithm can be used to approximate dominant in-

variant subspaces. In particular, we shall use the bound (9.2.18) to build a ∆1 algorithm in §9.4. Note

in the normal case that Theorem 9.2.9 is more precise, both in giving convergence of individual vectors to

eigenvectors and in the less restrictive assumptions on spanning sets and M . In the normal case (and that

of Theorem 9.2.13), we also have that the limit operator has a block diagonal form.

9.2.3 Proof of Theorem 9.2.15

In this section, we will prove Theorem 9.2.15. The proof technique is different from those used above, and

hence we have given it a separate section. Throughout, we will denote the ratio β/α by r. Note that since

M is finite, the bound α implies that A|ran(P ) : ran(P ) → ran(P ) is invertible with ‖A|−1
ran(P )‖ ≤ 1/α.

First, let Q denote a unitary change of basis matrix from {ej} to {ẽj} where {ẽj}Mj=1 is a basis for ran(P ).

Then as matrices with respect to the original basis we can write

Q = [P1, P2], Q∗AQ =

A11 A12

0 A22

 ,

where A11 ∈ CM×M and A12 has M rows. Our assumptions imply that ‖A−1
11 ‖ ≤ 1/α and ‖A22‖ ≤ β.

The next lemma shows that we can change the basis further to eliminate the sub-block A12. This is needed

to apply a power iteration type argument.

Lemma 9.2.17. Define the linear function F : B(l2(N),CM )→ B(l2(N),CM ) by

F (T ) = A−1
11 TA22,

where we identify elements of B(l2(N),CM ) as matrices. Then we can define T ∈ B(l2(N),CM ) by

T − F (T ) = −A−1
11 A12. Furthermore, if we define

B(T ) =

I T

0 I

 ,

then B(T ) has inverse B(−T ) and

B(−T )

A11 A12

0 A22

B(T ) =

A11 0

0 A22

 . (9.2.19)

Proof. Our assumptions on A ensure that F is a contraction with ‖F‖ ≤ r < 1. Hence we can define T via

the series

T =

∞∑
k=0

F k(−A−1
11 A12).

It is then straightforward to check T − F (T ) = −A−1
11 A12, B(T )B(−T ) = B(−T )B(T ) = I and the

identity (9.2.19).

Let

Y = Q

 I 0

−T ∗ I


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then we have the matrix identity

Y −1A∗Y =

A∗11 0

0 A∗22

 .

The canonical A∗−invariant subspace alluded to in Theorem 9.2.15 is then simply S = span{Y ej}Mj=1.

The space is canonical since it is easily seen that it is unchanged if we use a different basis for ran(P1) and

ran(P2) in the definition of Q.

Now let P0 =
(
e1 e2 . . . eM

)
∈ B(CM , l2(N)) denote the matrix whose columns are the first M

basis elements {ej}Mj=1. Since the {Ri} are upper triangular, it is easy to see that

AnP0 = QnRnP0 = QnP0P
∗
0RnP0.

We will denote the (invertible) matrix P ∗0RnP0 ∈ CM×M by Zn. Now define

V 1
n = P ∗1QnP0 ∈ B(CM ), V 2

n = P ∗2QnP0 ∈ B(CM , l2(N)),

then we have the relation A11 A12

0 A22

nV 1
0

V 2
0

 =

V 1
n

V 2
n

Zn.

But by Lemma 9.2.17 we haveA11 A12

0 A22

n

= B(T )

An11 0

0 An22

B(−T ).

Unwinding the definitions, this implies the matrix identities

An11(V 1
0 − TV 2

0 ) = (V 1
n − TV 2

n )Zn, (9.2.20)

An22V
2
0 = V 2

nZn. (9.2.21)

Lemma 9.2.18. The following identity holds

δ̂(span{Qnej}Mj=1, ran(P )) = ‖V 2
n ‖. (9.2.22)

Proof. Note that span{Qnej}Mj=1 = ran(QnP0) and ran(P ) = ran(P1). Since P1P
∗
1 and QnP0P

∗
0Q
∗
n

are orthogonal projections, it follows that

δ̂(span{Qnej}Mj=1, ran(P )) = ‖QnP0P
∗
0Q
∗
n − P1P

∗
1 ‖

= ‖Q∗n(QnP0P
∗
0Q
∗
n − P1P

∗
1 )Q‖

=

∥∥∥∥∥∥
 0 P ∗0Q

∗
nP2

−(I − P0)∗Q∗nP1 0

∥∥∥∥∥∥ .
But we have that ‖P ∗0Q∗nP2‖ = ‖V 2

n ‖ and hence we are done if we can show ‖P ∗0Q∗nP2‖ = ‖(I −
P0)∗Q∗nP1‖. Consider the unitary matrix

U := Q∗nQ =

 P ∗0Q
∗
nP1 P ∗0Q

∗
nP2

(I − P0)∗Q∗nP1 (I − P0)∗Q∗nP2

 =

U11 U12

U21 U22

 .

Now let x ∈ CM be of unit norm, then ‖U11x‖2 + ‖U21x‖2 = 1. It follows that ‖U21‖2 = 1− σ1(U11)2,

where σ1 denotes the smallest singular value. Applying the same argument to U∗ we see that ‖U12‖2 =

1− σ1(U11)2 = ‖U21‖2, completing the proof.

223



9.2. Convergence Theorems CHAPTER 9. The Infinite-Dimensional QR Algorithm

Lemma 9.2.19. The matrix (V 1
0 − TV 2

0 ) is invertible with

‖(V 1
0 − TV 2

0 )−1‖ ≤ 1

cos
(
φ(span{ej}Mj=1, S)

) . (9.2.23)

Proof. First note that since {P̃ ej}Mj=1 are linearly independent, we must have φ(span{ej}Mj=1, S) < π/2

and hence the bound in (9.2.23) is finite. Let W = (P1 − P2T
∗)(I + TT ∗)−1/2 ∈ B(CM , l2(N)). By

considering W ∗W = I ∈ CM×M , we see that the columns of W are orthonormal. In fact, expanding Y

we have

Y = [P1 − P2T
∗ P2]

and hence the columns of W are a basis for the subspace S. Arguing as in the proof of Lemma 9.2.18, we

have

δ̂(span{ej}Mj=1, S) =
√

1− σ1(W ∗P0)2 < 1.

This implies that W ∗P0 is invertible with

σ1(W ∗P0) = cos
(
φ(span{ej}Mj=1, S)

)
> 0.

We also have the identity

V 1
0 − TV 2

0 = (I + TT ∗)1/2(W ∗P0).

Since (I + TT ∗)−1/2 has norm at most 1, we see that (V 1
0 − TV 2

0 ) is invertible and (9.2.23) holds.

Proof of Theorem 9.2.15: Using Lemma 9.2.19 and the matrix identities (9.2.20) and (9.2.21), we can write

V 2
n = An22V

2
0 (V 1

0 − TV 2
0 )−1A−n11 (V 1

n − TV 2
n ).

Using (9.2.22) and (9.2.23), this implies

δ̂(span{Qnej}Mj=1, ran(P )) ≤ ‖V 2
0 ‖‖V 1

n − TV 2
n ‖rn

cos
(
φ(span{ej}Mj=1, S)

)
=

sin
(
φ(span{ej}Mj=1, ran(P ))

)
‖V 1

n − TV 2
n ‖rn

cos
(
φ(span{ej}Mj=1, S)

) .

(9.2.24)

It is clear by summing a geometric series that

‖T‖ ≤ ‖A12‖
α(1− r)

=
‖PA(I − P )‖

α− β
.

It follows that ‖V 1
n − TV 2

n ‖ ≤ 1 + ‖PA(I − P )‖/(α − β). Substituting this into (9.2.24) proves part (i)

of the theorem.

Next we argue that if i > M then ‖PQnei‖ → 0 as n→∞. We have that

PQnei =

M∑
j=1

αj,nQnej + vn

with ‖vn‖ → 0 by part (i). Note that we then have

αj,n = 〈PQnei, Qnej〉+ εj,n = 〈Qnei, PQnej〉+ εj,n,

where {εj,n}n∈N converges to 0. But again by (i) we have that PQnej approaches span{Qnek}Mk=1 which

is orthogonal to Qnei and hence {αj,n}n∈N converges to zero. The proof of part (ii) now follows the same

argument as in the proof of part (i) of Theorem 9.2.9 and of the final part of Theorem 9.2.13. The key

property being that if j ≤ M and i > M then 〈Q∗nAQnej , ei〉 → 0 due to the invariance of ran(P )

under A. Note that it does not necessarily follow (as is easily seen by considering upper triangular A) that

〈Q∗nAQnei, ej〉 → 0 for such i, j.
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9.3 The IQR Algorithm can be computed

The previous section gives a theoretical justification for why the IQR algorithm may work. However, we

are faced with the problem of how to compute with infinite data structures on a computer. Fortunately, there

is a way to overcome such a problem. The key is to impose some structural requirements on the infinite

matrix.

9.3.1 Quasi-banded subdiagonals

Definition 9.3.1. Let A be an infinite matrix acting as a bounded operator on l2(N) with basis {ej}j∈N.

For f : N → N non-decreasing with f(n) ≥ n we say that A has quasi-banded subdiagonals with respect

to f if 〈Aej , ei〉 = 0 when i > f(j).

This is the class of infinite matrices with a finite number of non-zero elements in each column (and not

necessarily in each row), which is captured by the function f . It is for this class that the computation of

the IQR is feasible on a finite machine. For this class of operators, one can actually compute (without any

approximation or any extra discretisation) the matrix elements of the n-th iteration of the IQR algorithm as

if it was done on an infinite computer (meaning the computation collapses to a finite one). The following

result of independent interest is needed in the proof. It generalises the well-known fact in finite dimensions

that the QR algorithm preserves bandwidth (see [Par98] for an excellent discussion of the tridiagonal case).

Proposition 9.3.2. Let A ∈ B(l2(N)) and let An be the n-th element in the IQR iteration, such that

An = Q∗n · · ·Q∗1AQ1 · · ·Qn, where

Qj = SOT-lim
l→∞

U j1 · · ·U
j
l

and U jl is a Householder transformation. If A has quasi-banded subdiagonals with respect to f then so

does An.

Proof. By induction, it is enough to prove the result for n = 1. From the construction of the Householder

reflections U1
m = Pm−1 ⊕ Sm, the chosen ηm (see Theorem 9.1.2) have

〈ηm, ej〉 = 0, j > f(m).

Using the fact that f is increasing, it follows that each U1
m has quasi-banded subdiagonals with respect to

f , as does the product U1
1 · · ·U1

m. It follows that Q1 must have quasi-banded subdiagonals with respect to

f and hence so does A1 = R1Q1 since R1 is upper triangular.

Theorem 9.3.3. Let A ∈ B(l2(N)) have quasi-banded subdiagonals with respect to f and let An be the

n-th element in the IQR iteration, i.e. An = Q∗n · · ·Q∗1AQ1 · · ·Qn, where

Qj = SOT-lim
l→∞

U j1 · · ·U
j
l

and U jl is a Householder transformation (the superscript is not a power, but an index). Let Pm be the usual

projection onto span{ej}mj=1 and denote the a-fold iteration of f by f ◦ f ◦ ... ◦ f︸ ︷︷ ︸
a times

= fa. Then

PmAnPm = PmU
n
m · · ·Un1 Un−1

f1(m) · · ·U
n−1
1 · · ·U2

f(n−2)(m) · · ·U
2
1U

1
f(n−1)(m) · · ·U

1
1

· Pfn(m)APfn(m)

· U1
1 · · ·U1

f(n−1)(m)U
2
1 · · ·U2

f(n−2)(m) · · ·U
n−1
1 · · ·Un−1

f1(m)U
n
1 · · ·UnmPm.
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Remark 9.3.4. What Theorem 9.3.3 says is that to compute the finite section of size m of the n-th iteration

of the IQR algorithm (i.e. PmAnPm), one only needs information from the finite section of size fn(m)

(i.e. Pfn(m)APfn(m)) since the relevant Householder reflections can be computed from this information. In

other words, the IQR algorithm can be computed. A version of this theorem for banded operators appeared

first in [Han08a].

Proof of Theorem 9.3.3: By induction, it is enough to prove that

PmAnPm = PmU
n
m...U

n
1 Pf(m)An−1Pf(m)U

n
1 ...U

m
1 Pm

To see why this is true, note that by the assumption that A has quasi-banded subdiagonals with respect to

f , Proposition 9.3.2 shows that An has quasi-banded subdiagonals with respect to f for all n ∈ N. Thus, it

follows from the construction in the proof of Theorem 9.1.2 that each U jl is of the form

U jl = Il,j,1 ⊕
(
Il,j,2 −

2

‖ξl,j‖2
ξl,j ⊗ ξ̄l,j

)
⊕ Il,j,3,

where Il,j,1 denotes the identity on Pl−1H, Il,j,2 denotes the identity on span{ek : l ≤ k ≤ f(l)}, Il,j,3
denotes the identity on P⊥f(l)H and ξl,j ∈ span{ek : l ≤ k ≤ f(l)}. Since Pm is compact, it then follows

that

PmAnPm = (SOT-lim
l→∞

PmU
n
l ...U

n
1 )Pf(m)An−1Pf(m)(SOT-lim

l→∞
Un1 ...U

n
l Pm)

= PmU
n
m...U

n
1 Pf(m)An−1Pf(m)U

n
1 ...U

m
1 Pm.

Remark 9.3.5. This result allows us to implement the IQR algorithm because each U jl only affects finitely

many columns or rows of A if multiplied either on the left or the right. In computer science, it is often

referred to as ‘lazy evaluation’ when one computes with infinite data structures, but defers the use of the

information until needed.

The next question is: how restrictive is the assumption in Definition 9.3.1? In particular, suppose that

A ∈ B(H) and that ξ ∈ H is a cyclic vector for A (i.e. span{ξ, Aξ,A2ξ, . . .} is dense in H). Then by

applying the Gram–Schmidt procedure to {ξ, Aξ,A2ξ, . . .}we obtain an orthonormal basis {η1, η2, η3, . . .}
for H such that the matrix representation of A with respect to {η1, η2, η3, . . .} is upper Hessenberg, and

thus the matrix representation has only one subdiagonal. The question is therefore about the existence of

a cyclic vector. Note that if A does not have invariant subspaces then every vector ξ ∈ B(H) is a cyclic

vector. Now what happens if ξ is not cyclic for A? We may still form {η1, η2, η3, . . .} as above, however,

H1 = cl (span{η1, η2, η3, . . .}) is now an invariant subspace for A and H1 6= H. We may still form a

matrix representation of A with respect to {η1, η2, η3, . . .}, but this will now be a matrix representation of

A|H1
. Obviously, we can have that Sp(A|H1

) ( Sp(A).

The following example shows that the class of matrices for which we can compute the IQR algorithm

covers a wide number of applications. In particular, it includes all finite interaction Hamiltonians on graphs.

Such operators play a prominent role in solid-state physics [Mat86, Mog91] describing propagation of

waves and spin waves, as well as encompassing Jacobi operators studied in many physical models and

integrable lattices [Tes00].
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Example 9.3.6. Consider a connected, undirected graphG, such that each vertex degree is finite and the set

of vertices V (G) is countably infinite. Consider the set of all bounded operators A on l2(V (G)) ∼= l2(N)

such that the set S(v) := {w ∈ V : 〈w,Av〉 6= 0} is finite for any v ∈ V . Suppose our enu-

meration {e1, e2, ...} of the vertices obeys the following. All of e1’s neighbours (including itself) are

S1 = {e1, e2, ..., eq1} for some finite q1. The set of neighbours of these vertices is S2 = {e1, ..., eq2}
for some finite q2 where we continue the enumeration of S1 and this process continues inductively enumer-

ating Sm. If we know S(v) for all v ∈ V then we can find an f : N→ N such that Aj,m = 0 if |j| > f(m).

We simply choose f(n) = qrn where rn is minimal such that ∪j≤nS(ej) ⊂ Srn . These types of examples

were met in §3.1.1 and §3.5.2 of Chapter 3.

9.3.2 Invertible operators

More generally, given an invertible operator A with information on how its columns decay at infinity, we

can compute finite sections of the IQR iterates with error control. For computing spectral properties, we

can assume, by shifting A → A + λI then translating by −λ back, that the operator we are interested in

is invertible. Hence, the invertibility criterion is not that restrictive. Throughout, we will use the following

lemma, which says that for invertible operators, the QR decomposition is essentially unique.

Lemma 9.3.7. Let A be an invertible operator (viewed as a matrix acting on l2(N)), then there exists a

unique decomposition A = QR with Q unitary and R invertible, upper triangular such that Rii ∈ R>0.

Furthermore, any other QR decomposition A = Q′R′ has a diagonal matrix D = diag(t1, t2, ...) such that

|ti| = 1 and Q = Q′D. In other words, the QR decomposition is unique up to phase choices.

Proof. Consider the QR decomposition already discussed in this chapter, A = Q′′R′′. A is invertible, and

hence Q′′ is a surjective isometry so is unitary. Hence R′′ = Q′′∗A is invertible. Being upper triangular, it

follows that R′′ii 6= 0 for all i. Choose ti ∈ T such that tiR′′ii ∈ R>0 and set D = diag(t1, t2, ...). Letting

Q = Q′′D∗ and R = DR′′ we clearly have the decomposition as claimed.

Now suppose that A = Q′R′ then we can write Q = Q′R′R−1. It follows that R′R−1 is a unitary

upper triangular matrix and hence must be of the form D = diag(t1, t2, ...) with |ti| = 1.

Another way to see this result is to note that the columns of Q are obtained by applying the Gram–

Schmidt procedure to the columns of A. The restriction that Rii ∈ R>0 can also be incorporated into

Theorem 9.3.3. Theorem 9.3.3 (in this subcase of invertibility) is then a consequence of the relations (9.1.6)

and the fact that if A has quasi-banded subdiagonals with respect to f then

PmA
nPm = Pm(Pfn(m)APfn(m))

nPm.

Assume that given A ∈ B(l2(N)) invertible (not necessarily with quasi-banded subdiagonals), we can

evaluate an increasing family of increasing functions gj : N → N such that defining the matrix A(j) with

columns {Pgj(n)Aen} we have that A(j) is invertible and∥∥(Pgj(n) − I)Aen
∥∥ ≤ 1

j
. (9.3.1)

It is easy to see that such a sequence of functions must exist since any S with ‖S −A‖ <
∥∥A−1

∥∥−1

is invertible. Given this information, without loss of generality by increasing the gjs pointwise if neces-

sary, applying Hölder’s inequality and taking subsequences, we may assume that
∥∥A(j) −A

∥∥ ≤ 1/j. In
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other words, given a sequence of functions satisfying (9.3.1) we can evaluate a sequence of functions with

this stronger condition. The following says that given such a sequence of functions, we can compute the

truncations PmAnPm to a given precision.

Theorem 9.3.8. Suppose A ∈ B(l2(N)) is invertible and the family of functions {gl}l∈N are as above.

Suppose also that we are given a bound C such that ‖A‖ ≤ C. Let ε > 0 and m,n ∈ N, then we can

choose j such that applying Theorem 9.3.3 (with the diagonal operators to ensure Rii > 0) to A(j) using

the function gj instead of f , we have the guaranteed bound∥∥PmAnPm − PmA(j),nPm
∥∥ ≤ ε,

where A(j),n denotes the n-th IQR iterate of A(j).

Proof of Theorem 9.3.8: First consider the error when applying Theorem 9.3.3 toA(j) with gj for any fixed

j. We will show that we can compute an error bound which converges to zero as j →∞ and from this, the

theorem easily follows by successively computing the bound and halting when this bound is less than ε.

Write the QR decompositions

An = Q̂nR̂n, (A(j))
n = Q̂(j),nR̂(j),n.

We have
∥∥A−A(j)

∥∥ ≤ 1/j and hence, by writing A(j) = A+ (A(j) −A), that

∥∥An − (A(j))
n
∥∥ ≤ n∑

k=1

(
n

k

)
1

jk
Cn−k ≤ (C + 1)n

j
=
C̃

j
,

where C̃ = (C + 1)n. The columns of Q̂n and Q̂(j),n are simply the columns of the matrices An and

(A(j))
n after the application of Gram–Schmidt. Let the first m columns of An and (A(j))

n be denoted

by {ak}mk=1 and {ãjk}mk=1 respectively and let {qk}mk=1 and {q̃jk}mk=1 be the vectors obtained after applying

Gram–Schmidt to these sequences of vectors. We then have

‖q1 − q̃j1‖ =

∥∥∥∥∥ a1

‖a1‖
− ãj1
‖ãj1‖

∥∥∥∥∥
=

∥∥∥∥∥a1(‖ãj1‖ − ‖a1‖)
‖a1‖‖ãj1‖

− (ãj1 − a1)‖a1‖
‖a1‖‖ãj1‖

∥∥∥∥∥ ≤ 2‖a1 − ãj1‖
‖ãj1‖

≤ 2C̃

j‖ãj1‖
.

(9.3.2)

For a vector v of unit norm, let P⊥v denote the orthogonal projection onto the space of vectors perpen-

dicular to v. Note that for two such vectors v, w, we have ‖P⊥v − P⊥w‖ ≤ ‖v − w‖. Let

vk = P⊥qk−1
· · ·P⊥q1ak, ṽjk = P⊥q̃jk−1

· · ·P⊥q̃j1 ã
j
k, (9.3.3)

then qk are just the normalised version of vk and likewise q̃jk are just the normalised version of ṽjk. Suppose

that for µ < k we have ‖qµ − q̃jµ‖ ≤ δ for some δ > 0. Then applying the above products of projections

we have

‖vk − ṽjk‖ ≤ ‖P⊥qk−1
· · ·P⊥q1(ak − ãjk)‖+ ‖P⊥qk−1

· · ·P⊥q1 ã
j
k − ṽ

j
k‖

≤ ‖ak − ãjk‖+ ‖P⊥qk−1
· · ·P⊥q1 − P⊥q̃jk−1

· · ·P⊥q̃j1‖‖ã
j
k‖

≤ ‖ak − ãjk‖+ (k − 1)δ‖ãjk‖.
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In the last line we have used the fact that if the operators {Al}ml=1 and {Bl}ml=1 have norm bounded by 1,

then ∥∥∥∥∥
m∏
l=1

Al −
m∏
l=1

Bl

∥∥∥∥∥ ≤
m∑
l=1

‖Al −Bl‖.

Applying the same argument as in the inequalities (9.3.2) we see that

‖qk − q̃jk‖ ≤
2(‖ak − ãjk‖+ (k − 1)δ‖ãjk‖)

‖ṽjk‖
≤ 2(C̃/j + 2(k − 1)δC̃)

‖ṽjk‖
, (9.3.4)

since ‖ãjk‖ ≤ C + C̃/j ≤ 2C̃. Now note that we can compute the ‖ṽjk‖ from the proof of Theorem 9.3.3.

Set δ1(j) = 2C̃

j‖ãj1‖
and for 1 < k ≤ m define iteratively

δk(j) = max

{
δk−1(j),

2(C̃/j + 2(k − 1)δk−1(j)C̃)

‖ṽjk‖

}
.

We must have ‖qk − q̃jk‖ ≤ δm(j) for 1 ≤ k ≤ m where we have now shown the j dependence as an

argument.

It follows that ‖(Q̂n − Q̂(j),n)Pm‖ ≤
√
mδm(j) and hence that

‖PmAnPm − PmA(j),nPm‖ ≤ ‖Pm(Q̂n − Q̂(j),n)∗AQ̂nPm‖+ ‖PmQ̂∗(j),n(AQ̂n −A(j)Q̂(j),n)Pm‖

≤
√
mδm(j)C + ‖(A−A(j))Q̂(j),nPm‖+ ‖A(Q̂n − Q̂(j),n)Pm‖

≤ 2
√
mδm(j)C +

1

j
.

So we need only show that δm(j) → 0 as j → ∞. Note that as j → ∞, the columns of (A(j))
n converge

to that of An. It follows that ãjk converge to ak and q̃j1 converges to q1. An easy inductive argument using

(9.3.3) and (9.3.4) shows that the vectors q̃jk converge to qk and ‖ṽjk‖ are bounded below. δm(j) → 0 now

follows.

9.4 SCI Classification Theorems

In this section, we will apply the above results to prove three classification theorems in the SCI hierarchy.

Remark 9.4.1. For simplicity, we will assume our algorithms can extract radicals but note that it is straight-

forward to adapt the algorithms to arithmetic algorithms by approximating square roots.

First, assume thatA ∈ B(l2(N)) is an invertible normal operator with Sp(A) = ω∪Ψ, where ω∩Ψ = ∅,
ω = {λi}Ni=1, and the λi’s are isolated eigenvalues with multiplicity mi satisfying |λ1| > . . . > |λN |. As

usual, we also assume that sup{|θ| : θ ∈ Ψ} < |λN | and set

M := m1 + . . .+mN ∈ N ∪ {∞}. (9.4.1)

In this section, we will assume for simplicity that all the mi except possibly mN are finite. To be able to

obtain the classification results we need two key assumptions.

(I) (Column decay): We assume a much weaker condition than bandedness of the infinite matrix. Indeed,

we suppose a known decay of the elements in the columns of A that is described through a family of

increasing functions {gj}j∈N. In particular, gj : N→ N is such that defining the infinite matrix A(j)

with columns {Pgj(n)Aen}n∈N we have that A(j) is invertible and∥∥(Pgj(n) − I)Aen
∥∥ ≤ 1

j
, n ∈ N. (9.4.2)
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(II) (Distance to span of eigenvectors): In order to obtain error control (∆1 classification), one needs to

control the hidden constant in theO(rn) estimate in (9.2.8). This is done as follows, where {Qn}n∈N
is a Q-sequence of A with respect to {ej}j∈N. Given finite k < M + 1 with m1 + ... + mN−1 <

k, we will assume that if l < N then {χ{λ1,...,λl}(A)ej}m1+...+ml
j=1 are linearly independent. We

also assume that {χ{λ1,...,λN}(A)ej}kj=1 are linearly independent. This simply ensures that the IQR

converges with the expected ordering (largest eigenvalue in the first diagonal entry then in descending

order). It follows from Theorems 9.2.9 and 9.2.7, that there exist eigenspaces E1, ..., EN (with the

last space depending on k and the vectors {ej}) corresponding to the eigenvalues λ1, ..., λN such that

– Ei = ker(A− λiI) is the full eigenspace if i < N

– δ̂
(⊕l

i=1Ei, span{Qnej}min{m1+...+ml,k}
j=1

)
→ 0 as n→∞ for l = 1, ..., N .

We then define the initial supremum subspace angle by

Φ(A, {ej}kj=1) := sup
l=1,...,N

φ

(
l⊕
i=1

Ei, span{ej}min{m1+...+ml,k}
j=1

)
,

where φ, defined by (9.1.1), denotes the subspace angle. Our assumptions and the proofs in §9.2

show that Φ(A, {ej}kj=1) < π/2 and hence the key quantity tan
(
Φ(A, {ej}kj=1)

)
is finite.

Remark 9.4.2. The quantity tan
(
Φ(A, {ej}kj=1)

)
can be viewed as a measure of how far {ej}kj=1 is

from {qj}kj=1, the k eigenvectors of A corresponding to the first k eigenvalues (including multiplicity and

preserving order). Hence it gives an estimate of how good the initial approximation {ej}kj=1 to {qj}kj=1

is. Indeed, we know from (9.2.8) that the convergence rate is O(rn), and the hidden constant C depends

exactly on this behaviour. In particular, if ej = qj for j ≤ k then C = 0.

Define also

r(A) = max{|λ2/λ1| , ..., |λN/λN−1| , ρ(A)/ |λN |}, ρ(A) = sup{|z| : z ∈ Ψ}.

We can now define the class of operators Ωkt,L for the classification theorem.

Definition 9.4.3. Given k ∈ N, t ∈ (0, 1) and L > 0, let Ωkt,L denote the class of invertible normal

operators A acting on l2(N) with ‖A‖ ≤ L such that:

1. There exists the decomposition Sp(A) = ω ∪ Ψ as above with m1 + ... + mN−1 < k ≤ M , where

M is defined in (9.4.1).

2. If m1 + ... + ml < k then {χ{λ1,...,λl}(A)ej}m1+...+ml
j=1 are linearly independent. Also, the vectors

{χ{λ1,...,λN}(A)ej}kj=1 are linearly independent.

3. We have access to functions gj : N→ N with (9.4.2).

4. It holds that r(A) ≤ t and tan
(
Φ(A, {ej}kj=1)

)
≤ L.

We can now define the computational problem that we want to classify in the SCI hierarchy. Consider

for any A ∈ Ωkt,L, the problem of computing the1 k-th largest eigenvalues (including multiplicity) and the

corresponding eigenspaces. In other words, we consider the set-valued mapping

ΞQR
1 (A) = S ⊂M = Ck ×

(
l2(N)

)k
1In the case of eigenvalues of equal magnitude, we compute a suitable subset - see below.
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where we define

S :=
{

(λ1, ..., λ1︸ ︷︷ ︸
m1 times

, ..., λN , ..., λN︸ ︷︷ ︸
k − (m1 + ...+mN−1) times

)× (q̂1, ..., q̂k) :

s.t. {q̂j}m1+...+ml
j=m1+...+ml−1+1 is an orthonormal basis of ran(χλl(A)) for l < N

and {q̂j}kj=m1+...+mN−1+1 is an orthonormal basis for a subspace of ran(χλN (A))
}
.

As discussed in §2.1, when we speak of convergence of Γn(A) ∈ M to ΞQR
1 (A), we define, with a slight

abuse of notation,

dist
(

Γn(A),ΞQR
1 (A)

)
:= inf

y∈ΞQR
1 (A)

dM(Γn(A), y)→ 0.

Having established the basic definition, we can now present the classification theorem.

Theorem 9.4.4 (∆1 classification for the extremal part of the spectrum). Given the above set-up we have

{ΞQR
1 ,Ωkt,L} ∈ ∆R

1 . In other words, for all n ∈ N, there exists a general tower using radicals, Γn(A), such

that for all A ∈ Ωkt,L,

dist
(

Γn(A),ΞQR
1 (A)

)
≤ 2−n.

Remark 9.4.5. Note that this means we converge to the k largest magnitude eigenvalues in order with error

control, and not just arbitrary points of the spectrum.

Proof of Theorem 9.4.4: Let A ∈ Ωkt,L then by the definition of Ωkt,L, we may take êj = ej for j = 1, ..., k

in the arguments in §9.2.1. The first step is to boundZ(A, {ej}kj=1) in terms of Φ(A, {ej}kj=1). Let {ẽj}kj=1

denote the basis described in §9.2.1. In our case:

• For any 1 ≤ i ≤ k, span{ẽj}ij=1 = span{ej}ij=1.

• If j > m1 + ...+ml then χλl(A)ẽj = 0.

• The vectors {χλl(A)ẽj}min{m1+...+ml,k}
j=m1+...+ml−1+1 are orthonormal.

Let δj = ‖ẽj‖ then we must have that if m1 + ...ml−1 < j ≤ m1 + ...+ml then

δ2
j − 1

δ2
j

≤ δ

(
span{ẽj},

l⊕
i=1

span{χ{λi}(A)ẽj}min{m1+...+mi,k}
j=m1+...mi−1+1

)2

≤ δ

(
span{ẽj}min{m1+...+ml,k}

j=1 ,

l⊕
i=1

span{χ{λi}(A)ẽj}min{m1+...+mi,k}
j=m1+...mi−1+1

)2

= δ

(
span{ej}min{m1+...+ml,k}

j=1 ,

l⊕
i=1

Ei

)2

≤ sin2
(
Φ(A, {ej}kj=1)

)
Where the first line holds since the nearest point to ẽj in

⊕l
i=1 span{χ{λi}(A)ẽj}min{m1+...+mi,k}

j=m1+...mi−1+1 is

simply χλl(A)ẽj and the Ei are defined as above and in (9.2.1). Rearranging, this implies that

δ2
j ≤

1

1− sin2
(
Φ(A, {ej}kj=1)

) =
1

cos2
(
Φ(A, {ej}kj=1)

) .
Hence it follows that

Z(A, {ej}kj=1) =

 k∑
j=1

δ2
j − 1

 1
2

≤

 k∑
j=1

tan2
(
Φ(A, {ej}kj=1)

) 1
2

≤
√
kL.
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In particular, Theorem 9.2.7 and its proof now imply that

δ̂(span{q̂j}, span{Qmej}) ≤ B(j)
√
kLtm,

where {q̂j}kj=1 are orthonormal eigenvectors ofA andQm is aQ−sequence ofA. In particular, {B(j)}kj=1

can be computed in finitely many arithmetic operations from the induction proof of Theorem 9.2.7. It

follows that there exists zj,m ∈ C of unit modulus such that defining β = max{B(1), ..., B(k)}
√
kL, we

have

‖Qmej − zj,mq̂j‖ ≤ βtm.

Note that we do not need to assume knowledge of N for this bound (trivially N ≤ k). Using that Qm is an

isometry, this implies that ∣∣〈Q∗mAQmej , ej〉 − λaj ∣∣ ≤ 2 ‖A‖βtm ≤ 2Lβtm,

where Aq̂j = λaj . Note that we must have {λaj}
m1+...+ml
j=m1+...+ml−1+1 = λl and {λaj}kj=m1+...+mN−1+1 =

λN by 3. in the definition of Ωkt,L.

Given any ε > 0, choose m large enough so that 2Lβtm ≤ ε and βtm ≤ ε. The fact that ‖A‖ ≤ L and

(9.4.2) hold implies that we can compute 〈Q∗mAQmej , ej〉 to accuracy ε using finitely many arithmetical

and square root operations using Theorem 9.3.8. Call these approximations λ̃1, λ̃2, ..., λ̃k. Furthermore,

the proof of Theorem 9.3.8 also makes clear that we can compute Qmej ∈ l2(N) to accuracy ε using

finitely many arithmetical and square root operations (the approximations have finite support). Call these

approximations q̃1, q̃2, ..., q̃k. Then set

Γε(A) = (λ̃1, λ̃2, ..., λ̃k)× (q̃1, q̃2, ..., q̃k).

The above estimates show that dist(Γε(A),ΞQR
1 (A)) ≤ 4kε. The proof is completed by setting Γn(A) =

Γ2−(n+2)/k(A).

Next, suppose we have a continuous increasing function g : R≥0 → R≥0 diverging at ∞ such that

g(0) = 0 and g(x) ≤ x. Let ΩgIQR be the set of all operatorsA acting on l2(N) (i.e. we fix the representation

with respect to the canonical basis) for which the IQR algorithm converges in the weak operator topology

to a diagonal matrix with the same spectrum as A and such that∥∥(A− zI)−1
∥∥−1 ≥ g

(
dist(z,Sp(A))

)
.

Note that by Theorem 9.2.9 this includes all normal compact operators, A, such that {z ∈ Sp(A) : |z| = s}
has size at most 1 for all s > 0 (where we can take g(x) = x).2 We will allow evaluations of g in our

algorithms and also assume that we are given functions that satisfy (9.4.2) and have an upper bound for

‖A‖. We consider computing ΞQR
2 (A) = Sp(A) in the space of compact non-empty subsets of C with the

Hausdorff metric.

Theorem 9.4.6 (Σ1 classification for spectrum). Given the above set-up we have {ΞQR
2 ,ΩgIQR} ∈ ΣR1 . In

other words, there is a convergent sequence of general towers using radicals, Γn(A), such that Γn(A) →
ΞQR

2 (A) = Sp(A) for any A ∈ ΩgIQR and for all n we have

Γn(A) ⊂ Sp(A) +B2−n(0).

2A simple compactness argument shows that for any bounded operator A there is a corresponding function g that works.
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Proof of Theorem 9.4.6: Let A ∈ ΩgIQR and Qm be a Q−sequence of A. Fix n ∈ N. Then Theorem 9.3.8

shows that we can compute any finite number of the diagonal entries of Q∗mAQm to any given accuracy

using finitely many arithmetical and square root operations. Similarly, the proof shows that we can compute

AQmej and Qmej to any given accuracy in l2(N) (the approximations have finite support). Now let αj,m

be the computed approximations of 〈Q∗mAQmej , ej〉 to accuracy 1/m, then since A ∈ ΩgIQR we have that

limm→∞ αj,m = αj ∈ Sp(A). Furthermore, {αj : j ∈ N} is dense in Sp(A). We have that∥∥(A− αj,mI)−1
∥∥−1 ≤ ‖AQmej − αj,mQmej‖

and hence that

dist(αj,m,Sp(A)) ≤ g−1(‖AQmej − αj,mQmej‖). (9.4.3)

Given m, j, we can compute an upper bound hj,m for the right-hand side of (9.4.3) by approximating the

norm ‖AQmej − αj,mQmej‖ from above to accuracy 1/m and finitely many evaluations of g. Namely, let

xj,m be the approximation of ‖AQmej − αj,mQmej‖ and set

hj,m =
min{l ∈ N : g(l/m) ≥ xj,m}

m
.

It is then clear that limm→∞ hj,m = 0 and hj,m ≥ g−1(‖AQmej − αj,mQmej‖).

We set Γn(A) = {αj,m(n,A) : j = 1, ..., n} where m(n,A) is minimal such that hj,m ≤ 2−n for

j = 1, ..., n. By (9.4.3), we must have that

Γn(A) ⊂ Sp(A) +B2−n(0).

It is also clear that Γn(A)→ Sp(A) in the Hausdorff metric.

The final result considers dominant invariant subspaces discussed in Theorem 9.2.15. Let M ∈ N,

t ∈ (0, 1) and L > 0. We let Ω̃Mt,L denote the class of operators such that the assumptions of Theorem

9.2.15 hold (same M ) and such that:

1. β/α < t,

2. max

{
‖A‖, sin

(
φ(span{ej}Mj=1,ran(P ))

)
cos
(
φ(span{ej}Mj=1,S)

) (
1 + ‖PA(I−P )‖

α−β

)}
≤ L.

We also assume that we are given functions that satisfy (9.4.2) and consider computing the dominant in-

variant subspace ΞQR
3 (A) = ran(P ) in the space of M -dimensional subspaces of l2(N) equipped with the

metric δ̂.

Theorem 9.4.7 (∆1 classification for dominant invariant subspace). Given the above set-up we have the

classification {ΞQR
3 , Ω̃Mt,L} ∈ ∆R

1 . In other words, for all n ∈ N, there exists a general tower using radicals,

Γn(A), each an M -dimensional subspace of l2(N), such that for all A ∈ Ω̃Mt,L,

δ̂
(

Γn(A),ΞQR
3 (A)

)
≤ 2−n.

Proof of Theorem 9.4.7: Let n ∈ N and A ∈ Ω̃Mt,L. Then from Theorem 9.2.15, we can choose m large so

that tmL < 2−(n+1), and hence

δ̂(span{Qmej}Mj=1, ran(P )) < 2−(n+1).
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Using Theorem 9.3.8 and its proof, given ε we can compute in finitely many arithmetical and square root

operations, approximations vm,j(ε) (of finite support) such that

‖vm,j(ε)−Qmej‖ ≤ ε.

The vectors {Qmej}Mj=1 are orthonormal, as are the approximations {vm,j(ε)}Mj=1. A simple application of

Hölder’s inequality then yields

δ̂
(
span{vm,j(ε)}Mj=1, span{Qmej}Mj=1

)
≤
√
Mε.

By the triangle inequality, the proof of the theorem is complete by choosing ε such that
√
Mε ≤ 2−(n+1)

and then setting Γn(A) = span{vm,j(ε)}Mj=1.

9.5 Numerical Examples

The aim of the is section is threefold:

1. To demonstrate the convergence and implementation results of §§9.2–9.4 on practical examples.

2. To demonstrate that, as well as the proven results, the IQR algorithm performs better than theoreti-

cally expected in many cases. In particular, we conjecture that for normal operators whose essential

spectrum has exactly one extremal point, the IQR algorithm will also converge to this point. We also

demonstrate cases where this seems to hold even if there are multiple extreme points of the essential

spectrum and even in non-normal cases.

3. To compare the IQR algorithm to the finite section method and show that in some cases it considerably

outperforms it. In general, one can view Sp(PmQ
∗
nAQnPm) as a generalised version of the finite

section method, now with two parameters (m and n) that can be varied with n controlling the number

of IQR iterates that are performed in an infinite-dimensional manner. In some cases, we find this

avoids spectral pollution whilst still converging to the entire spectrum.

The reader is directed to §7.1 and §7.3.2 of Chapter 7 for a thorough discussion of the finite section

method and when it fails (as well as the SCI of detecting this failure). Before embarking with some nu-

merical examples, two remarks are in order. First, extra care has been taken in the case of non-self-adjoint

(NSA) operators whose finite truncations can be non-normal, and hence the computation of their spectra

can be numerically unstable. Unless stated otherwise, all calculations were performed in double precision

(in MATLAB) and have been checked against extended precision [Adv06] to ensure that none of the results

are due to numerical artefacts. Second, when dealing with operators acting on l2(Z) we use N as an index

set by listing the canonical basis as e0, e1, e−1, e2, e−2, ..., allowing us to apply the IQR algorithm on l2(N).

Of course, different indexing is possible, and, in general, this would lead to different implementations of

the IQR algorithm,3 but we stick with this ordering throughout.

3A discussion of this is beyond the scope of this chapter. In effect, for invertible operators, this corresponds to choosing the order
of columns on which to perform a Gram–Schmidt type procedure.
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Figure 9.1: Exponential convergence to the diagonal blocks for T1 and T2.

9.5.1 Numerical examples I: normal operators

Example 9.5.1 (Convergence of the IQR algorithm). We begin with two simple examples that demonstrate

the linear (or exponential) convergence proven in Theorem 9.2.9 and Corollary 9.2.12 (and its generalisa-

tions). Consider first the one-dimensional discrete Schrödinger operator given by

T1 =



v1 1

1 v2 1

1 v3 1

1 v4
. . .

. . . . . .


,

where vj = 5 sin(j)2/
√
j if j ≤ 10 and vj = 0 otherwise. As a compact (in fact finite rank) perturbation

of the free Laplacian, Sp(T1) consists of the interval [−2, 2] together with isolated eigenvalues of finite

multiplicity which can be computed [WO17]. The second operator, T2, consists of taking the operator

T0 =


2 0 0 0

0 3i
2 0 0

0 0 − 5
4 0

0 0 0 − 9i
8


⊕

U1,

where Uk denotes the bilateral shift ej → ej+k, writing this as an operator on l2(N) and then mixing the

spaces via a random unitary transformation on the span of the first 9 basis vectors. This ensures T2 is not

written in block form but has known eigenvalues. We have plotted the difference in norm between the first

j × j block of each Q∗nTlQn and the diagonal operator formed via the largest j eigenvalues for j = 1, 2, 3

and 4 in Figure 9.1. The plot clearly shows the exponential convergence.

Example 9.5.2 (Convergence to extremal parts of the spectrum). To see why we may need some condition

on the spectrum for convergence of the IQR algorithm to the extreme parts of the spectrum, we consider

Laurent and Toeplitz operators with symbol given by a trigonometric polynomial

a(t) =

k∑
j=−k

ajt
j .
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Given such a symbol, we define Laurent and Toeplitz operators

L(a) =



· · · · · · · · · · · · · · · · · · · · ·
· · · a0 a−1 a−2 a−3 a−4 · · ·
· · · a1 a0 a−1 a−2 a−3 · · ·

· · · a2 a1 a0 a−1 a−2 · · ·
· · · a3 a2 a1 a0 a−1 · · ·
· · · a4 a3 a2 a1 a0 · · ·
· · · · · · · · · · · · · · · · · · · · ·


, T (a) =


a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
· · · · · · · · · · · ·



acting on l2(Z) and l2(N) respectively. Note that L(a) is always normal, whereas T (a) need not be (see

for example [BS99]). A simple example is a(t) = t which gives rise to the bilateral and unilateral shifts

L(a) = U1 and T (a) = S. In this case, both of these operators are invariant under iterations of the IQR

algorithm and hence their finite sections PmQ∗nTQnPm always have spectrum {0}. In the case of L(a),

this is an example of spectral pollution, whereas in the case of T (a) this does not capture the extremal parts

of the spectrum. Regarding pure finite section, the following beautiful result is known:

Theorem 9.5.3 ([SS60]). If a is a trigonometric polynomial then we have the following convergence in the

Hausdorff metric

lim
m→∞

Sp(PmL(a)Pm) = lim
m→∞

Sp(PmT (a)Pm) =
⋂

r∈(0,∞)

Sp(T (ar)) =: Υ(a),

where ar(t) = a(rt). Furthermore, this limit set is a connected finite union of analytic arcs, each pair of

which has at most endpoints in common.

It is straightforward to construct examples where it appears that both limn→∞ Sp(PmQ
∗
nT (a)QnPm)

and limn→∞ Sp(PmQ
∗
nL(a)QnPm) exist and are either the extreme parts of Sp(L(a)) or of Υ(a). For

example, consider the symbols

a(t) =
t3 + t−1

2
, ã(t) = t+ it−2.

Figure 9.2 shows the outputs of the IQR algorithm and plain finite section for the corresponding Laurent and

Toeplitz operators form = 50 and n = 1 and n = 300. In the case of a, it appears that both limit sets are the

extremal parts of Sp(L(a)) (together with 0 if m is not a multiple of 4). Whereas in the case of ã it appears

that limn→∞ Sp(PmQ
∗
nT (a)QnPm) is the extremal parts of Υ(a) and limn→∞ Sp(PmQ

∗
nL(a)QnPm) is

the extremal parts of Sp(L(a)) (again together with a finite collection of points depending on the value of

m modulo 3). Curiously, in both cases, we observed convergence in the strong operator topology to block

diagonal operators (up to unitary equivalence in each sub-block), whose blocks have spectra corresponding

to the limiting sets (hence the dependence on the remainder of m modulo 2 or 3). However, in contrast

to convergence to points in the discrete spectrum, convergence to these operators was only algebraic. This

is shown in Figure 9.3, where we have plotted the Hausdorff distance between the limiting set and the

eigenvalues of the first diagonal block. We also shifted the operators (+1.1I for a and −1.5iI for ã) so

that the extremal points correspond to exactly one point. In this scenario and for all considered operators

(Laurent or Toeplitz), the IQR algorithm converges strongly to a diagonal operator whose diagonal entries

are the corresponding extremal point of Sp(L(a)). This convergence is also shown in Figure 9.3, and we

observed a slower rate of convergence than before. This is possibly due to points from the other tips of the
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Figure 9.2: Top: Output of IQR and finite section on T (a) and L(a) for m = 50 and n = 1 (left), n = 300

(right). Bottom: Same but for the symbol ã. In both cases for a given symbol b, Sp(L(b)) is given by
{b(z) : z ∈ T} (shown) and Sp(T (b)) is given by Sp(L(b)) ∪ {z ∈ C\b(T) : wind(b, z) 6= 0}.

petals of Sp(L(a)) converging as we increase n. It would be interesting to see if some form of Theorem

9.5.3 holds for the IQR algorithm (now taking n → ∞). Given the examples presented here, such a

statement would likely be quite complicated. However, we conjecture that if a normal operator has exactly

one extreme point of its essential spectrum (and finitely many eigenvalues of magnitude greater than ress)

then this extreme point will be recovered for large enough m.

Example 9.5.4 (IQR and avoiding spectral pollution). In this example, we consider whether the IQR may

be used as a tool to avoid spectral pollution. Sometimes when considering Sp(PmTPm), spectral pollution

can be detected by changing m (edge states which correspond to spectral pollution are often unstable, but

this is not always the case). In general, Sp(PmQ
∗
nTQnPm) can be considered as a generalised version of

finite section with a finite number (n) of IQR iterates being performed on the infinite-dimensional operator

before truncation. If Qn is unitary, then this changes the basis before truncation, and such a change may

reduce (or change) spectral pollution allowing it to be detected. Here we consider

T3 =



0 3

3 0 1

1 0 3

3 0
. . .

. . . . . .


.
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Figure 9.3: Left: Algebraic convergence to block diagonal operators. Right: Algebraic convergence to
diagonal operators. In both cases we have plotted the difference in eigenvalues of the first block as we
increase n.
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Figure 9.4: Left: dH(Sp(PmQ
∗
n(T3 +0.2I)QnPm)−0.2,Sp(T3)) as a function of n for differentm. Right:

Sp(PmQ
∗
n(T3 +0.2I)QnPm)−0.2 as a function of n form = 201. Note the crossing of eigenvalues across

the spectral gap.

The spectrum of T3 is [−4,−2] ∪ [2, 4]. However, if m is odd then 0 ∈ Sp(PmT3Pm). We shifted the

operator by considering T3 +0.2I (and then shifted back for the spectrum). Figure 9.4 shows the Hausdorff

distance between Sp(PmQ
∗
n(T3 + 0.2I)QnPm) − 0.2 and Sp(T3) as n varies for different m. The spikes

in the distance correspond to eigenvalues leaving the interval [−4,−2] and crossing to [2, 4] (also shown in

Figure 9.4). The increase in distance as m decreases (for large n) is due less of the interval [−4,−2] being

approximated. It appears that the IQR algorithm can be an effective tool at detecting spectral pollution -

certainly a mixture of varying m and n will be more effective than just varying m.

Another example of this is given by the operator L(a) considered previously. For fixed m we found that

lim
n→∞

sup
z∈Sp(PmQ∗nL(a)QnPm)

dist(z,Sp(L(a))) = 0.

However, for finite section, spectral pollution occurs for all large m

lim
m→∞

sup
z∈Sp(PmL(a)Pm)

dist(z,Sp(L(a))) > 0
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Figure 9.5: Left: dH(Sp(PmQ
∗
nL(a)QnPm),Sp(L(a))) as a function of n for different m.

dH(Sp(PmQ
∗
nL(ã)QnPm),Sp(L(ã))) as a function of n for different m.

and the IQR algorithm can only recover the extreme parts of the spectrum

lim
n→∞

dH(Sp(PmQ
∗
nL(a)QnPm),Sp(L(a))) > 0.

Despite this, we found that for small fixed n > 0 it appears that

lim
m→∞

dH(Sp(PmQ
∗
nL(a)QnPm),Sp(L(a))) = 0.

This is shown in Figure 9.5 with similar results for L(ã).

9.5.2 Numerical examples II: non-normal operators

Although Theorem 9.2.9 considers normal operators, Theorems 9.2.13 and 9.2.15 suggest the IQR algo-

rithm may also be useful for non-normal operators. Indeed, the results presented here demonstrate that in

practice the IQR algorithm can work very well for non-normal problems. If an infinite matrix A has m

isolated eigenvalues {λ1, . . . , λm} (repeated according to multiplicity) outside ress(A) (the essential spec-

tral radius), then Theorems 9.2.13 and 9.2.15 suggest that the eigenvalues will appear on the diagonal of

PmQ
∗
nAQnPm as n→∞, i.e.

Sp(PmQ
∗
nTQnPm) −→ {λ1, . . . , λm}, as n→∞.

We will verify this numerically in the next examples. However, we will see that not only do we get con-

vergence to the eigenvalues, but often we also pick up parts of the boundary of the essential spectrum (this

was the case when considering T (a) but appeared not to be the case for T (ã)). This phenomenon is not

accounted for in the previous exposition where normality was crucial for proving Theorem 9.2.9.

Example 9.5.5 (Recovering the extremal part of the spectrum). For example, let

A =



a1 i

1 a2 i

1 a3 i

1 a4
. . .

. . . . . .


,
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Figure 9.6: Left: Spε(A) plotted as contours of the resolvent norm, as well as Sp(PmAPm) for
m = 300 with the false eigenvalue (recall that Sp(A) ⊆ Spε(A)). Right: Output of the IQR algorithm
Sp(PmQ

∗
nAQnPm) for m = 300 and n = 1000.

where aj = 5 cos(j)/4 + 2i sin(j). To gain an accurate picture of the spectrum, note that A is banded and

hence we can compute approximates to the pseudospectrum via the methods in Chapter 3. It is possible

to detect spectral pollution outside of Spε(A) if we can approximate it well. The phenomenon of spectral

pollution occurs for A: namely, the computed spectrum Sp(PmAPm) contains elements that have nothing

to do with Sp(A). This is visualised in Figure 9.6 (left), an example with spectral pollution z /∈ Sp1/10(A)

where the same phenomenon occurs for larger m. The spectral pollution phenomenon discussed in detail

in §7.1 and §7.3.2.

Remark 9.5.6. This example demonstrates that, in general, the finite section method is not always suitable

for computing spectra. Rather than working with square sections of the infinite matrix A, one should work

with PnAPm, where the parameters n andm are allowed to vary independently. Indeed, this idea was used

in previous chapters (see §3.1.3) and also used implicitly in the IQR algorithm (see §9.3).

We have also run the IQR algorithm with n = 1000 forA, shown in Figure 9.6 (right). We see that if one

takes a finite section after running the IQR algorithm, then part of the boundary of the essential spectrum

also appears, along with the discrete spectrum Spd(A). Note that the part of the boundary that is captured

is the extreme part (points with largest modulus). It seems that after running the IQR algorithm, the spectral

information from the largest isolated eigenvalues and the largest approximate point spectrum is ‘squeezed

up’ to the upper and leftmost portions of the matrix. This is not completely counter-intuitive given (9.1.6),

and is what normally happens in finite dimensions. The IQR iterates, in this case, converge to an upper

triangular matrix (analogous to the finite-dimensional case) in agreement with Theorems 9.2.13 and 9.2.15.

Example 9.5.7 (PT -symmetry in quantum mechanics). Finally, we consider a so called PT -symmetric

operator (non-normal), demonstrating the same phenomena. Recall from §3.6.3 that a Hamiltonian H =

p2/2 + V (x) is said to be PT -symmetric if it commutes with the action of the operator PT where P is the

parity operator x̂→ − x̂, p̂→ − p̂ and T the time operator p̂→ − p̂, i→ − i. Further discussion of these

operators is also given in §3.6.3. We consider an operator on l2(Z) of the form

(H1x)n = xn−1 + xn+1 + Vnxn.

This commutes with (the discrete version of) PT precisely when the potential has even real part and odd
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Figure 9.7: The plots show finite sections Sp(PmH1Pm) (magenta) and (shifted) Sp(PmQ
∗
nH1QnPm)

IQR iterates (blue) along with converged resolvent norm contours for γ = 1 (left) and γ = 2 (right). Both
figures are for m = 500, n = 3000 and show the convergence to the extremal parts of the spectrum.

imaginary part. We tested the IQR algorithm on the potential

Vn =

cos(n) + iγ sin(n), mod (n, 2) = 0

0, mod (n, 2) = 1
,

and found similar results for other potentials. Figure 9.7 shows the same qualitative behaviour as the last

example for γ = 1, 2 at m = 500, n = 3000. We shifted by 2.2 and 2.15 for γ = 1, 2 respectively.

For comparison we have shown converged resolvent norms. We found that spectral pollution with no IQR

iterates was consistent as we varied m. However, for a fixed m, increasing the number of iterates (n→∞)

caused Sp(PmQ
∗
nH1QnPm) to approach the extremal part of the spectrum.

9.5.3 Numerical examples III: random non-Hermitian operators and boundary

conditions

In this final section, we explore examples where the PmQ∗nTQnPm naturally give rise to periodic boundary

conditions (this was already seen for some examples of Laurent operators in §9.5.1). Both examples dis-

cussed here are physically motivated random tridiagonal operators on the lattice Z and are pseudoergodic -

a class that will be explored in detail in Chapter 10. One of the key applications of studying such random

operators can be found in condensed matter physics. The discrete models below have been used to study

conductivity of disordered media, flux lines in superconductors and asymmetric hopping particles. Many

such operators are also the discretisation of certain stochastic differential equations. As we will demon-

strate, the IQR method can be a powerful way of avoiding spectral pollution caused by unnatural ‘open’

boundary conditions in forming the finite section PmTPm. In both of these examples, periodic boundary

conditions are natural (this will be justified in Chapter 10), and we find that taking finite sections after

iterating the IQR algorithm captures periodic boundary conditions.

Example 9.5.8 (Hopping sign model in sparse neural networks). The first example is a non-normal operator

with random sub and super-diagonals, first studied by Feinberg and Zee [FZ99a, HOZ03, CWCL11]. The

usual ‘hopping sign model’ is defined via

(H2x)n = xn−1 + bnxn+1,
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with bn ∈ {±1} (say independent Bernoulli with parameter p = 1/2). This describes a particle ‘hopping’

on Z and can be mapped into a (complex-valued) random walk. We consider a slightly different operator

described by

(H3x)n = s−n−1 exp(−g)xn−1 + s+
n exp(g)xn+1,

and appearing in [AHN16] in the context of sparse neural networks. We assume that g is real and non-

negative and that s±j are i.d.d. random variables with Bernoulli distribution p. In other words

P(s±j = 1) = 1− P(s±j = −1) = p.

We only consider g = 1/10 and p = 1/2, but will vary p in an effort to compute the spectrum of H3

which only depends on the support of the distribution of the s±j ’s. It is easy to prove that the spectrum (and

pseudospectrum) of H3 is almost surely constant and that there is no inessential spectrum. Furthermore,

one can show that Sp(H3) is contained in the annulus {z ∈ C : 2 sinh(g) ≤ |z| ≤ 2 cosh(g)}.
Finite section calculations associated with this operator have some interesting properties and are exten-

sively studied in [AHN16]. If one projects using the standard basis of l2(Z) then one obtains matrices of

the form

M1
n =


0 s−−n+1 exp(−g)

s+
−n+1 exp(g) 0

. . .
. . . . . . s−n−1 exp(−g)

s+
n−1 exp(g) 0

 .

If we use open boundary conditions (i.e. we simply project onto the space spanned by {e−n, ..., en}) then

one can ‘gauge’ away g by a similarity transformation, leading to

M ′n =


0 s−−n+1

s+
−n+1 0

. . .
. . . . . . s−n−1

s+
n−1 0

 .

On the other hand, the use of periodic boundary conditions leads to the matrix

M2
n =


0 s−−n+1 exp(−g) s+

n exp(g)

s+
−n+1 exp(g) 0

. . .
. . . . . . s−n−1 exp(−g)

s−n exp(−g) s+
n−1 exp(g) 0

 ,

which does not suffer from this setback.

In [AHN16] this phenomenon was studied via localisation of the eigenvalues of M2
n, in particular using

the Lyapunov exponent κ(z) which is equal to the inverse of the localisation length. An eigenfunction ψ

with eigenvalue z localised around x0 behaves approximately as

|ψ(x)| ∼ exp(−κ(z) |x− x0|).

If one defines recursively

yn+1(z) = exp(g)
ψn+2

ψn+1
= −(s−n−1/s

+
n )/yn(z) + z/s+

n
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Figure 9.8: Top: Output of finite section over a random sample of 200 matrices of size 200 (left) and the
estimates using pseudospectral techniques (right). Bottom: The output of IQR over 200 samples computing
Sp(PmQ

∗
nH3QnPm) for m = 200 and n = 50 (left), n = 2000 (right). Note that a few iterates seem to

agree with periodic boundary conditions. Increasing the number of iterates further leads to convergence to
the extremal parts of the essential spectrum.

then (in the limit of large system sizes)

κ(z; g) = lim
N→∞

1

2N + 1

N∑
j=−N

(
log |yj(z)| − g

)
.

This is known as the transfer matrix approach. For fixed z, as we increase g, κ(z; g) becomes negative.

The heuristic is that a hole opens up in the spectrum corresponding to a negative Lyapunov exponent.

Eigenvalues of M2
n inside the hole are swept up and become delocalised moving to the rim of the hole,

whereas those outside remain largely undisturbed. Eigenvalues ofM1
n inside the negative κ zone correspond

to edge states due to the finite system size approximation.

Figure 9.8 shows the output of a sample of 200 finite sections with open boundary conditions and matrix

size 200. We have also shown the annular region that bounds the spectrum, as well as the contour κ = 0. In

order to calculate κ, we calculated the above sum on a grid with large N to ensure convergence. The colour

bar corresponds to the inverse participation ratio (log scale) of normalised eigenfunctions defined by

1/P ≡
∑
j |ψi|

4∑
j |ψi|

2 .

Note that this has a maximum value of 1 (localised) and a minimum value of 1/N (delocalised), N being

the size of the matrix. Open boundary conditions produce spectral pollution in the hole with localised
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eigenfunctions, and the contour κ = 0 corresponds to the delocalised region. In order to compare to the

spectrum of the infinite operator on l2(Z), we have plotted Spε(H3), for ε = 10−2, calculated using matrix

sizes of order 105. We note that the spectrum is independent of p ∈ (0, 1) so we have also shown the union

of these estimates over p = {k/100}99
k=1. Although the algorithm used to compute the pseudospectrum

is guaranteed to converge to Spε(H3), there are regions in the complex plane where this convergence is

very slow. Taking unions over p is simply a way to speed up this convergence. We found upon taking ε

smaller that the spectrum appeared to have a fractal-like nature. It also appears that the hole in the spectrum

corresponds to the boundary of two ellipses. It is easy to prove that the ellipse

E1 = {exp(g + iθ) + exp(−g − iθ) : θ ∈ [0, 2π)}

is contained in Sp(H3) and that the spectrum (and pseudospectrum) ofH3 has fourfold rotational symmetry.

Denoting the rotation of E1 by π/4 as E2 we have shown E1 ∪ E2 in the figure.

Figure 9.8 also shows the effect of IQR iterations over random samples of size 200 for m = 200 and

n = 50 and 2000. Remarkably, as we increase n, a few iterations are enough to capture periodic boundary

conditions and sweep away the localised edge states. We have also shown the inverse participation ratio

which, although now is defined with respect to a new basis, still gives an indication of how ‘diagonal’ the

matrix PmQ∗nH3QnPm is. If we increase n further, the output approaches the edge of the spectrum with

eigenvectors becoming more localised (in the new basis). We found exactly the same phenomena to occur if

we shifted the operator H3 with convergence to the corresponding extremal part of the essential spectrum.

Example 9.5.9 (NSA Anderson model in superconductors). Finally, we consider a non-normal operator

with no inessential spectrum where the IQR algorithm does not seem to converge to the boundary of the

essential spectrum, but rather to a curve associated with periodic boundary conditions in the large system

size limit.

We revisit the NSA Anderson model from §3.6.2, introduced by Hatano and Nelson in the context of

vortex pinning in type-II superconductors [HN96]. The operator in B(l2(Z)) can be written as

(H4x)n = exp(−τ)xn−1 + exp(τ)xn+1 + Vnxn, (9.5.1)

where τ > 0 and V is a random potential. This operator also has applications in population biology [NS98]

and the self-adjoint version of this model is widely studied for the phenomenon of Anderson localisation

(absence of diffusion of waves) [And58, BJZ+08]. In the NSA case, complex values of the spectrum

indicate delocalisation. Note that we now have randomness on the diagonal with fixed coupling coefficients

exp(±τ).

Standard finite section produces real eigenvalues since the matrix PmH4Pm is similar to a real symmet-

ric matrix. However, truncating the operator and adopting periodic boundary conditions gives rise to the

famous ‘bubble and wings’. If V = 0 then the spectrum is an ellipse E = {exp(τ + iθ) + exp(−τ − iθ) :

θ ∈ [0, 2π)}, but as we increase the randomness wings appear on the real axis. For a study of this phe-

nomenon and the described phase transition, we refer the reader to [FZ99a]. Goldsheid and Khoruzhenko

have studied the convergence of the spectral measure in the periodic case as N → ∞ in [GK98], N being

the number of sites. In general, this can be very different from the spectrum of the operator on l2(Z) given

by (9.5.1), highlighting the difficulty in computing the spectrum.

We consider the case τ = 1/2 with Vn i.i.d. Bernoulli random variables taking values in {±1} with

equal probability p = 1/2. Again, there is no inessential spectrum and the spectrum/pseudospectrum is

244



9.5. Numerical Examples CHAPTER 9. The Infinite-Dimensional QR Algorithm

-3 -2 -1 0 1 2 3

-1

-0.5

0

0.5

1

-3 -2 -1 0 1 2 3

-1

-0.5

0

0.5

1
Bounds on Sp

Figure 9.9: The output of IQR over 200 samples computing Sp(PmQ
∗
nH4QnPm) for m = 30 and n = 15

(left), n = 300 (right). Note that we appear to recover the periodic limit curve and increasing the number
of iterates causes the IQR algorithm to converge to the extremal parts. Applying shifts allows us to recover
the extremal parts of the limit curves.

constant almost surely, depending only on the support of the distribution of the Vn. The following inclusion

is also known, which bounds the spectrum:

Sp(H4) ⊂ (conv(E) + [−1, 1]) ∩ (E +B1),

where conv(E) its closed convex hull ofE andB1 denotes the closed unit disk. The choice of τ ensures the

spectrum has a hole in it. One may calculate the Lyapunov exponent, either by the transfer matrix approach

or by calculating a potential related to the density of states. The limiting distribution of the eigenvalues of

finite section with periodic boundary conditions is given by the complex curve

{z ∈ C\R : κ(z) = 0} ∪
{
x ∈ supp(dN) : lim

δ↓0
κ(x+ iδ) > 0

}
,

where dN denotes the density of states.

The output of the IQR algorithm for m = 30 and n = 15 and n = 300 over 200 random samples are

shown in Figure 9.9. Note that if we took n = 0, the spectrum would be real in stark contrast to Figure

9.9. Taking a small number of IQR iterates approximates the bubble and wings with a few remaining real

eigenvalues. However, upon increasing n, the output does not seem to converge to the extremal parts of

the spectrum, but seems to remain stuck on the limit curve with the operator PmQ∗nH4QnPm. Shifting by

+4iI caused the output to recover the top part of the limit curve.

Remark 9.5.10. For any operator A that has Qn unitary, the essential spectrum and spectrum of Q∗nAQn

are equal to that of A. As the above two examples suggest, taking a small value of n could be used

as a method of testing eigenvalues of finite section methods that correspond to finite system size effects,

such as open boundary conditions. This could be used in quasiperiodic systems or systems with very few

symmetries, where there is no obvious choice of appropriate boundary conditions.
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Chapter 10

Pseudoergodic Operators and Finite

Section

There is a growing literature on random non-self-adjoint infinite matrices with motivation ranging from

condensed matter physics to neural networks. Many of these operators fall into the class of ‘pseudoergodic’

operators (already seen in §9.5.3), which allows the elimination of probabilistic arguments when studying

spectral properties.

In this chapter, based on [Col19c], we demonstrate a wide class of operators where the computation

of the pseudospectrum is easier than that of the spectrum. We prove that, for pseudoergodic operators,

the pseudospectra of finite section approximates with periodic boundary conditions converge to the pseu-

dospectrum of the full infinite-dimensional operator. Numerical evidence of this was given in §3.6.2 and

§9.5.3, and we refer the reader to [Col19c] for further examples. Our results hold in any dimension, not just

for banded bi-infinite matrices, and can be considered as a generalisation of the well-known classical result

for banded Laurent operators and their circulant approximations.

In terms of the SCI hierarchy, this gives a Σ1 classification for the pseudospectral problem. Chapter

3 extends this far beyond the pseudoergodic case. Nevertheless, the results of this chapter are interesting

in their own right, since they use the classical finite section method (as opposed to the local resolvent

approach of Chapter 3). Furthermore, we show that the result carries over to the non-Hilbertian setting of

pseudoergodic operators acting on vector-valued lp spaces for arbitrary p ∈ [1,∞] (which also provides a

Π2 tower for the spectrum if we then shrink the pseudospectrum as ε ↓ 0).

10.1 Pseudoergodic Operators

Random matrices appear in a wide number of contexts throughout the sciences, ranging from applied

physics through to areas of pure mathematics such as number theory [Meh04, BK99, Mui82, Ede88]. In

particular, the study of random Jacobi operators can be traced back at least as far as the famous Ander-

son model [And58, And61]. Over the past two decades, there has been a considerable amount of interest

in the study of random non-self-adjoint (NSA) operators on separable Hilbert spaces. As well as their

interesting mathematical properties, motivation for studying such operators can be found in condensed

matter physics: conductivity of disordered media, flux lines in superconductors and asymmetric hopping

247



10.1. Pseudoergodic Operators CHAPTER 10. Pseudoergodic Operators

particles, and even in population biology [FZ99a, HN97, NS98, HOZ03, AHN16]. One is often inter-

ested in how the spectrum and pseudospectrum behave under truncation of the operators to finite matrices

[FZ99b, GK00, LR12, TE05, CWCL13], which can also lead to algorithms computing spectral properties

numerically. Many of the operators studied in the above papers are pseudoergodic (also sometimes referred

to as stochastic Laurent matrices in the l2(Z) case), which roughly means that every possible finite pattern

in the matrix elements appears somewhere up to arbitrary precision (see Definition 10.1.1). This allows

the treatment of such random operators in a deterministic fashion, leading to simplified proofs of spectral

properties which often depend only weakly on the distribution of matrix elements (e.g. on its support).

The core result of this chapter is that in the limit of increasing system size, pseudospectra converge to

the pseudospectra of the full operator if we apply periodic boundary conditions. This result was conjectured

in [DNS99] for a particular one-dimensional lattice model but has so far remained an open problem.1 The

result presented here holds for any dimension and any finite range interaction pseudoergodic operator (not

just tridiagonal). In other words, the passage from finite volumes to the infinite volume case is continuous

with respect to the pseudospectrum. This can be considered as a complement to the well-known corre-

sponding result for banded Laurent operators - it is precisely the fact that pseudoergodic operators ‘look

the same’ under translational shifts that allows us to prove this result. The fact that we can approximate

the pseudospectrum of the full infinite-dimensional operator using square matrices allows the numerical

computation of pseudospectra on lp spaces with p 6= 2, and we prove the convergence of pseudospectra in

this case also. This is in contrast to the methods developed in Chapter 3, which use rectangular matrices

and for which no such generalisation is numerically possible. As well as being of interest from the finite

section point of view, our results have practical significance. A numerical example was given in §3.6.2 and

further examples can be found in the paper [Col19c].

It should be mentioned that, in sharp contrast to our results, spectra of finite sections are often very

different from that of the full operator, particularly in the NSA case (this was discussed in §9.5.3). The

classic pseudoergodic example is the widely studied NSA Anderson model [HN97, NS98, SN98, BZ98,

BSB97, HWY02], which was studied in §3.6.2 and §9.5.3. Recall that this pseudoergodic operator acts on

l2(Z) via

(Hx)n = e−τxn−1 + eτxn+1 + Vnxn,

where τ > 0 and V is a (real-valued) random potential. Truncating the operator to span{e−n, ..., en} and

adopting periodic boundary conditions gives a spectrum with the famous ‘bubble and wings’. Goldsheid

and Khoruzhenko have studied the convergence of the spectral measure in the periodic case as n → ∞
in [GK98, GK00]. This can be very different from the spectrum of the operator on l2(Z), highlighting

the difficulty in computing the spectrum. Applying no boundary conditions and simply taking the matrix2

PnAPn is even worse. In this case, the matrix is similar to a real symmetric matrix, hence has a completely

real spectrum. Already we can see stability playing a role - as n increases, the condition number of the

similarity transform increases exponentially when τ 6= 0. There are certain cases where the obvious finite

section PnAPn behaves better, and we refer the reader to [CWCL13, CWCL11] for a thorough study of the

famous ‘hopping sign model’ where, remarkably, this is the case.

1Most results in the literature consider either special cases of tridiagonal pseudoergodic operators or use the theory of limit operators
to write the pseudospectrum of pseudoergodic operators acting on l2(Z) as the union of pseudospectra over all possible periodic
submatrices (see for example [Hag16a, Hag16b]), which is not helpful from a numerical perspective.

2Throughout this chapter, Pn will denote the orthogonal projection onto span{e−n, e−n+1, ..., en} in the case of l2(Z).

248



10.1. Pseudoergodic Operators CHAPTER 10. Pseudoergodic Operators

10.1.1 Definitions and main results

GivenA ∈ B(l2(Zd)) and i, j ∈ Zd, we will denote the inner product 〈Aej , ei〉with respect to the canonical

basis by Ai,j .

Definition 10.1.1 (Pseudoergodicity). Let A be a bounded operator acting on l2(Zd). Given a collection

M = {Mk}k∈Zd of compact subsets Mk ⊂ C, we say that M is permissible if only finitely many of the Mk

are not {0}. Given a permissible M , we say that A is pseudoergodic with respect to M if Ai,j ∈Mi−j and

the following property holds. Given any ε > 0, finite subsets Sk ⊂ Zd and functions Fk : Sk → Mk, there

exists a translation T acting on Zd such that

sup
i∈Sk

∣∣AT (i),T (i)−k − Fk(i)
∣∣ < ε, ∀k ∈ Z.

We define A(M) be the class of pseudoergodic operators with respect to M , and Ωd to be the class of

pseudoergodic operators acting on l2(Zd).

A few remarks are in order. Note first that in the case of d = 1, such an operator must be banded by the

assumption that only finitely many of theMk are not {0}. Second, it is also clear that such operators must be

bounded for any d. This is also true when considering these infinite matrices as operators acting on lp(Zd)

(see §10.3) for which we use the same definition of pseudoergodicity. Third, the same translation T is

required to work for all the diagonals simultaneously, and it is clearly sufficient only to test those diagonals

that are non-zero. The idea is that every possible finite pattern is realised up to an arbitrarily small error

in each of the selected diagonals. In the case of the (one-dimensional) NSA Anderson model with i.i.d.

diagonals with support M , A is clearly almost surely pseudoergodic with respect to M1 = {eτ},M0 = M

and M−1 = {e−τ} (with all other diagonals being zero). This can be extended to the hopping sign model,

random tridiagonal operators and many other variants studied in the literature.

It is straightforward to show that the maps Sp(·) and Spε(·) are constant on each A(M) (see [Dav01]

for the case of pseudoergodic potentials, exactly the same argument can be extended to the operators in

this chapter). We then let Apern denote the nth order truncation of A ∈ Ωd with natural periodic boundary

conditions (see §10.2, in particular equation (10.2.5)). In the Hilbert space case of l2(Zd) our main result

is the following.

Theorem 10.1.2. Let A ∈ Ωd and ε > 0, then limn→∞ Spε(A
per
n ) = Spε(A) in the Hausdorff metric and

Spε(A
per
n ) ⊂ Spε(A). Define the algorithm Γn(A) = PseudoSpecPer(A,n, ε), then limn→∞ Γn(A) =

Spε(A) in the Hausdorff metric and Γn(A) ⊂ Spε(A). In particular, for a given A(M), the problem of

computing Spε lies in ΣA1 .

The routine alluded to in the above theorem is written in pseudocode as
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Function PseudoSpecPer(A, n, ε)
Input : n, A pseudoergodic, ε > 0

Output: Γ ⊂ C, an approximation to Spε(A)

G = (Z + iZ)/n ∩Bn(0)

for z ∈ G do
B = Apern − zI , C = (Apern )∗ − z̄I
S = B∗B, T = C∗C

p = IsPosDef(S − ε2), q = IsPosDef(T − ε2)

ν(z) = min(p, q)

end

Γ =
⋃
{z ∈ G |ν(z) = 0}.

end

HereBn(0) denotes the closed ball of radius n around 0 and the IsPosDef routine determines whether

a matrix is positive definite (returns 1) or not (returns 0). This can be done by using an incomplete Cholesky

decomposition [CRH19] (chosen for stability and speed of computation - see §3.5.2 for a discussion on

efficient implementation and various methods of computing the smallest singular values). If wanted, this can

be altered to use only finitely many arithmetic operations and comparisons. It is also efficient to restrict/alter

the ball G to be any region of the complex plane where one is interested in computing the pseudospectrum

(e.g. near a rough approximation of the pseudospectrum).

The results can also be extended to the lp(Zd) case where the definition of pseudoergodicity remains the

same, and we use a superscript to denote pseudospectra with respect to the corresponding operator norm.

Theorem 10.1.3. Let p ∈ [1,∞] and A ∈ Ωd. Then limn→∞ Sppε (A
per
n ) = Sppε (A) in the Hausdorff

metric and Sppε (A
per
n ) ⊂ Sppε (A). In particular, for a given A(M), the problem of computing Sppε lies in

ΣA1 .

This can also be used in a similar routine to PseudoSpecPer (see §10.3). The 2−norm and any other

p−norm of an n×nmatrix can only differ by a factor of
√
n and hence the different notions of pseudospectra

are only useful for large or infinite matrices. There are examples [JT98] where this difference is important.

In particular, the 1−norm and∞−norm pseudospectra are relevant for probability theory [BM92, Ber03]

and heat flow [Arn51].

Remark 10.1.4. By considering the limit ε ↓ 0, this provides a ΠA
2 algorithm for computing the spectrum of

pseudoergodic operators acting on lp(Zd). This is an interesting result since it holds in the non-Hilbertian

setting when p 6= 2.

10.2 The Hilbert Space Case

Throughout this section, we will use ‖ · ‖ to denote the standard l2 norm and assume that M is permissible.

Let A ∈ B(l2(Zd)) and define the injection modulus by

σ1(A) := inf{‖Ax‖ : x ∈ l2(Zd), ‖x‖ = 1},

which is equal to the smallest singular value in the case of finite matrices. Define the function

ψA(z) := min{σ1(A− zI), σ1(A∗ − z̄I)}.
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It is well-known that ψA(z) = ‖R(z,A)‖−1 and hence (since all the operators are bounded) we can char-

acterise the pseudospectrum via

Spε(A) = {z ∈ C : ψA(z) ≤ ε}. (10.2.1)

As part of the proof of Theorem 10.1.2, we will show that for n larger than the bandwidth of A

lim sup
l→∞

ψAperl
(z) ≤ ψA(z) ≤ ψApern

(A),

where Apern denotes the finite sections of A with appropriate periodic boundary conditions (see below). We

begin with the simpler case of d = 1 and then discuss the generalisation to d > 1. These are then used to

prove Theorem 10.1.2. Finally, we discuss the generalisation to vector-valued l2 sequences (where matrix

value entries Ai,j are considered).

10.2.1 The case of d = 1

We will first deal with the case of d = 1 since it presents the key ideas without additional notational

complexity. Given A ∈ B(l2(Z)), let Aon ∈ C(2n+1)×(2n+1) denote the matrix formed by PnAPn with

Pn the orthogonal projection onto span{e−n, e−n+1, ..., en}. In other words, Aon is the matrix formed by

standard finite section with open boundary conditions. Our first lemma states that in the limit n → ∞,

ψAon(z) ≤ ψA(z) and uses only the properties of bandedness and boundedness of A ∈ Ω1.

Lemma 10.2.1. Let A ∈ Ω1 with A ∈ A(M), then for any z ∈ C, lim supn→∞ ψAon(z) ≤ ψA(z).

Proof. Let δ > 0, then by definition there exists some x̃ ∈ l2(Z) of norm 1 such that ‖(A − zI)x̃‖ ≤
σ1(A − zI) + δ. Let xk = Pkx̃/‖Pkx̃‖ then, since Pkx̃ → x̃ as k → ∞ and A is bounded, it follows

that for large enough k ≥ k0, ‖(A − zI)xk‖ ≤ σ1(A − zI) + 2δ. Set x = xk0
, which has norm one by

construction. Since the support of x is finite and A is banded, we must have (Aon − zI)x = (A− zI)x for

n ≥ m+ k0 where m is the bandwidth of A given by

m := max{|k| : Mk 6= 0}. (10.2.2)

Hence σ1(Aon − zI) ≤ ‖(Aon − zI)x‖ ≤ σ1(A− zI) + 2δ. Since δ > 0 was arbitrary, it follows that

lim sup
n→∞

σ1(Aon − zI) ≤ σ1(A− zI).

Since the adjoint is also banded, we can prove the same inequality replacing σ1(Aon−zI) by σ1((Aon)∗−z̄I)

and σ1(A− zI) by σ1(A∗ − z̄I) in exactly the same way. The result now follows.

Given A ∈ A(M), let Lb.c.
n be a lower diagonal matrix, with matrix values uniformly bounded in n,

such that (Lb.c.
n )i,j = 0 if j > i + m − (2n + 1), where i, j are indexed in {−n,−n + 1, ..., n} and

m is defined in (10.2.2). Similarly let Ub.c.
n be an upper diagonal matrix, with matrix values uniformly

bounded in n, such that (Ub.c.
n )i,j = 0 if i > j + m − (2n + 1). The superscript b.c. stands for the

boundary conditions being imposed, which are captured by these upper and lower diagonal matrices. Let

Ab.c.
n = Aon + Lb.c.

n + Ub.c.
n . For fixed m, letting n→∞, we can conclude in exactly the same way as the

above that

lim sup
n→∞

ψAb.c.
n

(z) ≤ ψA(z). (10.2.3)

251



10.2. The Hilbert Space Case CHAPTER 10. Pseudoergodic Operators

The point is that the boundary conditions only act locally. We denote periodic boundary conditions by a

superscript per and in this case we fix the non-zero entries of Lpern and Upern such that these are given by

(Lpern )i,j ∈Mi−j−(2n+1) if j ≤ i+m− (2n+ 1), (Upern )i,j ∈Mi−j+(2n+1) if i ≤ j +m− (2n+ 1).

Note that we are allowing any choice up to these constraints. The above ensure that the coupling between

sites (i.e. the non-zero diagonals) is consistent if one defines the matrix

Apern,N :=



Aon Lpern

Upern Aon
. . .

. . . . . . . . .
. . . . . . Lpern

Upern Aon


︸ ︷︷ ︸

N blocks

,

where each block is a n×nmatrix. The following proposition is the key result in showing periodic boundary

conditions are a good choice for calculating pseudospectra of pseudoergodic operators.

Proposition 10.2.2. Consider the above set up with A ∈ A(M) (and d = 1). For all n ≥ m and all z ∈ C

we have ψApern
(z) ≥ ψA(z).

Proof. We will show that for n ≥ m and all z ∈ C we have σ1(Apern − zI) ≥ σ1(A − zI). Dealing with

σ1(Aper∗n − z̄I) is similar and together these give the result.

Let δ > 0 and choose x ∈ C2n+1 such that ‖x‖ = 1 and ‖(Apern − zI)x‖ ≤ σ1(Apern − zI) + δ. The

idea is to extend x periodically and use pseudoergodicity. Extend x and y = (Apern − zI)x periodically N

times to obtain xN , yN ∈ CN(2n+1) and consider the matrix Apern,N above. Then we have

(Apern,N − zI)xN =


Aon Lpern

Upern Aon
. . .

. . . . . . Lpern

Upern Aon





x

x
...

x

x


− zxN =



(Aon + Lpern )x

Apern x
...

Apern x

(Aon + Upern )x


− zxN .

It follows that the vector

(Apern,N − zI)xN − yN = −



Upern x

0
...

0

Lpern x


(10.2.4)

has norm bounded by some constant, D(m,M), independent of N and all x of norm 1. This is because the

values of the non-zero entries of (Apern,N − zI)xN − yN are uniformly bounded and there are at most 2m

of them. The constant will in general depend on m and the maximum modulus over the set ∪kMk, but this

dependence is not relevant for the argument. The idea is shown visually in Figure 10.1.

It follows that

‖(Apern,N − zI)xN‖ ≤ ‖yN‖+D(m,M) ≤ N 1
2 (σ1(Apern − zI) + δ) +D(m,M).
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Figure 10.1: Visualisation of matching across periodic extensions for n = 1 and N = 2, on l2(Z). For this
example the diagonal takes the value 1 and the superdiagonal takes values bi ∈ M−1. The circled index
corresponds to the discrepancy with yN (in this case the missing b3x1 term).

By construction, all entries of the periodic extension Apern,N come from the set Mk of the corresponding

diagonal with respect to which A is pseudoergodic. Hence by pseudoergodicity of A, for each desired

accuracy ε > 0 there is a desired (2n+ 1)N × (2n+ 1)N submatrix of A which is ε close to Apern,N . Hence

we can shift the support of xN and let wN ∈ l2(Z) equal xN on the corresponding (2n+ 1)N entries and

zero otherwise. Choosing ε sufficiently small we have ‖wN‖ = ‖xN‖ = N
1
2 and

‖(A− zI)wN‖ ≤ N 1
2 (σ1(Apern − zI) + δ) + δ +D(m,M).

It follows that

σ1(A− zI) ≤ σ1(Apern − zI) + 2δ +D(m,M)N−
1
2 .

Letting N →∞ and then δ ↓ 0 gives σ1(Apern − zI) ≥ σ1(A− zI).

10.2.2 The case of d > 1

In order to deal with d > 1, it is useful to introduce some notation. Given n ∈ N and k ∈ Zd define the

index sets

Cn := {−n, n+ 1, ..., n}d, Cn,k := Cn + (2n+ 1)k.

The Cn,k partition Zd and will be used to construct the relevant periodisations. Given N ∈ N, we also

define

CN ⊗ Cn :=
⋃

k∈CN

Cn,k = C2Nn+N+n.

For W ⊂ Zd, we define the orthogonal projections PW , P⊥W : l2(Zd)→ l2(Zd) via

(PWx)j =

xj , if j ∈W,

0, otherwise

and P⊥W = PZd\W . We define the shift operator Sn,k : l2(Zd)→ l2(Zd) via

(Sn,kx)j = xj−(2n+1)k, j ∈ Zd
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which translates between the Cn,k’s. Given A ∈ Ωd, and with a slight abuse of notation, we can define the

matrices Aon and Apern acting on the range of PCn (i.e. l2(Cn)) via

Aonx = PCnAPCnx, Apern x =
∑
k∈C1

PCnSn,−kAPCnx. (10.2.5)

Finally, the periodisation Apern,N acting on l2(CN ⊗ Cn) is defined via

Apern,Nx = PCN⊗Cn
∑
k∈CN

Sn,kAPCnSn,−kx.

All of these definitions also extend to the lp case considered in §10.3. As before, we could have taken any

values from the relevant Mk’s in forming the above generalisations of Lpern and Upern . However, the above

definitions give a much cleaner presentation. The reader is referred to Figure 10.2 for the case of d = 2,

which also explains the idea of the proof below. Note that the proof of Lemma 10.2.1 is identical for d > 1

and yields (10.2.3) for periodic boundary conditions with the general notion of bandedness given by

m := max{‖k‖∞ : Mk 6= {0}}.

Care is only needed for the argument in the proof of Proposition 10.2.2.

Proof of extension of Proposition 10.2.2 to d > 1. Again we will only show that for n ≥ m and all z ∈ C

we have σ1(Apern − zI) ≥ σ1(A − zI). Let δ > 0 and choose x ∈ l2(Cn) such that ‖x‖ = 1 and

‖(Apern − zI)x‖ ≤ σ1(Apern − zI) + δ. Define the periodisations

yN := PCN⊗Cn
∑
l∈CN

Sn,l(A
per
n − zI)x, xN := PCN⊗Cn

∑
l∈CN

Sn,lx.

The key step of the proof is a result analogous to (10.2.4). We have that

(Apern,N − zI)xN − yN =

(
PCN⊗Cn

∑
k∈CN

Sn,kAPCnSn,−kx
N

)
− zxN

−

(
PCN⊗Cn

∑
k∈CN

Sn,kA
per
n x

)
+ zxN

= PCN⊗Cn
∑
k∈CN

[(
Sn,kAPCnSn,−k

∑
l∈CN

Sn,lx

)
− Sn,k

∑
l∈C1

PCnSn,−lAPCnx

]
.

Since PCnx = x, we can simplify the first term in the sum via

PCnSn,−k
∑
l∈CN

Sn,lx = PCnx.

This yields

(Apern,N − zI)xN − yN = PCN⊗Cn
∑
k∈CN

(
Sn,kAPCnx− Sn,k

∑
l∈C1

PCnSn,−lAPCnx

)
. (10.2.6)

Since n ≥ m we can write

APCnx =
∑
t∈C1

PCn,tAPCnx.

Note that the terms corresponding to t = 0 cancel in (10.2.6). We also have the relation

PCnSn,−l = Sn,−lPCn,−l .
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Putting these together in (10.2.6), we arrive at

(Apern,N − zI)xN − yN = PCN⊗Cn
∑
k∈CN

Sn,k

[(∑
t∈C1

PCn,t

)
−
∑
l∈C1

Sn,−lPCn,−l
∑
t∈C1

PCn,t

]
P⊥CnAPCnx

= PCN⊗Cn
∑
k∈CN

∑
t∈C1

(Sn,k − Sn,kSn,t)PCn,tP⊥CnAPCnx

=
∑

t∈C1\{0}

∑
k∈CN

PCN⊗Cn (Sn,k − Sn,k+t)PCn,tAPCnx.

Given t ∈ C1\{0}, the only terms remaining in∑
k∈CN

PCN⊗Cn (Sn,k − Sn,k+t)PCn,t

after cancellations are ∑
k∈CN ,t−k/∈CN

−PCN⊗CnSn,k+tPCn,t .

We can also restrict the sum to k ∈ CN such that there exists t ∈ C1 with t − k /∈ CN and denote this set

inclusion via k ∈ ∂CN . Upon swapping the order of summations again, we arrive at

(Apern,N − zI)xN − yN = −
∑

k∈∂CN

∑
t∈C1\{0}
t−k/∈CN

Sn,k+tPCn,tAPCnx.

Given k ∈ ∂CN , the vector ∑
t∈C1\{0}
t−k/∈CN

Sn,k+tPCn,tAPCnx

is supported in Cn,−k and has norm at most 3d‖A‖. Since these vectors have disjoint support over different

k, it follows that

‖(Apern,N − zI)xN − yN‖ ≤ 3d‖A‖ |∂CN |
1
2 = O(N

d−1
2 ). (10.2.7)

It follows that

‖(Apern,N − zI)xN‖ ≤ ‖yN‖+O(N
d−1

2 ) ≤ |CN |
1
2 (σ1(Apern − zI) + δ) +O(N

d−1
2 ),

since ‖yN‖ = |CN |
1
2 ‖y‖. The idea behind this part of the proof is shown in Figure 10.2 for the case of

d = 2.

Now we use the pseudoergodicity property of A. Again by construction, all entries of the periodic

extension Apern,N come from the set Mk of the corresponding diagonal with respect to which A is pseudo-

ergodic. Hence by pseudoergodicity of A, for each desired accuracy ε > 0 there is a desired (2(2Nn +

N + n) + 1)d × (2(2Nn + N + n) + 1)d submatrix of A which is ε close to Apern,N . Hence we can shift

the support of xN and let wN ∈ l2(Z) equal xN on the corresponding (2(2Nn+N + n) + 1)d entries and

zero otherwise. Choosing ε sufficiently small we have ‖wN‖ = ‖xN‖ = |CN |
1
2 = (2N + 1)

d
2 and

‖(A− zI)wN‖ ≤ (2N + 1)
d
2 (σ1(Apern − zI) + δ) + δ +O(N

d−1
2 ).

It follows that

σ1(A− zI) ≤ σ1(Apern − zI) + 2δ +O(N−
1
2 ). (10.2.8)

Letting N →∞ and then δ ↓ 0 gives σ1(Apern − zI) ≥ σ1(A− zI).
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Figure 10.2: Visualisation of how periodisation works for d = 2 and z = 0. We have Apern = Aon +

A
(−1,1)
n + A

(0,1)
n + A

(1,1)
n + A

(1,0)
n + A

(1,−1)
n + A

(0,−1)
n + A

(−1,−1)
n + A

(−1,0)
n . Without (−1, 1) refers to

this sum without A(−1,1)
n and with (−1, 1) refers to A(−1,1)

n etc. We clearly see that (Apern,N − zI)xN − yN

is supported on ∂CN with at most 3d terms (in fact 3 in this case) in each ‘box’.

10.2.3 Proof of Theorem 10.1.2

Using these results, we can now prove Theorem 10.1.2.

Proof of Theorem 10.1.2. The inclusion Spε(A
per
n ) ⊂ Spε(A) follows from Proposition 10.2.2 and the

characterisation in (10.2.1). For the convergence limn→∞ Spε(A
per
n ) = Spε(A), note that A is bounded,

so there exists a compact set K such that Spε(A) ⊂ K. By Proposition 10.2.2 we only need to prove

convergence of the sets Spε(A
per
n ) to Spε(A) restricted to K which without loss of generality we assume

to be a closed ball around the origin. For any bounded operators S, T we have

|σ1(T )− σ1(S)| ≤ ‖S − T‖

and it follows that for n ≥ m, ψApern
(z) is Lipschitz over z ∈ K with Lipschitz constant independent of n.

Proposition 10.2.2 and Lemma 10.2.1 together give that

ψA(z) ≤ lim inf
n→∞

ψApern
(z) ≤ lim sup

n→∞
ψApern

(z) ≤ ψA(z).

It follows that ψApern
(z) converges pointwise to ψA(z) and hence uniform Lipschitz continuity upgrades

this to uniform convergence over K. Now let 0 < δ < ε then the above shows that for large n we have

Spε−δ(A) ⊂ Spε(A
per
n ) ⊂ Spε(A).

Finally, Spη(T ) is continuous (with respect to the Hausdorff metric) in η for any fixed T ∈ B(l2(Zd)).

Convergence now follows since 0 < δ < ε was arbitrary.

To see convergence of PseudoSpecPer, note that we have Γn(A) ⊂ Spε(A
per
n ) by construction.

Choose a compact subset K ⊂ C with ψApern
(z) > 2ε for all z ∈ C\K and for all n. By the uniform

convergence and the Arzelá-Ascoli theorem we can choose δn ↓ 0 such that for all n,

|ψApern
(z)− ψApern

(w)| < δn for all z, w ∈ K with |z − w| < 1/n.
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Let n be large so that K ⊂ [−n, n] + i[−n, n] and such that δn < ε. If this holds and z1 ∈ Spε−δn(Apern )

then there exists some z2 ∈ 1
n (Z+ iZ)∩Bn(0) with |z1−z2| < 1/n and hence |ψApern

(z1)−ψApern
(z2)| <

δn. It follows that z2 ∈ Γn(A) and hence

Spε−δn(Apern ) ⊂ Γn(A) +B1/n(0) ⊂ Spε(A
per
n ) +B1/n(0).

Let η > 0 with η < ε and choose n large such that ε− δn > η then

Spη(Apern ) ⊂ Γn(A) +B1/n(0) ⊂ Spε(A
per
n ) +B1/n(0).

The right-hand side converges to Spε(A) and the left-hand side converges to Spη(A). Since η < ε was

arbitrary and Spη is continuous in η, the desired convergence now follows.

We have now shown why periodic boundary conditions are a natural choice for pseudoergodic operators.

Although we may not have convergence of spectra (for example the 1D NSA Anderson model in §3.6.2),

we do obtain convergence for pseudospectra.

10.2.4 Extension to vector-valued sequences

Here we briefly remark on the extension of the above arguments to vector-valued sequences. Consider the

following generalisation of the standard lattice Zd. For some d ∈ N and finite set S, set

X = Zd × S.

We view this as the lattice Zd with |S| sites attached to each point. In this case l2(X,C) ∼ l2(Zd,C|S|).

Enumerating a basis of l2(X) (each basis vector corresponding to a site) as {ei,a : i ∈ Zd, a ∈ S} allows

us, for A ∈ B(l2(X)), to form matrix elements

A(i,a),(j,b) = 〈Aej,b, ei,a〉.

In complete generalisation of Definition 10.1.1 above (where |S| = 1), we say that a collection M =

{Mk,a,b ⊂ C : k ∈ Zd, and a, b ∈ S} is permissible if there exists m ∈ N such that Mk,a,b = {0}
if ‖k‖∞ > m. Given permissible M , we say A is (translationally) pseudoergodic with respect to M if

A(i,a),(j,b) ∈ Mi−j,a,b for all a, b ∈ S and the following property holds. Given any ε > 0, finite subsets

Sk,a,b ⊂ Zd × S2 and functions Fk,a,b : Sk,a,b → Mk,a,b (for k ∈ Zd, and a, b ∈ S), there exists a

translation T acting on Zd such that

sup
(i,a,b)∈Sk,a,b

∣∣A(T (i),a),(T (i)−k,b) − Fk,a,b(i)
∣∣ < ε, k ∈ Zd, and a, b ∈ S.

Denote the collection of such A by A(M) and the union of A(M) over permissible M by ΩX. Note that

A(i,a),(j,b) ∈Mi−j,a,b implies that

A(i,a),(j,b) = 0, if ‖i− j‖∞ > m, (10.2.9)

the generalised notion of bandedness.

To treat these operators, only a slight adjustment to the definitions in §10.2.2 are needed. We now define

the index sets CSn := {−n, n+ 1, ..., n}d × S , CSn,k :=
(
Cn + (2n+ 1)k

)
× S and

CSN ⊗ CSn :=
⋃

k∈CN

CSn,k = CS2Nn+N+n.
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For W ⊂ X, we define the orthogonal projections PW , P⊥W : l2(X)→ l2(X) via

(PWx)(j,a) =

x(j,a), if (j, a) ∈W,

0, otherwise

and P⊥W = PX\W as before. The shift operator SSn,k : l2(X)→ l2(X) now acts via

(SSn,kx)(j,a) = x(j−(2n+1)k,a), j ∈ Zd, a ∈ S

which translates between the CSn,k’s. The definitions of Aon, A
per
n and Apern,N are as before with the relevant

superscripts S on the projections and shifts:

Aonx = PCSnAPCSn x, Apern x =
∑
k∈C1

PCSnS
S
n,−kAPCSn x, Apern,Nx = PCSN⊗CSn

∑
k∈CN

SSn,kAPCSnS
S
n,−kx.

The proof of the generalisation of Proposition 10.2.2 to |S| > 1 now follows through almost verbatim with

the addition of the relevant superscripts S. For instance, the same manipulations lead to

(Apern,N − zI)xN − yN = −
∑

k∈∂CN

∑
t∈C1\{0}
t−k/∈CN

SSn,k+tPCSn,tAPCSn x,

from which the rest of the argument easily follows. Lemma 10.2.1 also holds and together these prove the

generalisation of Theorem 10.1.2 to ΩX using the same arguments as in §10.2.3.

10.3 The General lp Case

In this section, we will prove that the results of §10.2 can be generalised to the case of viewing the pseudo-

ergodic operator as acting on lp(X), where X is the generalisation of Zd discussed in §10.2.4. Recall that

due to the definition of pseudoergodicity, the operators are banded in the generalised sense with uniformly

bounded matrix values - hence their matrices can be viewed as operators acting on lp(X) for any p ∈ [1,∞].

For general Banach spaces, one needs to be careful of the definition of pseudospectrum, since the resolvent

norm can be constant on open subsets of the resolvent [Sha08]. This does not occur for Banach spaces which

have the strong maximum property (see [Sha08, Glo76] for a definition and the following theorem - the fact

that lp(X) satisfies the required property is mentioned in [Sha08] with results from [Cla36, Glo75, Leš88])

and the following theorem demonstrates that we do not have to worry about this in the cases considered in

this chapter.

Theorem 10.3.1 ([Sha08, Glo76]). Suppose that X is a Banach space such that at least one of X , X∗ is

complex uniformly convex or such that X is finite-dimensional. Then X has the strong maximum property.

In particular, this holds for lp(X).

This means that we shall take (1.4.1) as our definition of Sppε (A) with the l2 operator norm replaced by

its lp counterpart. Some authors differ in requiring {z ∈ C : ‖R(z,A)‖−1 < ε} (note the strict inequality)

or the closure of such a set but in light of Theorem 10.3.1, we see that the closure definition and ours agree

in this context. In proving results, we will find the following theorem useful. If B is a bounded operator

on the Banach space X , then B∗ is the adjoint operator defined on X∗ (with the convention of taking anti-

linear functionals following Kato [Kat95]). In our case, this means that if 1 ≤ p <∞ then A∗ is the matrix

operator defined by the usual complex conjugate defined on lq(X) with 1/p+ 1/q = 1.
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Theorem 10.3.2 (See for example [TE05]). Let X be a Banach space with the strong maximum property

and A ∈ B(X) then SpX
ε (A) (the ε−pseudospectrum defined using the operator norm on A ∈ B(X)) is

the set of z ∈ C satisfying any of the following four equivalent definitions

I. ‖R(z,A)‖−1 ≤ ε,

II. z ∈ Sp(A+ E) for some E ∈ B(X) with ‖E‖ ≤ ε,

III. z ∈ Sp(A) or there exists xn ∈ X of norm 1 with lim supn→∞ ‖(A− zI)xn‖ ≤ ε,

IV. There exists xn ∈ X of norm 1 with lim supn→∞ ‖(A− zI)xn‖ ≤ ε or there exists yn ∈ X∗ of norm

1 with lim supn→∞ ‖(A∗ − z̄I)yn‖ ≤ ε.

Following [Sei12], we define the injection and surjection modulus respectively by

jX(A) = sup{τ ≥ 0 : ‖Ax‖ ≥ τ‖x‖ for all x ∈ X} = inf{‖Ax‖ : ‖x‖ = 1}

qX(A) = sup{τ ≥ 0 : A(BX) ⊃ τBX}.

We then have ‖A−1‖−1 = min{j(A), q(A)}, jX∗(A∗) = qX(A) and qX∗(A∗) = jX(A). Furthermore, if

A is invertible then jX(A) = qX(A). We define the functions

ψpA(z) : = min{jlp(A− zI), qlp(A− zI)},

ψp
Apern

(z) : = min{jlp(Apern − zI), qlp(Apern − zI)},

and note that we can characterise the pseudospectrum as Sppε (A) = {z ∈ C : ψpA(z) ≤ ε}. Assume for the

remainder of this section that M is permissible. Note that we have not yet shown that Sppε (A) is constant

over allA ∈ A(M), however this follows from Theorem 4.7 (and Corollary 4.9) of [BLLS17]. Upon letting

ε ↓ 0, this also proves that the spectrum is constant on A(M). Recalling the generalised bandwidth m of

A ∈ A(M) in (10.2.9), we have the following Proposition which extends Proposition 10.2.2 to p 6= 2.

Proposition 10.3.3. Let p ∈ [1,∞], d ∈ N and A ∈ B(lp(X)) be pseudoergodic with respect to M . For

n ≥ m and all z ∈ C we have ψp
Apern

(z) ≥ ψpA(z).

Proof. Assume thatA ∈ A(M) and n ≥ m. If z ∈ Spp(A), then ψpA(z) = 0 and we have nothing to prove,

so assume that z /∈ Spp(A). This implies that

ψpA(z) = jlp(A− zI) = qlp(A− zI).

Since Apern acts on a finite-dimensional vector space, we also have that

ψp
Apern

(z) = jlp(Apern − zI) = qlp(Apern − zI).

Hence we must prove that

jlp(A− zI) ≤ jlp(Apern − zI). (10.3.1)

We begin with the case that p <∞. To see that (10.3.1) holds in this case, we argue as in §10.2.2 (with the

added notational complexity of §10.2.4 if |S| > 1). The only real changes are that in (10.2.7) which now

becomes

‖(Apern,N − zI)xN − yN‖ ≤ 3d‖A‖
∣∣∂CSN ∣∣ 1

p = O(N
d−1
p ),
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and xN , yN which now have norms
∣∣CSN ∣∣ 1

p and
∣∣CSN ∣∣ 1

p ‖y‖ respectively. We now have∣∣CSN ∣∣ 1
p = (2N + 1)

d
p |S|

1
p .

The same arguments then yields

jlp(Apern − zI) ≤ jlp(A− zI) + 2δ +O(N
1
p )

in place of (10.2.8) and (10.3.1) then follows using exactly the same arguments.

Next we show that (10.3.1) holds for p = ∞. For this we consider the matrix adjoint B = (A − zI)∗

as an operator on l1(X). Note that this is not the same as the operator adjoint (which acts on a much larger

space). Similarly, we consider the matrix adjoint Bn = (Apern − zI)∗ as an operator on l1(CSn ). B is

pseudoergodic and hence

jl1(B) ≤ jl1(Bn).

(Note that the periodisation commutes with taking the matrix adjoint.) It follows that ql∞(B∗) = jl1(B)

and ql∞(B∗n) = jl1(Bn). Hence

jl∞(A− zI) = ql∞(A− zI) = ql∞(B∗) ≤ ql∞(B∗n) = ql∞(Apern − zI) = jl∞(Apern − zI),

which proves (10.3.1) for p =∞.

Theorem 10.3.4. Let p ∈ [1,∞] and A ∈ B(lp(X)) be pseudoergodic with respect to M . Then ψp
Apern

(z)

converges uniformly to ψpA(z) from above on compact subsets of C. Hence limn→∞ Sppε (A
per
n ) = Sppε (A)

in the Hausdorff metric and Sppε (A
per
n ) ⊂ Sppε (A), i.e. Theorem 10.1.3 and its extension to lp(X) hold.

Proof. Suppose that we can prove pointwise convergence. Uniform convergence follows by a similar ar-

gument as Theorem 10.1.2 where we have uniform Lipschitz continuity from the definition of injection

modulus (and hence the surjection modulus by considering the operator dual if p <∞ or the matrix adjoint

if p = ∞). By Proposition 10.3.3, convergence is from above and hence Sppε (A
per
n ) ⊂ Sppε (A). Using

Theorem 10.3.1 and a straightforward compactness argument, it is easy to see that Sppε (A) is continuous

in ε. The uniform convergence of ψp
Apern

(z) now implies limn→∞ Sppε (A
per
n ) = Sppε (A) as in the proof of

Theorem 10.1.2.

Hence we are left with proving pointwise convergence. By Proposition 10.3.3, it is enough to show that

lim sup
n→∞

ψp
Apern

(z) ≤ ψpA(z). (10.3.2)

The truncation argument in the proof of Lemma 10.2.1 works for p ∈ (1,∞) (p and its dual must be finite)

and hence we only have to consider the p ∈ {1,∞} cases. Note that the truncation argument shows that

lim sup
n→∞

jl1(Apern − zI) ≤ jl1(A− zI).

Applying this to the matrix adjoints and using the same argument as in the proof of Proposition 10.3.3

shows that

lim sup
n→∞

ql∞(Apern − zI) ≤ ql∞(A− zI).

Suppose that we can also show that

lim sup
n→∞

jl∞(Apern − zI) ≤ jl∞(A− zI). (10.3.3)
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Then the duality (l1)∗ = l∞ yields (again by matrix adjoints) that

lim sup
n→∞

ql1(Apern − zI) ≤ ql1(A− zI),

which finishes the proof of (10.3.2) and hence of the theorem.

We are thus left with proving (10.3.3) so assume for the remainder of the proof that p = ∞. Given

δ > 0, there exists x ∈ l∞(X) of norm 1 such that ‖(A− zI)x‖ ≤ jl∞(A− zI) + δ. Fix any N ∈ N and

define

(xN )(i,a) = x(i,a) max

{
0, 1− ‖i‖∞

N

}
, i ∈ Zd, a ∈ S.

It is clear that xN has finite support and PCSn xN = xN for large n. Now we use the fact that ifA(i,a),(j,b) 6=
0 then ‖i− j‖∞ ≤ m for somem ∈ N. Consider the entry ((Apern −zI)xN )(i,a) where we assume that n is

large so that this is equal to ((A− zI)xN )(i,a) for all (i, a). Since the operator is banded in the generalised

sense, we must have ∣∣∣((A− zI)xN − λi(N)(A− zI)x)(i,a)

∣∣∣ ≤ C(A, z)

N
, (10.3.4)

for some constant C(A, z) independent of N and (i, a) where λi(N) is the local factor

λi(N) = max

{
0, 1− ‖i‖∞

N

}
,

which converges to 1 as N →∞ for any i. Let yN be defined by

(yN )(i,a) = λi(N) ((A− zI)x)(i,a)

then we have

lim sup
n→∞

jl∞(Apern − zI) ≤ ‖(A− zI)xN‖
‖xN‖

≤
C(A,z)
N + ‖yN‖
‖xN‖

.

But limN→∞ ‖xN‖ = ‖x‖ = 1 and

lim
N→∞

‖yN‖ = ‖(A− zI)x‖ ≤ jl∞(A− zI) + δ.

Hence

lim sup
n→∞

jl∞(Apern − zI) ≤ jl∞(A− zI) + δ.

Since δ > 0 was arbitrary, this proves (10.3.3) and hence the theorem.

Remark 10.3.5. Bandedness was crucial in the above proof to obtain (10.3.4). One can in fact study ‖B‖
and ‖B−1‖ for much more general operators B on l∞ by looking at ‖B0‖ and ‖B−1

0 ‖, where B0 is the

restriction of B to the space of sequences convergent to zero (see [HLS16] Lemma 3.8), hence allowing

similar arguments forB0 as in the case of p <∞. See also [Sei14] for further discussion of these so-called

P-techniques.
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A detailed summary of the contributions of this thesis can be found in §1.2 of Chapter 1. Here, we provide a

lookup table of the computational spectral problems discussed in this thesis and the corresponding theorems:

Problem Theorems Section Pages

Spectra (and pseudospectra) of operators (including un-
bounded) on graphs with error control.

3.1.4 §3.1.1 44

Decision problem if spectra (and pseudospectra) of opera-
tors (including unbounded) on graphs intersect compact set.

3.1.6 §3.1.1 45

Spectra (and pseudospectra) of PDOs with error control. 3.1.10, 3.1.12 §3.1.2 47, 48

Approximate states. 3.4.1 §3.4 68

Spectral measures (projection-valued and scalar-valued),
measure decompositions and projections.

4.3.1, 4.3.3 §4.3 96, 97

Functional calculus and Radon–Nikodym derivative of ab-
solutely continuous part of measure.

4.4.1, 4.4.2 §4.4 104, 104

Functional calculus and Radon–Nikodym derivative of ab-
solutely continuous part of measure with error control under
local regularity assumptions.

4.5.3, 4.5.7, 4.5.9 §4.5.2 108, 111, 114

Spectral type (absolutely continuous, singular continuous,
pure point).

5.1.1 §5.1 127

Discrete spectra and eigenvalue multiplicities. 6.1.1, 6.1.3, 6.1.4 §6.1.1 144, 144, 145

Spectral gap problem and generalisation. 6.1.5, 6.1.7 §6.1.2 145, 146

Spectral radii and essential spectral radii. 7.3.1, 7.3.3 §7.3.1 162, 162

Polynomial operator norms and capacity. 7.3.4 §7.3.1 163

Gaps in essential spectra and finite section failure. 7.3.8 §7.3.2 164

Lebesgue measure of spectra (and pseudospectra) and deci-
sion problem of when this is zero.

8.1.1, 8.1.3, 8.1.5 §8.1.1 181, 181, 182

Fractal dimensions (Hausdorff and box-counting) of spectra. 8.1.7, 8.1.10 §8.1.2 183, 184

Convergence theorems of IQR algorithm. 9.2.9, 9.2.13, 9.2.15 §9.2 215, 218, 221

Implementation theorems of IQR algorithm. 9.3.3, 9.3.8 §9.3 225, 228

IQR: extremal parts of spectrum, full spectrum, dominant
invariant subspaces.

9.4.4, 9.4.6, 9.4.6 §9.4 231, 232, 233

Convergence of finite section pseudospectra with periodic
boundary conditions for pseudoergodic operators.

10.1.1, 10.1.3 §10.1.1 249, 250

Table 10.1: List of spectral problems solved in this thesis (see theorems for classifications).
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Open problems and future work

We end with some remarks on open problems and future work. The resolvent approach in Chapter 3 can

easily be extended to operator pencils. This raises the following questions:

• The above results could lead to efficient finite element computation of spectra. A resolvent-based

approach could work in tandem with current finite element codes and thus be applicable to a large

and active community. Note that the problem of error control for finite element methods (even in the

case when algorithms converge) is well documented [Zha15]. This approach may also be possible in

other set-ups such as boundary element methods or methods that have a different representation for

the domain and range spaces (such as the ultraspherical spectral method).

• Resolvent techniques have also been used for finite-dimensional nonlinear eigenvalue problems. The

extension of resolvent methods to infinite-dimensional nonlinear problems is currently under inves-

tigation but is likely to be very challenging. The computational foundations for such problems are

completely untouched and merit investigation.

• The extension of these methods to Banach spaces may be difficult since one would need an algorithm

for computing the injection modulus of an operator. Computing general lp norms of finite matrices

is NP-hard (for p 6= 1, 2,∞) and hence direct approaches may be intractable. Are there tractable

methods that approximate injection moduli of truncated (finite rank) operators on Banach spaces?

The resolvent method to compute measures and decompositions in Chapters 4 and 5 raises the following

questions:

• We introduced a class of rational kernels that locally accelerate the convergence of approximations.

Many questions remain, such as the choice of optimal poles. The convergence is faster near smoother

parts of the measure. Is there a way to subtract the singular part of the measure to make it smoother?

This could involve a mixture of global and local approaches.

• Examples of evolution equations solved using contour integration of the resolvent were given. Future

work will explore the use of Proposition 4.2.1 and rectangular systems/resolvent contour approaches

to construct stable solvers, including for unbounded operators arising as generators of strongly con-

tinuous semigroups. More generally, the techniques of this thesis may be extendable to uncovering

the foundations of solving linear and nonlinear PDEs, particularly on unbounded domains.

Chapter 9, particularly §9.5, raises the following questions regarding the IQR algorithm:

• What conditions are needed on a possibly non-normal operator for the IQR algorithm to pick up the

extreme points of the essential spectrum? We conjecture that there may be a large class of operators

for which this holds.3 For example, if the set of extremal points of the essential spectrum has size

one. Is the convergence rate to non-isolated points of the spectrum algebraic?

• Is there a way of combining the finite section method and IQR algorithm to avoid spectral pollution?

For example, for which operators that do not have a trivial QR decomposition is there a way of

choosing n = n(m) such that Sp(PmQ
∗
n(m)AQn(m)Pm) converges to the spectrum as m→∞?

3This is false in general as is easily seen by considering the shift operator.
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• More generally, the original paper of Deift, Li and Tomei [DLT85] shows that the IQR algorithm

samples Toda flows at integer times. This immediately raises the question of whether there is a better

sampling strategy? Moreover, there are many other differential flows of this kind associated with

forward and inverse eigenvalue problems. Future work will look at the approaches of this thesis in

the context of such flows in infinite dimensions. For example, are there any such flows that are useful

for unbounded operators?

Beyond the topics of this thesis, there are natural links with optimisation, neural networks, PDEs and

computer-assisted proofs. Such areas present promising avenues for future work.
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[BT89] Martin Blümlinger and Robert F. Tichy. Topological algebras of functions of bounded variation I.
Manuscripta Mathematica, 65(2):245–255, 1989.

[BW73] Carl M. Bender and Tai T. Wu. Anharmonic oscillator. II. A study of perturbation theory in large order.
Physical Review D, 7(6):1620, 1973.
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