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Interest in deep learning unprecedented and exponentially growing

Google search (7th Jan) “deep learning” or “machine learning” yields 2.5 billion hits
Contrast with “computational mathematics” which has <150 million hits

Machine Learning Arxiv Papers per Year

= ML Anxiv Papers = Moore's Law growth rate (2x/2 years)
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Figure: Source: '‘Deep Learning to Solve Challenging Problems’ (Google Al)
To keep up last year, you would need to continually read a paper every < 5 mins!



Why is Al suddenly such a big deal?

Al techniques are replacing humans in problem solving:
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Self-driving vehicles

Automated diagnosis in medicine and automated decision processes
Automated weapon systems

Music composition

Call centres

Any security system based on face or voice recognition

Mathematical proofs

Al techniques are replacing established algorithms in science:

>
>
>
>
>

Medical imaging (MRI, CT, etc)
Microscopy
Imaging problems in general

Radar, sonar, etc.
Methods for solving PDEs



Will Al replace standard algorithms in medical imaging?

“superior immunity to noise and a reduction in reconstruction artefacts compared with
conventional handcrafted reconstruction methods”
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Machinelearning improves image
reconstruction

Abstract

Reconstructing images from data, whether for
medical or astronomical purposes, hinges on
well-defined steps. The data sensor encodes an
intermediate representation of the observed

Image reconstruction is essential for imaging applications across the
physical and life sciences, including optical and radar systems, magnetic
resonance imaging, X-ray computed tomography, positron emission show all
tomography, ultrasound imaging and radio astronomy*2-3, During image



A bold claim?
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Further reading

A deep-learning-based approach improves the speed, accuracy, and

robustness of biomedical image reconstruction.

Artificial intelligence (Al) and machine learning are poised to
revolutionize the way biologists acquire and interact with experimental
data. In biomedical imaging, such approaches have largely been focused
on improving and automating the analysis of acquired images. For

example, machine learning has been used to address the challenging



Very strong confidence in deep learning

The New Yorker quotes Geoffrey Hinton (April 2017):
“They should stop training radiologists now."”

BUT...



DANGER: Al generated hallucinations
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By Linda Geddes

5 December 2018 Computers can be made to see a sea turtle as a gun or

hear a concerto as someone’s voice, which is raising
concerns about using artificial intelligence in the real

world.



The danger of false positives

Uber's self-driving car saw the
pedestrian but didn't swerve - report

Tuning of car’s software to avoid false positives blamed, as US
National Transportation Safety Board investigation continues

A Uber's modified Volvo XC90 SUV detected but did not react to the crossing pedestrian in first self-driving car
ty, report says. Photograph: Volvo

An Uber self-driving test car which killed a woman crossing the street detected
her but decided not to react immediately, a report has said.

The car was travelling at 40mph (64km/h) in self-driving mode when it collided
with 49-year-old Elaine Herzberg at about 10pm on 18 March. Herzberg was
pushing a bicycle across the road outside of a crossing. She later died from her
injuries.

Although the car’s sensors detected Herzberg, its software which decides how
it should react was tuned too far in favour of ignoring objects in its path which
might be “false positives” (such as plastic bags), according to a report from the
Information. This meant the modified Volvo XC90 did not react fast enough.



Deep Fool

(a) Wool (b) Indian Elephant  (c) Indian Elephant (d) African Gray (e) Tabby (f) African Gray

(h) Carousel (i) Gray Fox (j) Macaw (k) Three-Toed Sloth () Macaw

FIGURE 4. Examples of natural images perturbed with the universal perturbation and their corresponding estimated labels with GoogLeNet. (a)—(h) Images
belonging to the ILSVRC 2012 validation set. (i)—(I) Personal images captured by a mobile phone camera. (Figure used courtesy of [22].)



DL is also unstable in inverse problems!
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Example

Network (33% subsampling) from: J. Schlemper, J. Caballero, J. V. Hajnal, A. Price and D. Rueckert, 'A deep cascade of convolutional neural
networks for MR image reconstruction’, in International conference on information processing in medical imaging, Springer, 2017, pp. 647-658.
Figures from: Antun, V., Renna, F., Poon, C., Adcock, B., & Hansen, A. C., 'On instabilities of deep learning in image reconstruction and the
potential costs of Al'. Proc. Natl. Acad. Sci. USA, 2020..
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Reconstruction using state-of-the-art standard methods

SoA from Ax SoA from A(x + r3)




Al generated hallucinations with random noise
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Facebook and NYU’s 2020 FastMRI challenge

_ Ground Truth  Reconstruction Residual

8X Track 4X Track

Transfer Track

Fig. 6. Examples of reconstruction hallucinations among challenge submis-
sions with SSIM scores over residual plots (residuals magnified by 5). (rop)
A 4X submission from pi 1 a false vessel, possibly related
to susceptibilities introduced by surgical staples. (middle) An 8X submission
from ATB introduced a linear bright signal mimicking a cleft of cerebrospinal
fluid, as well as blurring of the boundaries of the extra-axial mass. (botrom) A
submission from ResoNNance introduced a false sulcus or prominent vessel.




Optimism: Echoes of an old story

Hilbert's vision at start of 20th century: provide secure foundations for all mathematics.

» All mathematical statements should be written in a
precise formal language, and manipulated according
to well defined rules.

> Completeness: a proof that all true mathematical
statements can be proved in the formalism.

» Consistency: a proof that no contradiction can be
obtained in the formalism of mathematics.

» Decidability: an algorithm for deciding the truth or
falsity of any mathematical statement.

Hilbert’s 10th problem: Provide an algorithm which, for any given Diophantine
equation (polynomial equation with integer coefficients and finite number of unknowns),
can decide whether the equation has an integer-valued solution.




Foundations = better understanding, discover feasible directions for
techniques, discover new methodes,...

Godel (arguably father of modern logic) and Turing (arguably father of modern
computer science) turned Hilbert's optimism upside down:

» True statements in mathematics that cannot be proven.
» Problems that cannot be computed by an algorithm.

Hilbert’s 10th problem (Solution in 1970, Matiyasevich): No such algorithm exists.



A program for the foundations of DL and Al

Smale’s 18th problem*: What are the limits of artificial intelligence?

A program determining the foundations/limitations of deep learning and Al is needed:
» Boundaries of methodologies.
» Universal/intrinsic boundaries (e.g. no algorithm can do it).

There is a key difference between existence and construction here.

Need to also incorporate two pillars of numerical analysis:
> Stability
» Accuracy

GOAL for rest of talk: Develop some results in this direction for inverse problems.

*Steve Smale composed a list of problems for the 21st century in reply to a request of Vladimir Arnold
inspired by Hilbert’s list.



Mathematical setup

Given measurements y = Ax +e recover x ¢ CN.
» x € CN be an unknown vector,
» A c C™N be a matrix (m < N) describing modality (e.g. MRI), and

> y = Ax + e the noisy measurements of x.

Outline:
» Fundamental barriers
» Sufficient conditions and Fast Iterative REstarted NETworks (FIRENETS)

» Balancing stability and accuracy



Sparse linear systems

[X]
X

Ax =y

We say that a vector x € CN is s-sparse, if it has at most s non-zero components.



Sparse solutions of underdetermined systems have many applications!

» Linear regression in statistics — The LASSO
» Medical imaging - MRI, CT, microscopy ...
» Non-linear function approximation

» Error correction

» Explainable Al - LIME

» Dictionary learning and sparse coding

» Classification



Can we compute neural networks that solve (P;)?

Sparse regularisation (benchmark method):

min ||x||x subject to ||Ax —yl[p <7 (P1)
xeCN
min Allx[lp + |Ax — |17 (P2)
xeCN
min Al|x[[n + [|[Ax =y (Ps3)
xeCN

Denote the minimising vectors by =.

» Avoid bizarre, unnatural & pathological mappings: (P;) well-understood & well-used!
» Simpler solution map than inverse problem = stronger impossibility results.

» DL has also been used to speed up sparse regularisation and tackle (P;).



Approximation qualities of neural nets

(Theorem (Universal Approximation Theorem)

Let p € C(R) (activation function) and assume that p is not a polynomial. Let K C RY be
compact, f € C(K) and € > 0. Then there exists a neural network (with one hidden layer) ¢
such that

sup [¢(x) = F(x)| < e
xEK

(Theorem (Universal Interpolation Theorem)

Let p € C(R) and assume that p is not a polynomial. For any k distinct points {x};_; C R?

and associated data {aj}J’-‘Zl C R. Then there exists a neural network (with on hidden layer) ¢
such that

(%) = a, j=1,... k.




Approximation qualities of neural nets

A zoo of so-called “universal approximation” theorems. However, this is not enough:

(a) Other methods (e.g. polynomials, splines, wavelets, etc.) have universal
approximation theorems. Why are NNs so effective? E.g., are there useful classes of
functions that are efficiently approximated by NNs but not classical methods?

(b) We want to construct or compute a good neural network. There is a subtle
difference between existence and computability (more on this later).

We will focus on point (b). For point (a) (which is largely open) see, for example:

DeVore, R., Hanin, B. and Petrova, G., 2020. Neural Network Approximation. arXiv preprint
arXiv:2012.14501.




What could go wrong?

min ||x||x subject to ||Ax —yl[p <7
xeCN
- 2
min Al + 14x I
min Al + 1A%~ vl

(i) There does not exist a neural network that approximates the function we are
interested in.

(ii)
(iii)



What could go wrong?

min ||x||x subject to ||Ax —yl[p <7 (P1)
xeCN
min Allxln + [|[Ax — ylI% (P2)
xeCN

min Al[x[ln + [[Ax = y| 2 (P3)
xeCN




What could go wrong?

min ||x||x subject to ||Ax —yl[p <7 (P1)
x€CN
min Allx|i + [[Ax — ylI% (P2)
xeCN
min Allx[lx + [|Ax =yl (P3)
xeCN

(i) There does exist a neural network that approximates the function, however, there
does not exist an algorithm that can construct the neural network.

(iii)



What could go wrong?

min ||x||x subject to ||Ax —yl[p <7 (P1)
x€eCN
min Al|x ||+ [|Ax — |7 (P2)
xeCN
min Al[x[[pn + [[Ax — y| 2 (P3)
x€eCN

(ii) There does exist a neural network that approximates the function, however, there
does not exist an algorithm that can construct the neural network.

(iii) There does exist a neural network that approximates the function, and an algorithm
to construct it. However, the algorithm will need prohibitively many samples.



The set-up

A c C™N (modality), S = {yx}F_; C C™ (samples), R < oo

Question: Given a collection Q of (A, S), does there exist a neural network
approximating = (solution map of (P;)), and can it be trained by an algorithm?

In practice, the matrix A is not known exactly or cannot be stored to infinite precision.

Assume access to: {yx ,}R_, and A, (rational approximations, e.g. floats) such that
[Yin =yl <277, [[An = A <277, VneN.

And {x.n}g_; such that inf,.c=(a,, ) [IXkn — x| <277, ¥neN.

Training set associated with (A,S) € Q is

LAS = {(Yk,mAka,n) |k =1,...,R, and n € N} .



Good news - a good neural network exists

(Theorem (Neural networks exist for =)
For (P;) and any family Q of (A,S), there exists a mapping

K:ias — vas (a neural network)

such that pa s(y) solves (P;) for each y € S. In other words, IC maps the training
 data to NNs that solve the optimisation problem (P;) for each (A, S) € Q.

Proof.

Easy - apply universal approximation/interpolation theorems.



Numerical example: fails in MATLAB

Centred and standardised (columns of the matrix A below are normalised) Lasso problem
in — | ||2 Allx]|
min AsDsx + Alx||1.
CLRN ) Y2 1

Take m=3,N =2, A =1/10, and

1 1
\/51 ’ \/51 3x2 T 3
20 0

where Dy is the unique diagonal matrix s.t. columns of A;Ds each have norm /m.

Use MATLAB's lasso solver.



Numerical example: fails in MATLAB

Default settings

‘RelTol’ = €mach

‘RelTol’ = €mach

‘MaxIter = e :

mach
0 Error RunTime Warn Error RunTime Warn Error RunTime Warn
271 11.1071% < 0.01s 0 [1-107® <0.01s 0 1-107®  <0.01s 0
2-7 0.68 < 0.01s 0 |2-107  0.02s 0 2.10716 0.02s 0
2-15 1.17 < 0.01s 0 1.17 0.33s 1 1-1074 1381.5s 0
2—20 1.17 < 0.01s 0 1.17 0.33s 1 no output > 12h 0
224 1.17 < 0.01s 0 1.17 0.34s 1 no output > 12h 0
226 1.17 < 0.01s 0 1.17 0.34s 1 no output > 12h 0
2-28 1.17 < 0.01s 0 1.17 < 0.01s 0 1.17 < 0.01s 0
2730 1.17 < 0.01s 0 1.17 < 0.01s 0 1.17 < 0.01s 0

Most of the time, no warning is issued despite nonsensical outputs.




Bad news - can’t necessarily approximate such a neural network

N

Theorem
For (P;), N > 2 and m < N. Let K > 2 be a positive integer, L € N. Then there exists a
well-conditioned class (condition numbers < 1) Q of elements (A, S) s.t. (0 fixed in what follows):
(i) There does not exist any algorithm that, given a training set va s, produces a neural network
¢a,s with . x
min inf loas() = x'lle <107, V(AS) R (1)
Furthermore, for any p > 1/2 no probabilistic algorithm can produce a neural network ¢a,s

such that (1) holds with probability at least p.
(i) There exists an algorithm that produces a neural network ¢a s such that

. _F < —(K-1) .
max Jnf6as() ~ x'ln <107, V(a8 €0

However, for any such algorithm (even probabilistic), M € N and p € [O, %) there exists a

training set va s such that for ally € S,
]P’( in(fA )||¢A75(y) — x*||, > 10" or size of training data needed > M) > p.
x*e=(A,y
(i) There exists an algorithm using only L training data from each va s that produces a neural
network ¢a s(y) such that

inf —x"p <107 v(a Q.
max v onf,  Ieas(y) =x7llz <10 » V(AS) €




In words...

Nice classes Q where one can prove NNs with great approximation qualities exist. But:

» No algorithm, even randomised can train (or compute) such a NN accurate to K
digits with probability greater than 1/2.

P There exists a deterministic algorithm that computes a NN with K — 1 correct digits,
but any such (even randomised) algorithm needs arbitrarily many training data.

P> There exists a deterministic algorithm that computes a NN with K — 2 correct
digits using no more than L training samples.

Result independent of neural network architecture - a universal barrier.
Existence vs computation (universal approximation/interpolation theorems not enough).

Conclusion: Theorems on existence of neural networks may have little to do with the
neural networks produced in practice.



Numerical example: fails with training methods

- . - : A= AT |

dist(Wa,(yn), =3(A,y)) | dist(Pa,(yn), =3(A,y)) lyn = yllp <270 10 Qx
0.2999690 0.2597827 n=10 10T | K=1
0.3000000 0.2598050 n=20 107! | K=1
0.3000000 0.2598052 n=30 107! | K=1
0.0030000 0.0025980 n=10 1073 | K=3
0.0030000 0.0025980 n=20 1073 | K=3
0.0030000 0.0025980 n=30 1073 | K=3
0.0000030 0.0000015 n=10 107% | K=6
0.0000030 0.0000015 n=20 107% | K=6
0.0000030 0.0000015 n=30 107% | K=6

Table: (Impossibility of computing the existing neural network to arbitary accuracy). A
constructed from discrete cosine transform, R = 8000, N = 20, m = 19, solutions are 6-sparse.
We demonstrate the impossibility statement (i) on FIRENETs &4, and LISTA (learned iterative
shrinkage thresholding algorithm) networks W, . The table shows the shortest /? distance
between the output from the networks, and the true minimizer of the problem (Ps), with w; =1
and A\ = 1, for different values of n and K.



The basic mechanism

Similar phase transitions can be built for (P;) in arbitrary dimensions.



Can we avoid this?

X =argmin f(x), f*=minf(x)

Question: Can we find ‘good’ input classes where
fx)<f"+e = |Ix—%|| Se

We shall see that the answer is yes!



State-of-the-art model for sparse regularisation

Definition [Sparsity in levels]: Let M = (My,...,M,) € N", where 1 < My < --- <]
M, = N, and s = (s1,...,s/) € N{, where sy, < My — My_1 for k =1,...,r and
Mo = 0. A vector x € CN is (s, M)-sparse in levels if

|supp(x) N {Mx_1 +1,...., Mk} <s,, k=1,..,r.

The total sparsity is s = s; + ... +s,. We denote the set of (s, M)-sparse vectors by
Y s m. We also define the following measure of distance of a vector x to > m by

com(x) = inf{l|x — 2|l : z € Tom).

wavelet levels

%\x

| | |
~N T —

S1 Sparse Sg Sparse S3 Sparse




The robust nullspace property

Definition [weighted rNSP in levels]: Let (s, M) be local sparsities and sparsity
levels respectively. For weights {w;} ; (w; > 0), we say that A € C™N satisfies the
weighted robust null space property in levels (weighted rNSPL) of order (s, M) with
constants 0 < p < 1 and v > 0 if for any (s, M) support set A,

XAc
Ixalle < ’)”A\/g”’* + 9| Ax||p,  forall x e CV,
= Zw(zk)sk, ¢ = m|n (2;()510 K= g
k=1

INSPL = [|z1 — 22| o S osm(22) + [[Az2 — vl 2

small

+ (Mlzill + 1Az = ylle = Allz2llg, — 1Az2 = yll),

F{(z1,y,A)—F§ (z2,y,))



Main result

Simplified version of Theorem: We provide an algorithm such that:
Input: Sparsity parameters (s, M), weights {w;}_,, A€ C™N (with the input A
given by {A,}) satisfying the rNSPL with constants 0 < p < 1 and v > 0,
n € N and positive {9, by, by }.

Output: A neural network ¢, with O(n) layers and the following property.

For any x € CN and y € C™ with

asm(x)iy +  Ax=yle S0 ixlle S b lylle < b
N——

distance to sparse in levels vectors  Nnoise of measurements

we have the following stable and exponential convergence guarantee in n

Pn(y) = xllp So+e".



Comments

Architecture inspired by restarted & reweighted unrolling of primal-dual algorithm
for:
(Ps) argmin,een F5'(x, ¥, A) = Allx|l, + [Ax =yl

As well as stability, rNSPL allows exponential convergence.

Even ignoring stability, naive unrolling of iterative methods only gives slow
convergence O(§ 4+ n~1) (and in certain regimes O(5 + n~?)).

If we do not know p or v (constants for rNSPL), can perform log-scale grid search
for suitable parameters (increase width of layers by a factor of log(n)). Sometimes
(see below) we know p and 7 with probabilistic bounds.

Also bound error when approximately applying the nonlinear maps of the NNs, we
show these errors can only accumulate slowly as n increases = numerical stability.



Examples in image recovery (V = Haar Wavelet transform)

Theorem
. . d . .
Consider recovering wavelet coeffs. x = Wc of c € CK® from subsampled noisy Fourier

or Walsh measurements y = DPrVc + e. Let A= DPrVV*, m=|Z|, ep € (0,1).
(i) IfZ is a random sampling pattern drawn according to strategy in paper, and

Then with prob. 1 — ep, A satisfies wrNSPL of order (s, M), (p,7) = (1/2,/2).
(i) For any ¢ € (0,1), let J(0,s, M, w) be the set of all y=Ax+ec C™ where

Ixllp <1, max{osm(x)g. llelz} <. )

We provide an algorithm that constructs a NN ¢ with O(log(6~1)) hidden layers
(width bounded by 2(N + m)) s.t. with probability at least 1 — ep,

||¢(y)_cl|l2r§57 Vy:AX—l—eGJ(é,s,M,W).




Fourier sampling patterns
25% 40%

15% o 25% - 40%




Demonstration of convergence
Image

Fourier Sampling

Walsh Sampli
| E

Figure: Images corrupted with 2% Gaussian noise and reconstructed using 15% sampling.



Error

Demonstration of convergence

Convergence, Fourier Sampling
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Stable? AUTOMAP X

Original = |z + 1] |z + 7ol

U(A(z +r1))




Stable? FIRENETSs

Original

D(A(x + v2))




Adding FIRENET layers stabilises AUTOMAP




Stability and accuracy, and false negative

Original x Original Original + detail (x + h1)
(full size)

(cropped, red frame) (cropped, blue frame)




U-net trained without noise

Orig. + worst-case noise Rec. from worst-case noise Rec. of detail




U-net trained with noise

Orig. + worst-case noise Rec. from worst-case noise Rec. of detail




FIRENET

Orig. + worst-case noise Rec. from worst-case noise Rec. of detail
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Concluding remarks

There is a need for foundations in Al/deep learning. Our results:

» There are well-conditioned problems where mappings from training data to suitable
NNs exist, but no training algorithm (even randomised) can approximate them.

» Existence of algorithms depends on desired accuracy. VK € Z>3, 3 well-conditioned
problems where simultaneously:
(i) Algorithms may compute NNs to K — 1 digits of accuracy, but not K.
(i) Achieving K — 1 digits of accuracy requires arbitrarily many training data.
(iii) Achieving K — 2 correct digits requires only one training datum.

» Under specific conditions, there are algorithms that compute stable NNs. E.g., Fast
Iterative REstarted NETworks (FIRENETS) converge exponentially in the number
of hidden layers. We prove FIRENETSs withstand adversarial attacks.

» There is a trade-off between stability and accuracy in deep learning.
Question: How do we optimally traverse the stability & accuracy trade-off? FIRENETSs
provide a balance but are likely not the end of the story.
Hopefully this talk has inspired you to build on these results and take up the challenge!




