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ABSTRACT

The moments of a plane wave scattered at low grazing angles from a one-dimensional
perfectly reflecting rough surface are considered. The mean intensity and autocor-
relation of the scattered field and the corresponding angular spectrum are obtained
to second order in surface height. The derivations are based on an operator expan-
sion of the extended (two-way) parabolic integral equation solution. The resulting
operator series describes successively higher-order surface interactions between for-
ward and backward going components. The expressions derived may be regarded
as backscatter corrections to those obtained via the standard (one-way) parabolic
integral equation method.
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1. Introduction

Analytical treatment of wave scattering statistics from rough surfaces remains a dif-
ficult challenge (1-7), especially for incidence at low grazing angles (8—12), where
multiple scattering is inherent even for slight roughness. Away from grazing angles
methods such as small slope approximation, Kirchhoff approximation, perturbation
theory, and the smoothing method are powerful and well-established (3, 5, 9, 13).
At near-grazing incidence, however, single scattering and purely local approximations
break down.

Further progress can be made under the assumption that forward scattering pre-
dominates. The full free space Green’s function can then be approximated by a one-way
parabolic equation Green’s function (1), and the usual Helmholtz integral equations
replaced by the (one-way) parabolic equations(PIE). In 2D problems this PE Green’s
function takes closed form (by contrast to the full Green’s function - the reverse is true
in 3D), and this approach has proved highly adaptable in numerical simulations (14—
17). For small surface heights the amenable form of the Green’s function facilitates
derivation of analytical solutions (18-20) for the mean field and angular spectrum.
Such solutions are valid in the perturbation regime but include some multiple forward-
scattered surface interactions.
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The major drawback is that backward-going interactions are precluded. In order to
overcome this, the one-way PIE method was extended to include backscatter by use
of a two-way form of the Green’s function (21) . This is obtained in a straightforward
way by replacing the one-way parabolic Green’s function by a form symmetrical in
range to within a phase factor. This system was then treated by applying left-right
operator splitting, and truncating the resulting series. Operator series solutions such
as this and the method of ordered multiple interactions (22—-28) have proved versatile
in both two and three dimensions, These approaches typically proceed by expanding
the surface fields about the dominant ‘forward-going’ component.

In order to obtain theoretical solutions we impose the additional restriction to the
perturbation regime of small surface height o, within which analytical expressions for
the mean field and autocorrelation function are obtained. This extends the correspond-
ing results(18, 19) derived under the standard PIE. The approach there was first to
obtain the scattered field to second order in ¢ at the mean surface plane, and find the
far-field under the assumption that propagation outwards from the surface is governed
by the full Helmholtz equation. That allowed for ’direct’ backscatter but precluded any
component due to coherent addition of reversible paths(30-32), because interactions
at the surface were allowed only to take place in the forward direction. The two-way
formulation presented here removes this restriction (and in principle allows separation
of the forward and backward going interactions to various orders, although this aspect
is not explored in detail here). In particular this method produces a correction term,
whose statistics can be obtained in the perturbation regime. All results presented are
for Dirichlet boundary condition.

The paper is organised as follows: The parabolic integral equation method and its
recently-presented two-way extension are summarised in §2, and the series solution is
explained. The main results are in §3 where analytical expressions for the statistics
under the extended method are derived, including mean field and angular spectrum.

2. Extended parabolic integral equation method

The standard parabolic integral equation method and its two-way extension have been
described elsewhere (1/-16), and (21). We summarize these here, focusing mainly on
the extended form and its solution by means of operator series.

Consider a scalar time-harmonic wave field p scattered from a one-dimensional rough
surface h(z) with Dirichlet boundary condition. (Equivalently, p is a T'E polarised elec-
tromagnetic wave and h is a perfectly conducting corrugated surface whose generator
is in the plane of incidence.) The field has wavenumber k and is governed by the wave
equation (V2 4 k?)p = 0. The coordinate axes are x and z where z is the horizontal
(directed to the right) and z is the vertical (directed out of the medium). Angles of
incidence and scatter are assumed to be small with respect to the z-direction. It will
be assumed that the surface is statistically stationary to second order, i.e. its mean
and autocorrelation function are translationally invariant. We choose coordinates so
that h(z) has mean zero. The autocorrelation function < h(x)h(z+¢&) > is denoted by
p(€), and we assume that p(§) — 0 at large separations £. (The angled brackets here
denote the ensemble average.) Then o2 = p(0) is the variance of surface height, so that
the surface roughness is of order O(o). We define the reduced wave to be the slowly-
varying component ¢(z,z) = p(x,z) exp(—ikz). Reduced forms of the incident and
scattered components v; and 1, are defined similarly, so that ¥ = ; + 5.



Under the assumption of small angles of scatter Thorsos (14 ) replaced the full free
space Green’s function by a one-way (right-going) parabolic form G, allowing the
usual Helmholtz or Stratton-CHu integral equations for rough surface scatter to be
replaced by the parabolic integral equation method (14, 15).

We can modify these equations to account for backscattering, retaining the assump-
tion of small angles with respect to the mean surface plane. To do this, we replace G,
by its symmetrical analogue G obtained again by applying the small angle approxi-
mation to the full free space Green’s function. We thus obtain

= a /-1 exp ih(z—2)" , ¥ <z
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The factor exp[—2ik(z’ — z)] arises for ' > x because we are solving for the reduced
wave 1.
Applying this Green’s function to the reduced wave 1 we obtain

op(r') .,
9, dz

Ys(z, 2) = /000 G(r,r')——= (2)

where r = (z,z2), ' = (2/, h(2')). This represents the modified or extended analogue
of the standard PIE effectively containing a backscatter correction. The key difference
is that in PIE the upper limit of integration is x, so that only values to the left
contribute to the integral in that case. Taking the limit of (7) as z — h(z) yields an
integral equation relating the incident field to the scattered field at the surface:

il h(z)) = — /0 ") 2 g (3)

where now rs = (z,h(z)), v’ = (2/,h(z’)) both lie on the surface. (Note that the
addition of a correction to the parabolic equation is along the lines proposed by
Thorsos(14).) Equations (7), (8) can be written in operator notation:

s(x,2) = —(L + R)g—f (4)
il b)) = (L + B3 )

where L, R are defined by
Liw2) = [ G @i, Ria) = [ G
0 x

andr = (z,z2), v = (2/, h(2")). These integral operators and their inverses are Volterra,
or ‘one-sided’ in an obvious sense.



2.1. Operator series solution

Integral equation (5) has formal solution

0 = (L R (6)

which formally can be expanded in a series

Zf = [L” —~L'RL 4+ (L'R)’ L7 — } Wi (7)

Under the assumption that R is small (in a sense already required implicitly for the
standard PE) the series (7) is convergent; the series can then be truncated after finitely
many terms. By ‘small’” we mean that R¢/||¢|| is small for all terms ¢ in the series.
It can be shown heuristically that this assumption is indeed justified at low grazing
angles, since the kernel of R oscillates rapidly especially at small wavelengths. It is
nevertheless difficult to give this a precise range of validity, and we will not attempt
to do so here.

Solution for the field can be obtained by truncating the series (7) and substituting
into the integral (2). The first term L~1; in series (7) corresponds to the solution for
01 /0z under the standard PIE method (e.g. (15)). Denote this first approximation

by 1, i.e.
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Note however that the integral (2) using the two-way Green’s function allows for outgo-

ing components scattered to the left, unlike its PIE analogue, so even this lowest order

truncation gives backscatter. This can be considered the direct backscatter component.
Truncation of (7) at the second term gives:

oy -
Y C 9
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where C' is a correction term,
C =L 'RL ;. (10)

Note that this is the lowest-order truncation consistent with reversible ray paths.
The above expression will be used below to obtain some statistical measure of the
backscattered component in the perturbation regime of small surface height.

As an illustration of the method, Figure 1 shows comparisons between the first
and second iterations of the operator series with ’exact’ computations from (24),
restricted to the rough portion of the surface. The computations were carried out
using a Finite Element Time Domain solution. These examples are due to scattering
from a fairly jagged surface having a power-law autocorrelation, which for the purposes
of the calculation was embedded as a section of an longer flat surface.



Figure 1. Comparison between parabolic integral equation (—) and finite element time domain calculations
(...). The upper graph shows the first iteration and the lower graph shows the second.

3. Perturbation solution and statistics of backscatter

3.1. Perturbation solution

The mean field and higher moments based on the standard parabolic equation approx-
imation were obtained elsewhere(18, 19) to second order in surface height for pure
forward scattering. In this section the statistics of the backscatter correction (eq. (9))
due to the two-way PIE method will be derived.

Suppose that a reduced plane wave ¢ = exp(ik[zS + zcos]) is incident on the
rough surface at an angle # measured from the normal, where S = sin — 1. We first
summarize the perturbational calculation used to obtain the scattered field statistics
previously. Suppose that a plane z = z1, say, can be chosen ‘close’ to every point on
the surface. The scattered field is obtained to second order in surface height along
this plane, for a given incident plane wave, and the statistics are found from this. For
convenience we may set z; = 0. An expression is thus found for the scattered field

+ 0(c?).  (11)
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The only term here which is not known a prioriis 0v/9z. The standard PIE solution
Y for O/0z is given (18, 19) to second order in o by:
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This arises from (8) by substitution of the flat surface form of L (see (15) below).
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Denote by 9, the approximation to v, obtained by substituting (12) in (11), so that

9 /
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We now wish to calculate the backscatter correction to this expression due to the
replacement of 9¢/Jz in (11) by the corrected two-way PE solution (¢)+C') (equations
(9), (10)). We therefore repeat the above derivation replacing (8) by (9), to obtain

s, 0) = 1hs(x,0) + h(z)C(x). (14)

Since the correction term C' appears here with a factor h, it is necessary to evaluate
it only to order O(o).

Expanding L and R (egs. (4)-(5)) in surface height h(zx), it is seen that L = Ly +
0O(c?), R = Ry+O(0?), where Lo, Ry denote the deterministic (i.e. flat surface) forms
of the operators L and R respectively:

L%ﬁzaémigzgw7 Ro(f) = a wygjx Y

In evaluating C' (eq. (10)) to order O(o) we may thus ignore fluctuating parts of the
operators, and replace L, R by Lo, Rg respectively. We can therefore write

(15)

C = Ly Ryt + O(0?). (16)

An expression of the form f = Ly 19 is Abel’s integral equation, which has the well-
known solution(29)

am dz T —y

g(x) = 1d /Ox ;f(y)dy

Now to first order in h, ¢ in (21) is given(18) by

B(r) = - [Dg(r) n dz(:)} .

where, for large r, D takes the form (see eq. (10) of (18))
Dy(r) ~ —2ikm/2 — 2sin §e'*T (18)

and [ is an integral

ikSr’

I(r) = /OT ikh(r") cosea\e/ﬁ dr'. (19)



Therefore D and dI/dr are O(1) and O(h) respectively, so that in eq. (16) C' becomes

o(@:%% [/Ox/gclfy/;o w%ﬁz(r) dr dy| . (20)

To second order in surface height the scattered field 14(x,0) at the mean surface is
therefore described by eq. (14), with C' given by (20).

3.2. Mean field

The effect of the correction term C' on the scattered field statistics can now be exam-
ined. We first find the mean field < v¥s(z, z) >. It is sufficient to obtain this quantity
on the mean surface plane z = 0, using equation (14), i.e.

<s(2,0) > = <y(a) >+ < h(z)C(z) > .

The solution for < by > has been obtained previously(18), and we can restrict atten-
tion to finding the correction < hC' > to this. Denote the correlation < h(X)C(z) >
by £ for any X, z, i.e.

E(X,z) =< h(X)C(x) > .
Consider first the function < hip >. Since < hDy > vanishes, eq. (17) gives

~ I
<hw>:—7r<h%>. (21)

Now from eq. (20)

S(X,:U):<hogj;> ;C/O xl_y/yw%&(r) dr dy>.

The term h(X) can be taken under the integral signs as part of the operand of d/dzx.
The order of integration and averaging can then be reversed so that, by (26),

£(X, 2) :-% LZ,- /:\/mlfy/:o \/Z“;T<h()()agf)> dr dy]. (22)

Consider the term < h(X)dI/dr > in the inner integrand. By (19),

<h(X)ag:)> _ <h(X)jr /0 ikh(r')coseoj% dr'>

k cos 6 d { /T 762'1957“ (X -7 d ’}
=1 - —-r T
dr | Jo avr— o

This may be substituted into (22) to give an analytical expression for the correlation
< h(X)C(z) >. We can simplify this expression by evaluating the derivatives explicitly.

(23)



The term p(X — 7’) is independent of r, so writing
ethST’

avr —1! = (1)

the expression (23) becomes

<h(X )agir)> = z’kcosedi‘i [ /0 " F i )p(X — 1) dr’]

= tkcos6 lim — {/ flr+e,r)p(X —r")dr' — /Tf(r, p(X — r')d’r’}
0

e—0 €

= ikcosf hm [K1+K2—K3]

K, = /E flr+er)p(X —r")dr
Ky = / flr+er)p(X —r")dr
K3 = / flr,r") ') dr!

Examining these three integrals in detail, the first gives

1 1 [€ ¢ 1
-K, = / fr+e,m)p(X —r")dr' % - (X) —dr’
€ €Jo 0o Vr+e—r

=2 p(X) [Vr e = V]
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using a Taylor expansion in e. Changing variables, Ky in can be written

r4e T
/ flr+erp(X —rdr' = / fr+er”" +e)p(X —r" —e)dr”.
€ 0

Now
etkS(r"+e€)

— €ikSe]c(T7 T//
afr —17

fr+er” +e¢) =

so from (28)

r+€ T
/ fir+erp(X —r)dr' = / elksef(r, Mp(X — 7" —e)dr'.
€ 0



Thus the difference K2 — K3 in (25) becomes

0

dp(X — T’)] o

= /0 r fr,r')e [ik:Sp(X —r) - (30)

where p, which may be assumed to be differentiable, has been expanded to leading
order in e. Substituting (27) and (30) in (23), we obtain

<h(X)8g(:)> = ijcos@{pf/);) + /0 \;% [ikSp(X — ) — d”(gX_ﬂ)] dr'(}?)b

This removes the derivative with respect to = in (22), and indeed for several important
autocorrelation functions eq. (31) can be written in closed form. The term p(X)/+/r
is an artifact of the finite lower bound of integration and can be dropped, as we can
assume the range variable X to be large. Equation (22) therefore becomes

E(X,z) = (h(x)C(x)) = —;—]z cos 0%

ik ST’

d T 1 o) eikr T e
il _R(X,)dr dr d 39
[dxfo x_y/y [ R dray (32)

where

dp(X —1")

5e (33)

R(X,r") =ikSp(X — ') —

The derivative with respect to = in (32) can be evaluated similarly, and after further
manipulation (see Appendix) the required expression can be written, setting X = x,

(h(2)C(z)) = —;—IZCOSG «

) 00 eikr r eikSr’ , ,
— R(X,r")dr dr
|:\/§/y Vy=1Jo Vr—1 (%)

T 1 0 eikr T eikSr/ , ) (34)
— F(X,r") dr' dr dx
/0 VI =Y Jy x/y—r/o Vr—r'! &) ]X:z
where
dR
F = {(1 +iksinO)R(X,7") + dr’} (35)



3.3. Autocorrelation and angular spectrum

The main quantity of interest is the angular spectrum of intensity, which may be de-
fined as the Fourier transform of the autocorrelation function (i.e. the second moment)
of the scattered field. This remains essentially unchanged with distance from the sur-
face, so that we may again concentrate on obtaining the form on the mean surface
plane, z = 0.

Denote the second moment

ma(z,y) = (Ys(z, 0)¥;(y,0))
where * indicates the complex conjugate, and denote its approximation using the
standard parabolic equation method by

ia(a,y) = (s, 0)91(5,0))

The perturbational solution of my was obtained in (19). It is relatively straightfor-
ward to express msg, to second order in surface height under the present two-way
PIE method, as the sum of mo and correction terms. These additional terms, which
are expected to be small, represent the ‘indirect’ contribution to the backscatter, i.e.
involving backward-going surface interactions. From (14) we have

Vs ()5 (y) = ds (@) (y) + s (@)h(y)C* (y) + &3 (y) () C () + h(x)h(y)C(2)C* (y).

We can write 1, and C' to zero and first order in surface height, %)
s = o + 41+ 0(c?)
where (18)
wo(x) _ _eikSJ: (37)
Y1 () = —2ikh(z)V2 — 25in 0e*5% = h(x)Dy(x),
and
C=Co+Cy (38)
where
Co = —mLy ' RoDg
Cy = —nglRO%.
Therefore to O(c?) the second moment can be written
ma(z,y) = ma(x,y) + Yo(z) (h(y)Ci(y) + (Y1(x)h(y)) Co(y) (39)

+¢5(y) (@) C1(2)) + (1 (y)h(x)) Co(z) + plx — y)Co(2)Cy (y)-
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Since £ =< hC >=< h(C} >, equation (39) can be expressed as

ma(x,y) = ma2(z,y) + Yo(x)E(y) + Vo (y)E ()

+ (e = y)Col@)Ci () + Wa(@h() G (0) + Wiwh(a) Cola).
In this equation, only the last two terms remain to be determined. From (37),
< 1(z)h(y) > is just
(1(z)h(y)) = p(x —y)Dy (41)
and similarly for (¢ (z)h(y)) so that (40) becomes
ma(,y) = ma(z,y) + Yo(2)€ (y) + o (y)E(x)
(42)

+ (€) [Co(@)Ciy) + Dol)Ci () + Dj (y)Col(w)]

where £ =z — .

4. Conclusions

We have considered the scattering of a plane-wave incident upon a slightly rough
surface at a low grazing angle p, by combining operator series expansion with the
two-way parabolic integral equation. The second moment and angular distribution of
intensity have been found to second order in surface height, and their dependence
upon incident angle and the surface autocorrelation function has been shown.

This approach allows calculation of backscatter due to a scalar wave impinging on
a rough surface at low grazing angles. The solution is written in terms of a series of
Volterra operators which correspond to multiple scattering resulting from increasing
orders of surface interaction. Truncation at the first term gives the leading forward-
and back-scattered components; higher-order multiple scattering are available from
subsequent terms. With the additional assumption of small surface heights, analytical
solutions have then been obtained, to second order in height, for the mean field and
its autocorrelation. These provide backscatter corrections to the solutions given in the
purely forward-scattered case(18, 19) with the potential for further insight into the
role of different orders of multiple scattering. (Small height perturbation theory derived
directly from Helmholtz equation has of course been well established for many years
and yields particularly simple single scattering results. The results here are from a
different perspective; the first term already includes 'multiple-forward-scattering’, and
subsequent terms incorporate back- and forward-scatter contributions systematically
at higher orders.)

Parabolic equation methods remain very widely used for long-range propagation at
low grazing angles. The tractable form of the Green’s function together with the series
decomposition provide computational efficiency and the means to extend existing PE
methods to include backscatter.

We should not overstate the advantages. Whilst accounting for some multiple sur-
face interactions the analytical results are nevertheless derived under small roughness
assumptions. Furthermore the computational benefits are reduced when considering
fully 3-dimensional problems or when truly wide-angle scatter is important. In such

11



cases a more fruitful approach may be to replicate the analysis based on left-right
splitting for the full Green’s function equations.
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Appendix

We can write the expression (29) as

ik d [7
E(X.0) =~ cost - [ (e g) H(X. )y )

where

ik S’

00 ez’kr LA
H(X,y :/ / R(X,rdr" dr , 3
= [ = [ e 3
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and R is given by (30). Differentiation with respect to = is carried out as for the
r-derivative (equations (22)-(28)): The z-derivative is thus expressed as a limit of a
finite difference, and the integral split into three parts,

ik 1
5(X7x):—$COS(9 lgl[l)g[Ll—i-Lg—Lg] (4)
where
Li= | g(z+ey)H(X,y)dy

xr+e€
9z +e,y)H(X,y)dy

xT

9(z,y)H (X, y)dy

~
w
I

5
I
o

We thereby obtain

d [* 2 * dH (X, y)
— H(X,y)dy=—=H(X —= —H(X dy. (b
i [ ey = e+ [ |00 x| a6
The term dH/dy is then
dH (X, y) d /‘X’
——— == aly,r)J(X,r)dr (6)
dy dy Jy
where
eikr
= 7
alyr) = = (7)
r eikSr/
J(X,r) :/ R(X,r")dr' (8)
0 T — T‘/
Treating the derivative as before gives
dH & dJ(X
O = —/y a(y,r) (W +ikJ(X, r)) dr. (9)
Finally,
dJ d r eikSr’
- = X, r)dr! 1
dr dr/o T_T/R( ,r)dr (10)
from which we similarly get
4 _ RX.0) + /r e ikSR(X,r") + i dr’ (11)
dr— r o Vr—r! ’ dr’ '



As before (see (29)) the expression R(X,0) vanishes for large X and can be dropped.
Successively substituting (9), (11), (3) and (5) into (1), we eventually obtain

(X)C(a)) = —%cos@ « (12)

[Qx /y \/j /0 \/g (X )dr dr (13)

/ \/x_ / \/y_r/OT zkif‘r, F(X,r') dr' dr dm} (14)

where

F= {(1+ik[1+8])R(X, r’)+§§}. (15)

In this expression, R is given by (30), so that

drR dp(X —71')  d*p(X —1)
W =1kS dr! - dxz . (16)

It is clear then that the correction term introduces a higher-order dependence on the
correlation function.
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