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Abstract

In this paper, we present a Levin-type method for approximating multivariate highly oscilla-
tory integrals, subject to a non-resonance condition. Unlike existing methods, we do not require
the knowledge of moments, which enables us to derive an approximation when the oscillator is
complicated, and when the domain is neither a simplex nor a polytope. The accuracy of this
method improves as the frequency of oscillations increases. A special case of this method has
the property that the asymptotic order increases with each additional sample point.

1 Introduction

Let © C R? be a connected, open and bounded domain with piecewise smooth boundary. The
subject of this paper is a numerical approximation of the multivariate integral

11,9 = /Q £(x) 99V,

where w is real and large. We focus on the situation where f and g are in C*°[2] and bounded.
Furthermore, we assume that g has no critical points, i.e. Vg # 0 within the closure of €.

Traditional means of approximating I,[f,?] fail in the face of high oscillations. Repeated
univariate quadrature is completely impractical, as using Gaussian quadrature to approximate
such integrals requires an exorbitant amount of sample points even in a single dimension, and the
number of required sample points grows exponentially with each additional dimension. In addition,
for a fixed number of sample points, both repeated univariate quadrature and Monte Carlo (Press
et al., 1988) can easily be seen to have an error of order O(1) as w — oo, whereas the integral itself
is typically of order O(w™?) (Stein, 1993). This implies that, for large w, approximating the integral
by zero is more accurate than using traditional quadrature techniques! The method of stationary
phase (Olver, 1974) is also unsuitable for our needs, as it requires sophisticated mathematical
analysis that depends on the choice of f and ¢. This is impractical for computational purposes.

In this paper we will derive a Levin-type method for approximating multivariate highly os-
cillatory integrals, subject to a non-resonance condition on the oscillator g and domain 2. As in
the univariate case, the accuracy actually improves when w is large—in fact, it has an order of
error (’)(w*S*d), where the integer s depends on the information we use about the function f.
We also develop a multivariate version of the asymptotic basis, a choice of basis for a Levin-type
method such that the order increases with each additional sample point and multiplicity. Finally,
we investigate what goes wrong when the non-resonance condition does not hold.
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2 Univariate asymptotic expansion

We begin with an overview of methods for approximating I4[f, Q] when € is a one-dimensional
domain; a problem which has received considerable attention in recent years (Iserles and Ngrsett,
2004; Iserles and Ngrsett, 2005a; Olver, 2005). The basic idea behind the recent research is to
derive an asymptotic expansion, then use the asymptotic expansion to prove the order of error for
methods which have the potential of being considerably more accurate than the partial sums of
the asymptotic expansion. The derivation of the following theorem is irrelevant to the purposes of
this paper, hence we omit the proof for the sake of succinctness and refer the reader to (Iserles and
Nersett, 2005a).

Theorem 1 Let Q = (a,b) and let f and g be smooth functions in the closure of Q, such that
g # 0 in the closure of Q. Define oy, as

aif =L o= ke
Then, for w — oo,
LU~ = Y e ol 10 80 el fl(a) 00} e.1)
k=1

An immediate consequence is the following corollary, which will be used to find the order of
error of a Levin-type method. In the following corollary, we use the mth order derivative operator
D™ as defined in Appendix A, in order that its definition is consistent with the multivariate version;
namely Corollary 2. Note that we allow f to depend on w as a parameter.

Corollary 1 Assume Q = (a,b). Suppose that | D" f|loc = O(w™"™) for every non-negative integer
m. Furthermore, suppose that

0=D"f(a) =D™f(b)

for every non-negative integer m < s — 1. Then

I[f,Q] ~ O(w 1)

The proof of this corollary can be found in (Olver, 2005), though it follows almost immediately
from the asymptotic expansion. The purpose for allowing f and its derivatives to depend on w will
become clear in Section 7. Until then it is safe to assume that n = 0, i.e. f and its derivatives are
merely bounded for increasing w.

3 Univariate Levin-type expansion

One immediate consequence of having an asymptotic expansion is that its partial sums provide
a quick-and-dirty numerical approximation. Indeed, unlike traditional integration techniques, the
accuracy of an asymptotic expansion improves as the frequency w increases. Unfortunately, the
problem with asymptotic expansions as numerical approximations is that there is a limit to how
accurate the approximation can be for any fixed w. To combat this issue we construct a Levin-type
method, a generalization of a method developed in (Levin, 1997). The multivariate Levin-type



method will continually ‘push’ the integral to the boundary until we arrive at univariate integrals,
hence the following construction is central to the multivariate version.

The general idea behind the method, as developed by Levin, is that if we have a function F
such that % [F e“"g] = fe'“9 then computing I,[f, (a,b)] is trivial. We can rewrite this requirement
as L[F] = f, for the differential operator

L[F] =F +iwg'F.

Finding such an F' explicitly is in general not possible, however we can approximate F' by a function
v = ¢y, where {tg, ..., 1.} is a set of basis functions, using collocation with the operator L[v].
In other words, we solve the system

Lv](xg) = f(zk), k=0,1,...,v,

for some set of nodes {zo,...,x,}, in order to determine the coefficients {cy,...,c,}. Since the
number of nodes is arbitrary, this allows us to increase the accuracy by simply adding additional
nodes.

In (Olver, 2005), the current author generalized this idea to obtain a Levin-type method, the
major improvement being that we equate both the function values and derivatives of L[v] and f
at the nodes {xg,...,x,}, up to given multiplicities {myg,...,m,}. This allows us to obtain an
arbitrarily high order of error by taking suitably large multiplicities at the endpoints. We repeat
the proof of the order of error of a Levin-type method as found in (Olver, 2005), since the proof
for the multivariate case will be somewhat similar. The following lemma will be used for both the
univariate and multivariate proofs.

Lemma 2 Suppose that two sets of vectors in R {pq, ..., pn} and {go,...,gn}, are indepen-
dent of w, and that {go,...,gn} are linearly independent. Furthermore let

A = [po +iwgo, -, Pn + iwgs] .

Then, for sufficently large w, A is non-singular, and the solution ¢ = [cg, - - ,cn]T to the system
Ac = £, for any vector f independent of w, satisfies ¢, = O(w_l) for every integer 0 < k < n.

Proof We know that
det A = det [iwgy, - - - ,iwgn] + OW") = (iw)"  det [go, - -+ , gn] + OW").

Since det [go, - ,8n] # 0, this is a polynomial of degree n + 1, and sufficiently large w causes
the determinant to be nonzero. Furthermore ﬁ = O(w_"_l). Due to Cramer’s rule, we know
that ¢, = ddeetta’“ where Dy, is equal to A with the (k + 1)th column replaced by f. It is clear that
det Dy, = O(w™) as there are exactly n columns with w terms. Thus the proof is complete. O

By combining this lemma with Corollary 1 we will obtain the proof of the order of error for
a Levin-type method. We begin by defining the regularity condition. The regularity condition is
satisfied if the functions {¢'tg, ¢')1,...} can interpolate f at the nodes {xo,...,z,} with multi-
plicities {my,...,m,}. Note that this condition depends on the choice of oscillator g, the nodes,
the multiplicities and the basis.

Theorem 3 Suppose g’ is non-zero in the closure of @ C R and the reqularity condition is satisfied.
Let v =" cp)i, where ¢ = [co, - - ,cn]T is determined by solving the system

D" Lv](xg) = D™ f(zk), m=0,1,...,m; — 1, kE=0,1,...,v (3.2)



for the operator L[v] = v' +iwg'v, and where n+1 is the number of equations in this system. Then

L[f,9) = Qglf, Q] ~ O(w™7),

where s = min {mg, m, } and

QLIS Q) = v(b) 9 — v(a) &9,

Proof Note that Qé [f, Q] = 1,[L[v], Q. Define the operator P|[f], written in partitioned form, as

polf] f(ar)
Plfl=1 + |, for  plf]l= : ,  k=0,1,...,v.

ool Do ()

In other words, P[f] maps a function f to a vector whose rows consist of f evaluated at the
nodes {zo,...,z,} with multiplicities {mo,...,m,}. The system (3.2) can now be rewritten as
Ac = f where

Due to the regularity condition, we know that {go, ..., gy} are linearly independent. Thus Lemma 2
applies, hence we know that v and its derivatives are O(w‘l). Thus L[v] and its derivatives are
O(1), meaning that

LLf.Q] = Qgf, Q) = L[f, Q] = LILR], Q] = I[f — £[v], Q] = O(v™7"),
by Corollary 1 with the function f — L[v]. -

The regularity condition is actually quite weak: in fact (Olver, 2005) contains a proof that, if
{%o,...,¥yn} is the standard polynomial basis or any other Chebyshev set (Powell, 1981), then the
vectors {go,...,8n} are guaranteed to be linearly independent. However, there is no equivalent
to a Chebyshev set in higher dimensions (Cheney and Light, 2000). It should be mentioned that
there exists another method of approximating these integrals, namely a Filon-type method (Iserles
and Ngrsett, 2005a). It works by interpolating the function f by a polynomial v, and integrating
v directly; assuming that moments are explicitly computable. Though it is often more accurate
than a Levin-type method, the requirement of knowing moments makes it much less practical for
multivariate integrals.

For a simple example, consider the case of f(x) = cosz with oscillator g(z) = cosz — sinz in
Q = (0,1), collocating only at the endpoints with multiplicities both one. Figure 1 demonstrates
that Qé [f, €] does, in fact, approximate I4[f, 2] with an order of error (’)(ofz). This compares to
the integral itself which goes to zero like O(w‘l). Had we added internal nodes, the approximation
would be the same order but more accurate. Adding multiplicities to the endpoints would cause
the order to increase. Further examples and comparisons can be found in (Olver, 2005).

4 Multivariate asymptotic expansion

With a firm concept of how to handle the univariate case, we now begin delving into how to
approximate higher dimensional integrals. We closely mirror the univariate version: we first derive
an asymptotic expansion, which we then use to prove the order of error for a Levin-type method. We
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Figure 1: The error of Qé [f,(0,1)], scaled by w?, with only endpoints and multiplicities all one, for
I,[f,(0,1)] = fol cos g elw(cosT—sine) g

begin by investigating the case where the non-resonance condition is satisfied, which is somewhat
similar in spirit to the condition that ¢’ is nonzero within the interval of integration. The non-
resonance condition is satisfied if, for every x on the boundary of Q, Vg(x) is not orthogonal to the
boundary of 2 at x. In addition, Vg # 0 in the closure of €2, i.e. there are no critical points. Note
that the non-resonance condition does not hold true if g is linear and 2 has a completely smooth
boundary, such as a circle, since Vg must be orthogonal to at least one point in 0.

Based on results from (Iserles and Ngrsett, 2005b), we derive the following asymptotic expan-
sion, where |m| for m € N? is the sum of the entries, as defined in Appendix A. We also use the
notion of a vertex of {2, for which the definition may not be immediately obvious. Specifically, we
define the vertices of €2 as:

o If Q consists of a single point in R?, then that point is a vertex of .

e Otherwise, let {Z;} be an enumeration of the smooth components of the boundary of €2,
where each Z; is of one dimension less than €2, and has a piecewise smooth boundary itself.
Then v € 99 is a vertex of € if and only if v is a vertex of some Z,.

In other words, the vertices are the endpoints of all the smooth one-dimensional edges in the
boundary of €. In two-dimensions, these are the points where the boundary is not smooth.

Theorem 4 Suppose that ) has a piecewise smooth boundary, and that the non-resonance condi-
tion is satisfied. Then, for w — oo,

Ig[f’ Q} ~ Z (_lwl)k—l-d@k[f] ’

k=0
where Ok[f] depends on D™ f for all |m| < k, evaluated at the vertices of ).

Proof Fix an integer s > 1. From (Iserles and Ngrsett, 2005b) we know that, if a domain S is a
polytope and g has no critical points in S, then

Ig[f’s} = ﬁs[f,S]—i— Ig[U&S]a

1
(—iw)®



where
s—1

T 1wgd
Z (—iw) k+1/ Vg”v 2 S,

n is the outward facing unit normal and

Ok
oo = f, Ok+1 \val [HV ||2V ] k> 0.
Let {Sp, S1,...} be a sequence of polytope domains such that limS; = Q, where each S; is a
tessellation of €2. Because Vg is continuous, there is an open set U containing the closure of €2 such
that Vg # 0in U. Assume that each S; C U, which is true whenever a sufficiently fine grid is used.
Note that o is bounded in U for all k, because there are no critical points. Hence, due to the
boundedness of each integrand and the dominating convergence theorem, it is clear that

Ig[fasj] - Ig[fag]a

1
mfg[%sj] — mfg[%ﬂ],
T i T
Vg e“9dS — n Vg e“9dS.
/as HV H2 o9 HV H2

It follows that I,[f,Q] = Q S| f Q] +
Iy[os, 9 = O(w™?) (Stein, 1993).

We now prove the theorem by expressing Qés[ £,9] in terms of its asymptotic expansion.
Assume the theorem holds true for lower dimensions, where the univariate case follows from The-
orem 1. Note that, for each ¢, there exists a domain €, € R4 and a smooth map T : Qy — Z,
such that Z, is parameterized by €2y using the mapping Ty, where every vertex of {2, corresponds
to a vertex of Zy, and vice-versa. We can rewrite each surface integral in Qés[ f,€] as a sum of
standard integrals:

T i T i
Vg e“IdS = / Vg e“Ids = I,[fe, ], 4.3
fa Ve 2 e 48 = 2l )

where f; is a smooth function multiplied by o 0Ty, and g, = goTy. It follows from the definition of
the non-resonance condition that the function g, satisfies the non-resonance condition in €2,. Thus,
by assumption,

I,os,9Q] = Qg"s[f, Q] + O(w*9), using the fact that

1w)5

oo
1
Ig,[fe; ] ~ Z m@i[ﬁ] )

i=0
where ©;[fy] depends on D™ f, for |m| < i applied at the vertices of €y. But D™ f, depends on
D™ [0y o Ty for |m| < i applied at the vertices of €2y, which in turn depends on D™ f for |m| < i+k,
now evaluated at the vertices of Z;, which are also vertices of 2. The theorem follows from plugging
these asymptotic expansions into the definition of Qg"s[ 1, Q). O

It is not necessary to find O[f] explicitly as we only use this asymptotic expansion for error
analysis, not as a means of approximation. The following corollary serves the same purpose as
Corollary 1: it will be used to prove the order of error for a multivariate Levin-type method.

Corollary 2 Let V be the set of all vertices of a domain 2. Suppose that |D™ f|lecoc = O(w™™) for
all m € N¢. Suppose further that
0= D™ (v)



for allv € V and m € N such that |m| < s — 1. Then
L[f, Q] ~ o(w*”*é‘*d) .

Proof

We prove this corollary by induction on the dimension d, with the univariate case following
from Corollary 1. We begin by showing that Q?,erd[f? Q] = O(w™*~%). Since every o, depends
on f and its partial derivatives of order less than or equal to k, it follows that ||og|cc = O(w™).
Furthermore, 0 = D™oy(v) for all v € V and every m| < s —k — 1, where 0 < k < s — 1. Hence
(4.3) is of order (’)(w*”*(sfk)*(dfl)) for all 0 < k < s —1. For k > s, we know that (4.3) is at
least of order (’)(w_"_(d_l)). Since each (4.3) is multiplied by (—iw)™*~! in the construction of

Q;s+d[fv QL it follows that Q?,erd[fa Q] = O(w—n—s—d)‘ Finally,

1
ol = Qgeval £, Q] = (—iw)—s—dfg[cfs+d,9]’ :O(w_s_"_d),

since [0l = O ™). Thus I[f,] ~ O(w=-1-1). 5

As in the univariate case, until Section 7 we assume f and its derivatives in the preceding
corollary are O(1), i.e. n = 0. In (Iserles and Ngrsett, 2005b), a generalization of Filon-type
methods for multivariate integrals was developed, where, as in the univariate case, the function f is
interpolated by a polynomial v, and moments are assumed to be available. We will not investigate
this method in depth, but mention it as a point of reference.

Remark In this section we used a weaker definition for the non-resonance condition than that
which was found in (Iserles and Ngrsett, 2005b). Also, for the cited result in Theorem 4, we
only require that g has no critical points, whereas the original statement requires that the non-
resonance condition holds. This is due to the proofs cited from that paper holding true for the
weaker conditions, without any other alterations.

5 Multivariate Levin-type method

We now have the tools needed to construct a Levin-type method for integrating highly oscillatory
functions over multidimensional domains. We begin by demonstrating how this can be accomplished
over a two-dimensional simplex, followed by a generalization to higher dimensional domains, along
with a proof of asymptotic order. Consider the simplex S = Ss, as drawn in Figure 2. In the
construction of a multivariate Levin-type method we use the multivariate version of the fundamental
theorem of calculus, namely the Stokes’ theorem, to determine the collocation operator L[v]. First
write the integral as a differential form:

Iy[f, 8] = / /S fel“Idxdy = / /S fe“Idz A dy.

Note that if we have the 1-form p = vel*9(dx + dy), where v = Y 7_, cxty for some set of basis
functions {¢y, ..., ¥y}, then

dp = (v + iwgev)e“ddz A dy + (v, + iwg,v)e“Idy A dx
= (Vg + iwgzv — vy — iwgyv)e™“Idx A dy. (5.4)
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Figure 2: The two-dimensional simplex S = Sy, where ) = [1,0]" and ey = [0,1] .

Thus, in a manner similar to the univariate case, we collocate f using the linear operator L[v] =
Uy +iwg,v — vy — iwgyv at a given set of nodes {xo,...,x,}. Using the Stokes’ theorem, we ‘push’
the integral to the boundary of the simplex:

//Sfei“’gdx/\dy%//Sﬁ[v]ei“’gdaz/\dy://Sdpzygsp:ygsveiwg(dw_i_dy). (5.5)

We can now break up this line integral into three line integrals, integrating counter-clockwise.
Since the integrand, in vector notation, is orthogonal to the diagonal edge of S, the integral for
that particular boundary is zero. Therefore we need only integrate over the edges on the x and y
axes. Hence we can rewrite (5.5) as

0 1
/ U(Oa y) eiwg(O,y)dy + / ’U(l’, O) eiwg(x,())dm = Ig(~,0) [U('v 0) ) (07 1)] - Ig((),-)[v(ov ) ) (07 1)] :
1 0

As a result of the non-resonance condition, we know that the derivatives of g(-,0) and g(0,-)
are nonzero within the interval of integration; in other words, the integrands of the preceding two
univariate integrals do not have stationary points. Thus both of these integrals satisfy the conditions
for a univariate Levin-type method: the regularity condition is satisfied whenever polynomials are
used as basis functions in one-dimension. Hence we define

Qé[f) S] = Qg(.VO) [U('v 0) ) (0’ 1)] - Q&O,-)[U(Ov ) ) (0’ 1)] .

We approach the general case in a similar manner. Suppose we are given nodes {xg, ...,X,} in
Q c R4, multiplicities {mo,...,m,} and, for all dimensions less than or equal to d, basis functions
{@Z)g, e ,¢g}. Assume further that we are given a positive-oriented boundary of € defined as a
set of functions T, : Q; — R?, where Q; C R?~! and the fth boundary component is the image of
Ty. Furthermore, assume we have boundary parameterization for each €2y, recursively down to the
one-dimensional edges. We define Qé [f, Q] recursively as follows:

o If Q CR, then Qﬁ[ f, €] is equivalent to a univariate Levin-type method, as presented earlier
in this paper.



o If O C RY then we begin by choosing a vector t = [ty,--- ,td]T € R The purpose and
necessity of t will become clear further in the paper. Typically we let ¢, = +1, as t determines
the orientation of the approximation, and we want each dimension to be of equal influence.
Define the operators

d
J =Y (~1r'uD%, L] = T[] +iwTg]v,

1

where e, is the kth standard unit vector in R%. Now, for ¢ = [cg, - - - ,cn]T and v =) cklb,‘f,
solve for ¢ using the following collocation system:

D™L[v](xx) = D™ f(xk) , 0<|m|<my—1, E=0,1,...,v. (5.6)

We conclude by defining
QUL =D Qfe.l, (5.7)

where go(x) = g(Ty(x)) and fo(x) = v(Ty(x))t - JdT[ (x), for x € Q and J%} (x) the vector
of Jacobian determinants associated with the surface differential (d — 1)-form, as defined in
Appendix A. For the proof of the order of error, we require that the set of nodes used for
each Qéﬁ [fe, Q] contains all vertices of €, with multiplicities equal to the multiplicity of the
vertex mapped to by Tj. Typically we will simply use nodes {T[l(xj)} and multiplicities
{m;} for all j such that x; is in the range of T;—in other words every node that is on that
particular boundary.

Observe that, since each fy is linear with respect to v and, by the law of superposition, v
is linear with respect to f, we know that Qé[ f, €] is linear with respect to f. The multivariate
regularity condition requires that the following two conditions hold:

e The functions {J[g] g, Tlg] ¢{,...} can interpolate f at the given nodes and multiplicities.
e The regularity condition is satisfied for each Levin-type method in the right-hand side of (5.7).

Note that this is where the vector t comes in, as it provides a degree of freedom to ensure that this
condition is satisfied. For example, if t = [1, l]T and g(z,y) = +y, then J[g] = 9. — gy =0, and
the regularity condition can never be satisfied. This holds true even over a simplex reflected over
the y-axis, which in fact satisfies the non-resonance condition.

We now show that, if the regularity and non-resonance conditions are satisfied, Qﬁ[ f,Q] ap-
proximates I,4[f, (2] with an asymptotic order that depends on the multiplicities at the vertices of
Q.

Theorem 5 Suppose that both the non-resonance condition and the reqularity condition are satis-
fied. Suppose further that {xq,...,X,} contains all vertices of Q, namely {xiO, e ,xin}. Then, for
sufficiently large w, Qé [f, Q] is well defined and

1,[£.9) - Qf1£,9 ~ O (w1,

where s = min {mio, . ,min}.

Proof We begin by assuming that this theorem holds true for all dimensions less than d, with
Theorem 3 providing the proof for the univariate case. We first show that

L,1f, Q) = LILR], 9] = LIS — £[],0] = 0(w™ ). (5.8)

9



In analogy to the univariate proof, we define an operator P[f] to be equal to f evaluated at the

nodes {xq,...,x,} with multiplicities {my,...,m,}. We can write this explicitly in partitioned
form:
polf] DPr1 f(xy)
Plf] = : , for plf] = : , k=0,1,...,v,
pv(f] DPEme f(xp,)
where pg.1,...,Prn, € N?, ny, = %mk(mk + 1), are the lexicographically ordered vectors such that

|Pk,i| < mi — 1. The system (5.6) can now be writen as Ac = f, for

A=[po+iwge - pativen, pi=PT[vl]]. & =PlTlv]. £=PUI.

where n + 1 is now the number of equations in the system (5.6). By Lemma 2 and the regularity
condition, which again implies that {go,...,g,} are linearly independent, we know that ¢, =
O(w_l) for all 0 < k < n, hence L[v] is bounded for increasing w. Thus we can use Corollary 2,
since f— L[v] and its partial derivatives of order less than or equal to s —1 equal zero at the vertices.
This proves (5.8).

We now show that

QLI 9] - L], 9] = O(w™7).
We begin by defining the (d — 1)-form

d d
p = vel*d Ztk /\ dz;. (5.9)
k=1 =1
ik

Similar to (5.4), differentiating p we obtain
d . .
dp = Z(—l)ktk (D% v + iwvD%g) e“? dzy A --- ANdxg = Llv] €9 dag A -+ Aday.
k=1

It follows that

Ig[g[v],m:/gdp:/mp:;/&p,

We now invoke the definition of the integral of a differential form:

| o= [ o)t 5, x) dx
Z (o)
= Z cj / w;l(Tg(x)) w9 (Tdx))g . J%Z (x)dx
i—0 QZ
J
= Z cilg,[fe, ]
=0

where f; ;(x) = ’QZJ?(Tg(X)) t- J% (x). By assumption, each integral I,,[f; ;, 2] can be approximated
by Qge [fe,5, 2] with order of error O(w_s_d+1), as long as the non-resonance and regularity condi-
tions are satisfied. But both of these conditions are satisfied in €y, since both of these conditions

10



are satisfied in 2. Thus we obtain

Q491 = Llei]. 01 = 3 (@hlfe )= [ o)

)4

=D > ¢ (Qqlfe ] = g, [fe Q) (5.10)
£ j=0

SN 0 Y) 0wt = 0o ,
33 0 0fs) = o)

where we used the fact that Zj ¢;jfej is equal to fy, and the linearity of Q. Putting both parts
together, we obtain

Llf, 9] = Q1. Q] = (L,[f, 9] = I[L[], Q) — (Qg[f, Q) - L[L[], )

o) ol ) o)

Remark The differential form (5.9) could have been defined as
p=2e“ (vydzy A--- Adzgy + - +vgdag A - Adzy),

where each vy, is an independent function. This choice for p would result in a different definition for
L[v]. Though this provides more degrees of freedom, it comes at the cost of additional complexity,
hence we will not investigate it further.

Admittedly the regularity condition seems strict, however in practice it usually holds. The
following corollary states that, for simplicial domains and affine g, i.e. linear plus a constant,
a Levin-type method is equivalent to a Filon-type method. This is the main problem domain
where Filon-type methods works, so effectively Levin-type methods are an extension to Filon-type
methods.

Corollary 3 Define

Qg If, 9 = Ly[u, ],
where u is the Hermite interpolation polynomial of f at the nodes {xo,...,x,} with multiplicities
{mo,...,my,}. If g is affine, then I4[L[v],Q] = Qg[f, Q] whenever {Qﬁg,,wg} is the standard
polynomial basis and t is chosen so that J[g] # 0. Furthermore, if Q is the d-dimensional simplex
Sq then Qé[f, Sq] is equivalent to Qg[f, Sq] when a sufficient number of sample points are taken.

Proof Note that solving a Levin-type method system is equivalent to interpolating with the ba-
sis 1;]- = E{wﬂ. We begin by showing that these two bases are equivalent. We assume that

{1/?0, e ,zﬁj_l} has equivalent span to {1/13, e ,w;i_l }, which is true for the case L[1] = iwJg] = C,

where C' # 0 by hypothesis. Note that 1/1}1(331, oxg) =2t ah? for some nonnegative integers
pr. Then

d
by = L[pd] =iwT (gl v + 7 [v4] = v+ 3 (=1) 4Dy
k=1

_ d k D1 Pk—1, Pr—1_Pk+1 Pd
=C¥; + > (=1)"tpry .o g N agt

ES
I 3
—

11



But the sum is a polynomial of degree less than the degree of w;l, hence it lies in the span of

{%o,...,¥j—1}. Thus @b;l lies in the span of {1;0, e 1/33} It follows that interpolation by each of

these two bases is equivalent, or in other words I,[L[v], )] = Qf; [f, Q).

We prove the second part of the theorem by induction, where the case of {2 = S7 holds true by
the definition Qé [f,S1] = I4[L[v], S1]. Now assume it is true for each dimension less than d. Since
g is affine and each boundary T} of the simplex is affine we know that each gy is affine. Furthermore
we know that the Jacobian determinants of Ty are constants, hence each fy is a polynomial. Thus

5@ [fo, Q] = !I;;[fg, Si—1] = Ig,[fe, Sa—1] as long as enough sample points are taken so that f; lies
in the span of the interpolation basis. Hence Q%[f, S4] = I,[L[v], Sa] = QE[f, Sa. 0

An important consequence of this corollary is that, in the two-dimensional case, a Levin-type
method provides an approximation whenever the standard polynomial basis can interpolate f at
the given nodes and multiplicities, assuming that ¢ is affine and the non-resonance condition is
satisfied in Q.

6 Examples

Having developed the theory, we now demonstrate the effectiveness of the method in practice.
As the only known efficient methods for solving these integrals are Filon-type methods, which
are equivalent to Levin-type methods in many applicable cases, we present the results without
comparison. We begin with the relatively simple domain of a simplex. We use the notation
of (Rudin, 1964) with regards to simplices and boundaries. An oriented affine d-simplex T' =
[Po, - ,Pg] is defined by the function

d
T(x1,...,74) = Po+ »_ 2k(Pk — Po),
k=1
where x1, ..., x4 arein Sg. The standard d-dimensional simplex can also be written as [0, e1, - - - , eg],

which is equivalent to the identity mapping I : S4 — Sg. The formula for the positive oriented
boundary of T is

oT = [pla"' 7pd]_[p0’p17"' 7pd]+"'+(_1)d[p07"' 7pd—1]7

where the addition is only formal. In other words the ¢th boundary component Ty is equal to (—1)5
times 1" with the the /th index removed, for 0 < ¢ < d. Thus we have all the information needed
to construct a Levin-type method.

We now compute the error of Qé [f, S4] numerically, using the standard d-dimensional poly-
nomials as a basis and t = 1 = [1,--- ,1]T. We begin with f(z,y,2,t) = 22, g(z,y,2,t) =
x — 2y + 3z — 4t and QgL[f, S4] collocating only at the vertices with multiplicities all one. As ex-
pected, we obtain an error of order O(w*‘r)), as seen in Figure 3. Because this Levin-type method
is equivalent to a Filon-type method, it would have solved this integral exactly had we increased
the number of node points so that 7,/},%(1‘, y,2,t) = 2% was included as a basis vector.

Now consider the more complicated function f(x,y) = %Jrl+7;2ﬁ with oscillator g(z,y) = 22—y,
approximated by Qé[ f,S2], again only sampling at the vertices with multiplicities all one. As
expected we obtain an order of error of (’)(u)_3). By adding an additional multiplicity to each
vertex, as well as the sample point [%, %}T with multiplicity one, we increase the order by one
to (’)(w*‘l). Both of these cases can be seen in Figure 4. Note that the different scale factor

12
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Figure 3: The error scaled by w” of Qgﬂf , S4] collocating only at the vertices with multiplicities all
one, for Iy[f, S4] = [g, p2eiw(@—2y+32—4t) Q17

LN

w g5 | | T2bol (20 | 30 | bso [ boo®

220 240 260 280 300

Figure 4: The error scaled by w? of Qg [f, Sg] collocating only at the vertices with multiplici-
ties all one (left), and the error scaled by w? with multiplicities all two (right), for I,[f,Ss] =

Js, (41 + 3% e vav,

means that the right-hand graph is in fact much more accurate, as it has about %th the error.
Finally we demonstrate an integral over a three-dimensional simplex. Let f(z,y) = 2% —y + 2°
and g(z,y) = 3z + 4y — z. Figure 5 shows the error of Qf;[f, Ss], sampling only at the vertices,
multiplied by w?.

Because Levin-type methods do not require moments, they allow us to integrate over more
complicated domains that satisfy the non-resonance condition, without resorting to tessellation.
For example, consider the quarter unit circle H, as depicted in Figure 6. We parameterize the
boundary as T1(t) = [cos(t),sin(t)]" for Q) = (0,%), Tx(t) = [0,1 —4]" and Ty(t) = [t,0]" for
Qy = Q3 = (0,1). This results in the approximation

Qilf.H] = Qf [ 11, (0.5)] + QEF2. (0. 1] + Qf [, (0, 1)),
where fl(t) (cost - sint)v(cost,sint), g1(t) = g(cost,sint), fa(t) = —v(0,1—1), go(t) =

0,1—1), = v(t,0) and g3(t) = g(t,0). We used the fact that t-J2, (t) = 1-T/(t) = cost—sint,
i 1
t J22 =—1 an d t- J2T = 1 for finding the formulas of f, and g,.
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Figure 5: The error scaled by w* of Qﬁ[ f,S3] collocating only at the vertices with multiplicities all
one, for Iy[f, S3] = f53 (22 — y + 2%)elwBrtiy—2)qy

€9

€1
0

Figure 6: Diagram of a unit quarter circle H.

Let f(x,y) = e cos 2y, g(x,y) = v?+x—1y>—y, and choose vertices for nodes with multiplicities
all one. Note that g is nonlinear, in addition to the domain not being a simplex. Despite these
difficulties, Qg [f, H] still attains an order of error O(w*:}), as seen in the left hand side of Figure 7.

If we increase the multiplicities at the vertices to two, adding an additional node at [%, %]T with
multiplicity one to ensure that we have ten equations in our system as required by polynomial
interpolation, we obtain an error of order O(w_4). This can be seen in the right-hand side of
Figure 7.

This example is significant since, due to the unavailability of moments, Filon-type methods
fail to provide approximations in a quarter circle, let alone with nonlinear g. If g was linear, we
could have tessellated H to obtain a polytope, but that would have resulted in an unnecessarily
large number of calculations. However, with nonlinear g we do not even have this option, hence

Filon-type methods are completely unsuitable.

14



5
4.5 | 40
|
4] 35 |
! I
3.5 30
[
n I i ipyil | w
150 112001 250/ 300 [350 |'400 LN w
150 200 250 300 350 400

Figure 7: The error scaled by w? of Qg [f, H] collocating only at the vertices with multiplici-
ties all one (left), and the error scaled by w* with multiplicities all two (right), for I,[f, H] =
Sy " cosxy e @ +z—y’—y)qy.

7 Asymptotic basis

In the univariate case, the asymptotic basis for a Levin-type method results in internal nodes, in
addition to endpoints, increasing the order of error (Olver, 2005). The concept of an asymptotic
basis generalizes to multidimensional integrals in a fairly straightforward manner. The idea is to
choose the basis so that, using the notation of the proof of Theorem 5, each g1 is a multiple of
pr for 1 <k <n—1 and g; is a multiple of f. This can be accomplished by choosing the basis
y a_ _f a _ I
WEh o T g e fEh
where, as before, J = Zzzl(—l)kt,ﬂ)ek. Surprisingly, this increases the asymptotic order to
O(w*ﬁ*é‘*d), where s is again the minimum vertex multiplicity and n + 1 is equal to the minimum
of the number of equations in every collocation system solved for in the definition of Q%, recursively
down to the univariate integrals. It follows that if 2 C R, then 7 = n. As an example, if we are
collocating on a two-dimensional simplex at only the three vertices with multiplicities all one, then
the two-dimensional collocation system has three equations, while each one-dimensional collocation
system has only two equations. Thus nn +1 = min {3,2,2,2} = 2.
The following lemma is used extensively in the proof of the asymptotic order:

Lemma 6 Let zp,‘f be as defined. Then

det [gk7ak7" : aak-i-j?B] = det [gkvgk-‘r-lv"' 7gk+j+17B]7

where B represents all remaining columns that render the matrices square and a = py + iwgy, for
Pr and g as defined previously in this paper.

Proof We know that py = gr_1. Thus we can multiply the first column by iw and subtract it
from the second to obtain

det [gr, Pr + iwgk, - -, ap4j, B] = det gk, 8ry1, Akt1, -+, Apyy, B

The lemma follows by repeating this process on the remaining columns. O

This holds for any column interchange on both sides of the determinant. We now prove the
theorem, in a manner which is very similar to the omitted univariate version.
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Theorem 7 Using the preceding definition of wg and n, if the non-resonance condition and regu-
larity condition hold, then

L1f,9) = Qf1£.9] ~ (w7 1).

Proof We begin by showing that Lv](z) — f(z) = O(w™™). Note that
il - f =Y acluf] - £ =S a{[vi] +iwelTid} - 1
k=0

—iweoTlg] + Y e { Tlol v + wTlg) v | — Tlg] v

k=1

= Jlg) [iwco + (iwer — D + > (eh1 + wer)yf + cnwzﬂ}
k=2

_ Jll

~ det A

[iw det Do + (iw det D; — det A)y¢

+ (det Dy_1 + iw det Dy )il + det Dy H} ,
k=2

where again Dy, is the matrix A with the (k+1)th column replaced by f. We know that (det 4) ™' =
(’)(w‘”_l), thus it remains to be shown that each term in the preceding equation is O(w). This
boils down to showing that each of the following terms are O(w): iwdet Dy, iwdet D1 — det A,
det Dy_1+iwdet Dy, for 2 < k < n and finally det D,,. The first case follows directly from Lemma 6.
The second case follows from Lemma 6 after rewriting the determinants as

iwdet Dy — det A = iwdet Dy — det [ag, p1 + iwg1, ag, - -, ap]
= iwdet Dy — iwdet [ag, g1,a2, -+ ,a,] — det [ag, p1, a2, - , ay]

= —iwdet [go, g2, a2, ,an) ,

where we used the facts that a; = pg + iwgy, ag = iwgp and gy = f. Similarly,

det D1 + iwdet Dy, = det [ag, -+ ,ak_2, 81, Pk + Iwgk, Ak+1, " - , aAn)
+iwdet [ag, - -+ ,ax_2, Pr—1 + IWGK_1, 81, Ak 41, , An]
=det [ag, - ,ar_2, 81, Pk, k41, " " ; an]
+iwdet [ag, - ,ax—2, 81, ks A1, " , An)
+iwdet [ag, - ,a5—2, 8k, &1, Ak+1," " , An)
—w?det [ag, -+ ,a5_2, 8k—1,81, k41, an]
=det [ag, - ,ar 2,81, Pk Ak+1," " »an]
—w?det [ag, -+ ,a5_2,8k—1,81,Akt1, " ).

Using Lemma 6 the first of these determinants is O(w), while the second determinant has two
columns equal to gi_1, hence is equal to zero. The last determinant det D,, is also O(w), due to
Lemma 6. Thus we have shown that L[v](z) — f(z) = O(w™™).

Since L[v] — f is a linear combination of functions independent of w, where the coefficents
depend on w, it follows that D™ [L[v] — f](z) = O(w™") as well. Hence, by Corollary 2, I,[f,Q] —
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Figure 8: The error scaled by w?* of Qf [f,S2] collocating only at the vertices with multiplicities all
one (left), and the error scaled by w® with vertices and boundary midpoints again with multiplicities

all one (right), for [, (ril n y%) i (25—) Q7

LL], Q) = O(w™™ 5 9) = O(w™ ™ *79). For the univariate case the lemma has been proved,
since Qé[ﬁ[v] Q] = I,[L[v],Q]. By induction, Qge[fg,j,ﬂg] — Iy, [fe, %) = (’)(w_"_s_(d_l)) in
(5.10). It follows that

Llf,0) = Q11,9 = (L[, Q) = I[L[v], Q) — (Qg[f, 2 — Iy[L[v], )
— o).

a

We will use Qf [f, Q] to denote Qé [f, Q] with the asymptotic basis. There are important
cases when this definition for {Q/Jg} does not lead to a basis. For example, if g is linear and
f(z,y) = f(y,x) then ¢ = 0. Of course, whether or not Qf[ 1,9 is well defined is completely
determined by whether or not the regularity condition is satisfied, which can be easily determined
using linear algebra.

We now demonstrate numerically that the asymptotic basis does in fact result in a higher order
approximation. Recall the case where f(z,y) = x%rl + y% with oscillator g(x,y) = 2x — y over

the simplex Sy. We now use Qf[f, Ss] in place of Qé[f, Ss], collocating only at the vertices. Since
this results in each univariate boundary collocation having two node points, we know that n = 1.
Hence we now scale the error by w?, i.e. we have increased the order by one, as seen in Figure 8.
Since the initial two-dimensional system has three node points, adding the midpoint to the sample
points of each univariate integral should increase the order again by one to O(w*5). This can be
seen in the right-hand side of Figure 8.

There is nothing special about a simplex or linear g: the asymptotic basis works just as well
on other domains with nonlinear g, assuming that the regularity and non-resonance conditions
are satisfies. Recall the example with f(z,y) = e®cosxy and g(x,y) = 22 + z — y*> — y on the
quarter circle H. As in the simplex case, Qf [f, H] collocating only at vertices with multiplicities
all one results in an error of (’)(w*‘l), as seen in the left-hand side of Figure 9. Note that increasing
multiplicities not only increases s, but also n. If we increase the multiplicities to two, then n = 3
and s = 2, and the order increases to (9(w‘7), as seen in the right-hand side of Figure 9. It
should be emphasized that, though the scale is large in the graph, the error is being divided by
w” > 100" = 10™. As a result, the errors for the right-hand graph are in fact less than the
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Figure 9: The error scaled by w* of Qf [f, H] collocating only at the vertices with multiplicities all
one (left), and the error scaled by w” of Qf [f, H] collocating only at the vertices with multiplicities

all two (left), for Iy[f, H| = [ e” cosxy elw@re—y*—y)qy,

errors in the left-hand graph. Numerical evidence in (Olver, 2005) suggests that QP is typically
more accurate for the same order when additional nodes are added; as opposed to increasing the
multiplicities at the endpoints.

8 Points of resonance

Up until this point we have avoided discussing highly oscillatory integrals that do not satisfy the
non-resonance condition. But we know that a large class of integrals fail this condition: for example
if g is linear then any ) with smooth boundary must have at least one point of resonance. In this
section we investigate such integrals, and see where Levin-type methods fail.

Suppose that Vg is orthogonal to the boundary of Q C R? at a single point u. Let us analyse
what happens at this point when we push the integral to the boundary, as in a Levin-type method.
If T is the map that defines the boundary of €2 then the statement of orthogonality is equivalent to

Vg(T(€)T'(§) =0

where £ € R u = T(€) and T is the derivative matrix of T, as defined in Appendix A. After
pushing the integral to the boundary we now have the oscillator § = g o T'. But it follows that

V(&) = (goT)'(§) = Vg(T(£)) T'(§) =

In other words the resonance point has become a critical point. (Iserles and Ngrsett, 2005b) states
that a Filon-type method must sample at a critical point in order to obtain a higher asymptotic
order than that of the integral, hence, by the same logic, a Levin-type method must also sample at
a critical point. This means that the regularity condition can never be satisified, since J[g](¢) = 0,
hence a Levin-type method cannot be used. Moreover, in general each g is a fairly complicated
functionand no moments are available, thus neither the asymptotic nor the Filon-type methods are
feasible.

Perhaps a concrete example is in order. Consider the unit half-circle U, with g(z,y) =y — z,
as seen in Figure 10. The boundary curve which exhibits the problem is defined for Q; = (0, )
as Ti(t) = [cost,sint]". We find that Vg is orthogonal to the boundary at the point T} (BQT”) =
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Figure 10: Depiction of a half circle boundary U, where the vector Vg represents the direction of
the gradient of g(z,y) = y — z, highlighting where it is orthogonal to the boundary of U.

-
[—@, @} , since Vg(Tl(?jT”)) T{(%) = [-1,1] [— sin ??T”,cos %’T]T = 0. Combining Theorem 4
and (Iserles and Ngrsett, 2005b), we know that in order to obtain an order of error of (’)(wﬂ*%)

our collocation points must include [—1,0]" and [1,0]" with multiplicity s, as well as the point of
T
_V2 V2
2072

resonance with multiplicity 2s — 1. We assume that the resulting system is in fact

solvable. When we push the integral to the boundary, we obtain two line integrals:

/Ufei“’g ~ /Uﬁ[v] e = /Tl veld(dz + dy) + /T2 ve? (dz 4 dy)
= Igl [fla (07 7T)] + 192 [f?v (_L 1)}

where T5 corresponds to the boundary of U on the z-axis, fi(t) = (cost — sint)wv(cost,sint),
g1(t) = g(cost,sint) = sint — cost, fa(t) = v(t,0) and g2(t) = g(t,0) = —t. We see that I,[f, U] —
Iy, [f1,(0,7)] — Iy, [ f2, (—1,1)] does indeed appear to have an order of error O(w~°/2) in Figure 11.
It follows that, if we can approximate these univariate integrals with the appropriate error, then
we can derive an equivalent to Theorem 5 for when the non-resonance condition is not satisfied.

Note that I, [fi,(—1,1)] is a one-dimensional integral with oscillator g;(t) = sint — cost. But
g1 (%) = — cos %“ + sin %Tﬂ = 0, meaning that we have a stationary point. Unfortunately none of the
moments of g1 are elementary, including the zeroth moment. Thus neither the univariate Filon-type
method nor the asymptotic method from (Iserles and Ngrsett, 2005a) are applicable. Furthermore,
the univariate Levin-type method cannot satisfy the regularity condition, as we are required to
sample at the stationary point. Thus we are left with the problem of what to do once the integral
has been pushed to the boundary. This issue represents a work in progress, the results of which
will be published elsewhere.
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Appendix A
We define the differential operator D™ as follows:

e DO is the identity operator.

e D™ for non-negative integer m € N is simply the mth derivative:

dm
D=
dz™
e D™ for m = [my,--- ,mg] € N? is the partial derivative
pm Hlm|

= m1 mqy
Oz ... 0x,

where |m| = |m||; = Zi:l myg. Note that the absolute-value signs are not needed since each
my 1S nonnegative.

The bottom two definitions are equivalent in the scalar case if we regard the scalar k as a vector
in N'. Furthermore, it is clear that D™1D™2 = pmi+msz,

The definition of the determinant matrix of a map 7 : R? — R”, with component functions
T1,...,Ty,, is simply the n x d matrix

DTy ... DedTY
T = : .. :
DT, --- DT,

Note that Vg = ¢’ when g is a scalar-valued function. The chain rule states that (g o T (x) =
¢ (T(x))T"(x).

The Jacobian determinant Jr of a function 7 : R — R? is the determinant of its derivative
matrix T77. For the case T : R* — R" with n > d we define the Jacobian determinant of T for

indices i1, ...,iq as J;l""’id = Jj, where T = [Tiy, - ,Tid]T. Finally, we define

J%(X) = ‘]’12’7.”7d(x) y T le"7m7d_1(x) )

a vector of Jacobian determinants that are used in the definition of the integral of a (d — 1)-form.
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