Mathematical Tripos Part Il
Lent 2005
Professor A. Iserles

NUMERICAL ANALYSIS: EXAMPLES’ SHEET 1

1. Prove that the Gauss—Seidel method for the solutiohmf= b converges whenever the matrikis
symmetric and positive definite. Show, however, /& 3 counterexample, that the Jacobi method need
not converge.

2. \Verify that then x n tridiagonal matrix
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has the eigenvalues+ 26 cos[kw/(n+1)], k = 1,2, ...,n. Hence deducg(4) = |a| + 2|8]| cos[r/(n +

1)].
[Hint: Show thatv € R" satisfies the eigenvalue equatigly = \v if it has the components;, =
sinfkln/(n +1)], k =1,2,...,n, wherel is any integer.]

3. Letthe Gauss—Seidel method be applied to the equatians b when A is the nonsymmetrié x 2
matrix 12 _i’ . Find the spectral radius of the iteration matrix. Then stiwat the relaxation method,
described in Lecture 2, can reduce the spectral radius bgterfaf 2.9. Further, show that iterating twice
with Gauss—Seidel with this relaxation decreases the g6 — 2(>)|| by more than a factor of ten.
Estimate the number of iterations of the original Gauss#&enethod that would be required to achieve

this decrease in the error.

4. Apply the standard form of the conjugate gradient metlod@i¢ linear system

100 1
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starting as usual witk:(?) = 0. Verify that the residuals(®), »(1) and+(?) are mutually orthogonal, that
the search directiond”, d") andd® are mutually conjugate, and that®) satisfies the equations.

5. Letthe standard form of the conjugate gradient methogpkea whenA is positive definite. Express
d™® in terms ofr) and3), j = 0,1,...,k. Then deduce in a few lines from the formut&*+?) =
Z;?:O w@®dY) fromw@ > 0, and from the theorem on the conjugate gradient method itetere notes,

that the sequencg|z?)|| : j =0,1,...,k + 1} increases monotonically.

6. The polynomiap(z) = 2™ + Z}Zgl ¢zt is theminimal polynomialof then x n matrix A if it is
the polynomial of lowest degree that satisfigsl) = O. Note thatm < n holds because of the Cayley—
Hamilton theorem.

Give an example of & x 3 symmetric matrix with a quadratic minimal polynomial.

Prove that (in exact arithmetic) the conjugate gradientwtequires at most iterations to calculate the
exact solution ofAv = b, wherem is the degree of the minimal polynomial df

7. LetA be the3 x 3 matrix

A1 0
A=|0 X 1],
0 0 A



where) is real and nonzero. Find an explicit expressiondét k = 1,2,3, . . ..

The sequence**+1), k =0,1,2,..., is generated by the power methetf ) = Azx®*) /|| Az |, where
x(%) is any nonzero vector iR®. Deduce from your expression fd’ that the second and third components
of 2(**1) tend to zero ag — oo. Further, show that this remark impligise*t1) — \z(*+1) — 0, so the
power method tends to provide a solution to the eigenvaluatém.

8. LetA be ann x n matrix with the real and distinct eigenvalugs > A\, 1 =1 > X\, 2 > -+ >

A1 = 0. Three versions of the power method are used to estimatégbevector ofA whose eigenvalue is
\,.. Specifically, thgk + 1)st iteration has the forre*+1) = (A — s 1z®) /|| Az®) ||, k = 0,1,2,...,
where eachs(*) is a real shift. In the first versiosf*) = 0, in the second versiosi®) = 1, and in the third
versions(?) = 1(2 — /2) ands(*+Y = 1(2 4 \/2). Compare these shift strategies when= 1 + ¢
wheree > 0 is very small, assuming that®) contains substantial components of all the eigenvectars. Y
should find that the use of the single shift (version 2) indtefano shift (version 1) approximately halves
the number of iterations that are needed to achieve a ppesceccuracy, while the use of a double shift
(version 3) instead of a single shift (version 2) approxiehahalves the number of iterations again.

9. LetA be asymmetri@ x 2 matrix with distinct eigenvalues and normalized eigenmect; andwvs.
Givenz(® e R?, the sequence* 1) k = 0,1,2,..., is generated in the following way. Theayleigh
quotient), = z(®) " Az(*) /[|a™||2 is taken as an estimate of an eigenvaluelpthe vector norm being
Euclidean. Then inverse iteration gives

y=(A- \I)"1z® andweset z*Y =y/|y].

Show that, ifz(®) = (v, + exv2)/(1 + £2)'/2, where|e,| is small, thens,1| is of magnitudge|®. In
other words, the method enjoystard order rate of convergence.

10. The symmetric matrix

9 -8 2 2
A= -8 9 =2 has the eigenvectorv = | —2
2 -2 10 1

Calculate an orthogonal matrix by a Householder transformation such tkat is a multiple of the first
coordinate vector. Then form the prod§zt AQ. You should find that this matrix is suitable for deflation.
Hence identify all the eigenvalues and eigenvectord .of

11. Show that the vectots, Ax and A%z are linearly dependent in the case

4 5 2 0 1

—-26 —14 1 4 0

A= 9 9 3 1 and = = 1
—-43 -8 13 9 5

Hence calculate two of the eigenvaluesAfObtain by deflation & x 2 matrix whose eigenvalues are the
remaining eigenvalues of. Then find the other two eigenvalues Af

12. Use Householder transformations to generate a trideelgoatrix that is similar to the matrix

9 -1 2 2
-1 3 4 2
2 4 14 -3
2 2 -3 4

A=

Your final matrix should be symmetric and should have the daave asA.



