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NUMERICAL ANALYSIS: EXAMPLES’ SHEET 4

36. LetA be them? x m? matrix that occurs in the five-point difference method foplaae’s equation on
a square grid. By applying the orthogonal similarity tramsfation of Hockney’s method, find a tridiagonal
matrix, T' say, that is similar ta4, and derive expressions for each elemenflof Hence deduce the
eigenvalues of . Verify that they agree with the eigenvalues of Propositidh

37. LetBy=2,01=0,082=6,03=-2,08,=6, 05 =0, g =6 andg; = 2. By applying the FFT
algorithm, caIcuIat{j.:0 Bje2™ik/8 | = 0,2, 4, 6. Check your results by direct calculation.
Hint: Because all values df are even, you can omit some parts of the usual FFT algorithm.

38. Letu(z,t) : R* — R be an infinitely-differentiable solution of the convectitiffusion equation
u; = uge — bu,, Where the subscripts denote partial derivatives and whira positive constant, and let
u(z,0),0 <z <1,u(0,t),t > 0,andu(1,t),t > 0, be given. A difference method setsc = 1/(M + 1)
andAt = T'/N, whereM and N are positive integers aril is a fixed bound on. Then it calculates the
estimates:”, ~u(mAz,nAt),1 <m < M,1 <n < N, by applying the formula

n+1

Uy, ~ = u'rnn =+ H(U%—l - 2“:7;1 + uﬁx,+1) - %(Ax)bu(unm-&-l - u?n—l)v

wherep = (At)/(Ax)?, the values ofi, being set tau(mAx, nAt) when(mAx, nAt) is on the bound-
ary. Show that, subject t@ being constant, the local truncation error of the formul@{gAx)?).

Let e(Ax, At) be the greatest of the errofg(mAz, nAt) —u|, 1 < m < M,1 < n < N. Prove
convergence from first principles: &£z — 0 andp < 1 is constant thea(Az, At) also tends to zero.
Hint: Relate the maximum error at each time level to the marinerror at the previous time level

39. Letu(z,y) be a solution of Laplace’s equatien, + v,, = 0 on the unit squaré < z,y < 1, and

let u(x, y, t) solve the diffusion equation; = .. + u,,, Where the subscripts denote partial derivatives.
Further, letu satisfy the boundary conditiong¢, n,t) = v(&,7) at all points(¢,n) on the boundary of the
unit square for alt > 0. Prove that, ifu andv are sufficiently differentiable, then the integral

o(t) = / / (e, y.1) — vz, y)Pdedy, >0,

has the property’(t) < 0. Then prove tha(t) tends to zero as— oc.
Hint: In the first part, try to replace,, andu,, when they occur by, — v,, andu,, — v,, respectively.

40. Letu(z,t) : R* — R be a sufficiently differentiable function that satisfies difeusion equation:, =
uzz, and letd be a positive constant. Using the notatidh) ~ u(mAx, nAt), wherey = (At)/(Ax)? is
constant, we consider the implicit finite-difference scbem

= 5 (= 0) (up ™y — 2up ™+ upth) = w5+ ) (ug, = 2up, ).
Show that its local error i®) ((Az)*), unless) = % (the Crandall method), which makes the local error of
orderO((Az)®). Is it possible for the order to be even higher?

41. The Crank—Nicolson formula is applied to the diffusi@uationu; = u,, on a rectangular mesh
(mAz,nAt), m=0,1,..., M+1,n=0,1,2,...,whereAzx = 1/(M + 1). We assume zero boundary
conditionsu(0,t) = u(1,t) = 0 for all t > 0. Prove that the estimated, ~ u(mAx, nAt) satisfy the
equation

M At M+1
[(uﬁﬁl)2 - (u?n,)2} = 7%(A$)2 Z(uﬁjl +’LL:7;L 7u::1+—11 7U?n_1)2, n:O,1,2,....
m=1 m=1

Because the right hand side is nonpositive, it follows t@%zl(u;if is a monotonically decreasing
function ofn. We see that this property is analogous to part of Exercigé 3% 0 there.



Hint: Substitute the value af;t! — v, that is given by the Crank—Nicolson formula into the eleragnt
equationy> M [(ut1)? — (u2)?] = M (utt — u) (w4 ). Itis also helpful occasionally

to change the index: of the summation by one.

42. Leta(z) > 0,z € [0, 1], be a given smooth function. We solve the diffusion equatith variable
diffusion coefficient,u; = (au,)., given with an initial condition fot = 0 and boundary conditions at
r = 0andz = 1, ¢ > 0, with the finite-difference method

uptt = + Plam—1/2Um 1 = (@m—1/2 + Qy1/2)Up, + Q12U 1],
wherea, = a(aAx), up = (At)/(Ax)%,n>0,m =1,2,...,M andAz = 1/(M + 1). Prove that the
local error isO((Az)*).
Justifying carefully every step of your analysis, show (dag using the eigenvalue technique) that the
method is stable for all < j1 < 1/(2amax), Wher€ama, = max,¢jo,1j a().
Hint: In the second part, you might prove first the followitgtement in linear algebra: Letl be ann x n
tridiagonal matrix such thatd, , < |Akk—1| + |[Akr+1l, £ = 1,2,...,n, whereAd; o = A, ny1 = 0.
Prove that all the eigenvalues df are positive. Hence deduce that if a tridiagonal matfixs such that
|Bi.i; £ (|Br,k—1| + | Brk+1])| < 1 forall k then all its eigenvalues reside in the unit disc.
Hint to the hint: LetAv = \v, wherev # 0. Choosek such thatjv,| > |v], I = 1,2,...,n, and
demonstrate thatly, ,—1vg—1 + Ak ks + Ak k+1Vk+1 = AV iMmpliesA > 0. This is similar to the proof
fromLect ur e 1 that the five-point equations yield a positive-definiteesystboth are a special case of
a more general statement, the Gerschgorin theorem.

43. Apply the Fourier stability test to the difference edprat
uptt = (2 = 5p 4 60 Y, + § (2 = 3p) (up,_y +upiy) — g3l = 6p)(up, o +upys),  mEZ
Deduce that the test is satisfied if and onl§ i y < %

44, A square grid is drawn on the regigfiz,t) : 0 < = < 1, > 0} in R?, the grid points being
(mAz,nAz),0 <m < M+1,n=0,1,2,..., whereAz = 1/(M + 1) and M is odd. Letu(z,t) be
an exact solution of the wave equation = u,, and let the boundary valuegz,0), 0 < z < 1, u(0, ),
t > 0,andu(1,t),t > 0, be given. Further, an approximationda,/ot atx = 0 allows each of the function

valuesu(mAz, Az), m =1,2,..., M, to be estimated to accuraey Then the difference equation
up =g g, —up

is applied to estimate at the remaining grid points. Prove that all of the moduli keé errors|ul, —
u(mAz,nAz)| are bounded above by M, even whem: is very large.

Hint: Let the error inu(mAx, Ax) bed,, je, m = 1,2,..., M, whered,, ; is the Kronecker delta and
wherej is an arbitrary integer in{1,2,..., M}. Draw a diagram that shows the contribution from this
error to w)*, for everym andn.

45, Arectangular grid is drawn di?, with grid spacingAz in the z-direction andAt in the¢-direction.
Let the difference equation
ﬁ_ll - 2“%4_1 + UZ;S-ll)

+ b(Upy—1 — 2y, +up,yq) + cup = 2up ' + “2;11)}7

= 2ul, 4+ g = pla(u

wherep = (At)?/(Az)?, be used to approximate solutions of the wave equatipr- u,,.. Deduce that,
with constantu, the local error isO((Az)*) if and only if the parameters, b andc satisfya = ¢ and
a + b+ c = 1. Show also that, if these conditions hold, then the Fouteikty condition is achieved for
all values ofy if and only if the parameters also satigty < 2a.



