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Numerical Analysis — Lecture 16

Problem 4.8 Finite-difference discretization 672« = f ‘replaces’ the PDE by a large system of linear
equations. In the sequel we pay special attention tditvieepoint formulawhich we rewrite in the form

_’Uflfl,j — ulJrl’j — ul’j,l — ul’j+1 + 4ul7j = —(A$)2fl’j, (45)

where(lIAz, jAx) € Q. Having ordered grid points, we can write (4.5) as a lineateay, Au = b, say.
(The precise manner of ordering grid points into a long veistaimmaterial to our present discussion. The
most obvious isiatural ordering,by columns, but other orderings are of interest.) Recafhfteect ur e

1 that if Q2 is a square thed is symmetric and positive-definite.

Our present concern is to prove that/ss — 0, the numerical solution (4.5) tends to the exact solution of
the Poisson equatioi?u = f (with appropriate Dirichlet boundary conditions). For sake of simplicity,

we restrict our attention to the important casebeing aunit squarewhencel,j = 1,2,...,m, where
Azx=1/(m+1).

Proposition 4.9 The eigenvalues of the matrikare
T

. . . O B
)\a,[jél{st [m} + sin® [m}}, a,B=1,2,...,m.

Proof Itis enough, givery, 8 € {1,2,...,m}, to demonstrate the existence of a nonzero ve(a&gr)ﬁilo

such thaﬁmo = V,m+1 = V0,j = Um+1,j = 0 for l,j =0,....m+1 and

—VI—15 — Vi1, — Vij—1 — V41 +4vj = Aa,guij, Li=12...,m+1

I .
Ul,j—Sin(mﬁrl)sin(TiTl), l,j=0,1,...,m+1.

Note that the ‘boundary conditions’ are satisfied and, biyueiof the identity

We let

sin(f — ) + sin(6 4+ ¢) = 2sin 6 cos .

We have
. I —1amr . I+ 1amr . | B
—Vi—1,j — Vi41,j — Vij—1 — V41 +4v ;= — {sm [%} + sin [%} } sin (%)
! - .
— sin an sin 7(] L)fm + sin L + 1)Br
m+1 m+1 m+1
. lam . jpm
4s — s = 2
+ 4sin (m+1>bln (m—i—l) Aa,BULj
This proves the proposition. |

As a matter of independent mathematical interest, notdohdt< «, 3 < m we have

Aa,B N 4 o’ n B2
B0~ @) [Am+ 12 T qm 1)

2] = (o + §%)n*

1please email all corrections and suggestions to these mofes ser | es@lant p. cam ac. uk. All handouts are available on
the WWW at the URLht t p: / / www. dant p. cam ac. uk/ user/ na/ Part ||/ Handouts. htm .
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and recall (e.g. from the solution of the Poisson equatica $guare by separation of variablesMat hs
Met hods) that theexacteigenvalues of-V? are(a? + 3%)72, a, 3 € N.

Let 4 ; = u(lAz, jAx) (the exact solution of the Poisson equation) and= w; ; — 4, ; (the pointwise
error of the five-point formula). Set= (e; ;).

Theorem 4.10 Subject to sufficient smoothness of the funcfiamd of the boundary conditions, there exists
a numberc > 0, independent oAz, such that

llel| < cAxz, Az — 0. (4.6)

Proof We already know (having constructed the 5-point formula lagahing Taylor expansions) that
—Ty—1,j — U, — Ui jo1 — W + 4 = —(Az)? fi; + O((Az)*) .
Subtracting this from (4.5), we obtain
—ej_1j — €1, —elj—1 — €l j+1 +4e; = O((Am)4) . 4.7)

Sincee; ; = 0 on the boundary, we deduce that, in a matrix notation, (4o written asle = §, where
[6]] = O((Az)?): the reason is that

m m

5, =0(A2)Y)  implies  [|8]]* =YY 67, = O(Ax)) 7 x O((An)®).

1=1 j=1

Thereforee = A~14.

The matrixA is symmetric, hence so 4! and it is true that| A=*|| = p(A~!). The eigenvalues of —*
can be deduced from Proposition 4.9, since they are theroaci|s of the eigenvalues df. Thus, recalling
thatAz =1/(m + 1),

T . 9 am . 9 O -t
CC T Gl P RS Pras]
1 1

8sin*(3rAz) T om2(Ax)?

Therefore||e|| < [|[A71]| - ||6]| < cAx for some constant > 0. a

Problem 4.11(Solution of the 5-point equationgye have already seen that

Jacobi: “z(.,ij) =1 {ul(?l,j + “l(i)l,j + “l(,kj)fl + ul(,kj)+1 - (Ax)Qfl,J};
Gauss—Seidel: ul(f“j“) =1 {ul(ﬁlj) + ul(ﬂ’j + ul(ﬁtll) + ul(,kj)+1 - (Aa?)gfm]-

Moreover, it has been proved earlier in the lecture coursm@ulheorem 1.7) that both methods converge
to the solution of (4.5). Howevethe speed of convergence is very slakg a matter of fact, it is possible
to prove that, denoting b§p and £ the iteration matrices of Jacobi and Gauss—Seidel respbgtit is true
that (again, in a unit square)

p(L) = {cos (mLH)r ~1— ;—22

Note that (at least asymptotically) Gauss—Seidel congasvice the speed of Jacobiet, even the speed
of convergence of Gauss—Seidel is exceedingly slow. Fanpl@am = 100 yields p(B) ~ 0.9995 and
p(L) =~ 0.9990. Requiring 6 significant digits, we need 27991 Jacobi iterations or 13996 iterations of
Gauss-Seidel.
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