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Method 4.16 (The Hockney methodolving V2u = f in anm x m grid with the 5-point formula, we

have written the equations in the fordw = b, whereA is block-TST (with A along the main diagonal
and/ in the sub-and-superdiagonal). The spectrum @ known, A = Q D@, where( is orthogonal and

involutory (Q? = I) andD is diagonal,D = diagd. The vectora: andb are partitioned accordingly. Set
v = Quyi, ¢, = Qbg, k=1,...,m, therefore

D I 0
I D I

V=¢C
0 I D

Let us by this stage reorder the ghg rows, instead of by columndn other words, we permute — o,
c+— ¢, S.t.¢q, say, is made out of the first components:¢f. . ., ¢,,, & out of the second components and
so on. This results in

r, O d 1 0
O I, O 1 d 1
v = ¢, wherel'; = ) ) ) , l=1,...,m.
O Fm O 1 dl mXm
These aren uncoupledsystems];o; = ¢, = 1,...,m. Beingtridiagonal, each such system can be
solved fast. Thus, the steps of the algorithm and their céatipmal cost are
1. Formthe products, = Qbr, k=1,....M . irirririii i, O(m?3)
2. Solvem x m tridiagonal systemE;&; = &, =1,...,m  ..ccviiiriiii... O(m?)
3. Formthe productBy, = Qui, k= 1,....10 coriiii O(m?)

(permutations: — ¢ andv — v are free: in practice, we stoteetc. as a 2D matrix, rather than in a long
vector).

Method 4.17 Improved Hockney algorithriVe observe thathe computational bottleneck is to be found
in the 2m matrix-vector products by the matriy. Recall further that),.; = /727 sin 254, k,1 =
1,...,m. This special form lends itself to a considerable speedupatrix multiplication. Before making
the problem simpler, however, let us make it more complaiaiée write a typical product in the form

i . Tkl
Z X Sin
=1 m +

wherex,, 11 =+ = Tomy1 = 0.

2m—+1

kl 2mikl
—ImZmlexp Y m Z xlexp2m+2 k=1,...,m, (4.8)
1=0

Problem 4.18(The discrete Fourier transform)et IT,, be the space of abi-infinite complexn-periodic
sequencesx = {zfrez € I, & Tpin = 21, k € Z. Setw, = exp = 211 the primitive root of unity of
degreen. Thediscrete Fourier transform (DFTYf « is

1 n
Frn 1L, — 11, such that Fnx =1y where yi = — Zw;kla:l, kelZ.
n

1please email all corrections and suggestions to these mofes ser | es@lant p. cam ac. uk. All handouts are available on
the WWW at the URLht t p: / / www. dant p. cam ac. uk/ user/ na/ Part ||/ Handouts. htm .
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Trivial exercise:You can easily prove thak,, is an isomorphism ofl,, onto itself and that
n
Fly =z, where  z; = Zwﬁlyh leZ

An important observationBecause of (4.8), multiplication b can be reduced to calculating an inverse
of DFT.

Since we need to evaluate DFT (or its inverse) only in a sipghéod, we can do so by multiplying a vector
by a matrix, at the cost (ID(nQ) operations. This, however, is suboptimal and the cost @iutation can
be lowered a great deal!

Algorithm 4.19 The fast Fourier transform (FFT3uppose that is a power of 25, = 2© and denote by
y® = {y;}jez and Y9 = {yp11}jez

the even and odd portions gf respectively. Note thay™, y(©) € 11, .
Suppose that we already know the inverse DFT of both ‘shegusnces,

x(E) = fw:/12y(E)7 m(O) = '7:7:/12y(0)'

It is then possible to assembte= F, 1y in a small number of operations. Sineg = 1, we have

2k 1 2l-1_1 2b=1_1
! 241
x = E Wiy = > whlys+ E Wi
Jj=0
2L 1_1 2L 1_1
il E i1 o o)
= E Whr— lyj()—FwIQL E Wy lyj() ()—|—w2 xl( ) 1=0,...,2F 1.

Therefore, it costs just products to evaluate, provided thate(®) andz(©) are known. This, incidentally,

can be further reduced tn, since forl = 0,1,...,n/2 — 1 = 26=! — 1 we have
L—1 L—1 E [e)
wl2t2 = ng WéL = 7&)%]4 = xl+2L 1 = IEZ( ) CL)l2 I’l( )

Thus, the products), ;vl( need be evaluated only for< n/2 — 1.

To execute FFT, we start from vectors of unit length and irhe#lt stages = 1,2,.. ., L, assembl@’—*
vectors of lengtl2® from vectors of lengtt2*~!: this ‘costs’2/~1 = %n products. Altogether, the cost of
FFT is inlog, n products.

Forn = 1024 = 210, say, the cost isc 5x 103 products, compared te 10° for naive matrix multiplication!
Forn = 220 the respective numbers axe1.05 x 107 and~ 1.1 x 10'2, which represents a saving by a
factor of more thari0°.

Applications 4.20The FFT has numerous further applications: spectral anddospectral discretization

methods for PDEs, computation of Fourier harmonics, imagegssing, filtering and reconstruction, com-

puter vision, solution of integral equations, fast multiption of long integers, numerical conformal maps,
.. Arguably, it is the most valuable and widely-used cotapanal technique.

Perhaps the most useful is the computatiofairier coefficients

™ n—1
% - e f(z)da ~ %;wnkmf(%TmL —|n/2] +1< k< |[n/2].

If fis periodic and analytic in the strifz € C : —7 < Rez < 7, |[Im z| < a} then the error decays like
Oe™™).

The FFT was discovered by Gauss (and forgotten), redisedvagy Lanczos (and forgotten) and, finally,
rediscovered by Cooley and Tuckey (and changed history).
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