Part III - Lent Term 2005
Approximation Theory — Lecture 9

9 Degree of trigonometric approximation

9.1 Moduli of continuity

Definition 9.1 The modulus of continuity of a function f € C(T) is defined as

w(f,t) = sup sup|A,(f.x)l,  A(f.x) = fz+h) — f(a).

0<h<tz€T
Lemma9.2 (1) w(f,t)isa continuous, non-negative and non-decreasing function of t;
b)) w(f +9,t) <w(f,t) +wlg,t);
(€ w(fit) <2|fI;
@  w(f;nt) <nw(fit), neN,
(e) w(fst) <t|[fll;
) wlf,A) <A+ Dw(f,t), AeR

Proof. (a)-(c) are straighforward (d)-(e) follow from the properties of Al (f,z):

h
(@) AlL(f.2) ZAl (fx+ih), (&) Abf(z.h)= / F(&+ uy) du,
0

1=0
and (f) follows from (a) and (d):

W) Lol A+ 1D € A Uw(f) < (0 De(f1).

9.2 Direct theorems

Definition 9.3 (Convolution) Typical construction of good trigonometric approximation uses in-
tegral operators of convolution type

= flz—t)K = [ fO)Kn(x —t)dt, K,eT,, 9.1

where K, is a trlgonometrlc polynomlal of degree n. Smce, e.g., cosk(x—t) = coskxcoskt+
sin kz sin kt, the convolution L, (f) belongs to 7,, as well.

Lemma 9.4 Let K,, € 7, be a polynomial that satisfies the following conditions:
1) pKa(t)dt =1,  2) Ky(t) = Ko(—t),  3) [y (nt)F|K,(t)|dt <c, k=0,1.
Then
If = La(HIl < cw(f, )
Proof. By (1)-(3), and making use of Property (f) of w(f, t),

Lo(fio)— f@) L [T [f(@—t) — @) Ka(t)dt
I @ +8) = F@)Kn(—t)dt + [T1f (@ —t) — f@)]Kn(t) dt
FTUf (@ — 1) = 2f () + fla + D], (8) dt

—~
¥
—

<y 2w(f ) K(t)dt = [ 2w(f, ntL) K, (t) dt
ou(h, 1) [Tt + DR dt
 cw(h ),



Definition 9.5 (Jackson kernel) The Jackson kernel J,, is given by the formula

m=|2]. gt = (%722) — A0, [ a1

where the last equality defines the constant .

Lemma 9.6 The Jackson kernel belongs to T,, and, for all n,
Y ~ 1/03, / (nt)*J,(t)dt <¢, k=0,1,2.
0
Proof. Since ¢/m < sint/2 < t/2 (why?), we have

T i 4 4 1 4 mt mm . 4
Tgei= [ o (SE2Y e [t (T2 s P ()
: 0 sint/2 0 t o "

The last integral admits the lower and, for k& < 2, the upper estimates

w/2 2 4 mm/2 : 4 w/2 0o 1 4
ck:/ uF <—> dug/ uk (smu> dug/ ukdu+/ u® (—) du:c§€+c§€',
0 ™ 0 u 0 /2 u

so that

s
" Eomd ~ n?,  whence / (nt)kJn(t) at X Yndm. i £ 3 .
0

For k = 0, the definition of ,, implies 7, ~ n~3, hence the moment conditions for k = 1, 2 follow
as well. 0

Remark 9.7 The Fourier and the Fejer kernels do not satisfy the moment conditions (for k& = 0
and for k = 1, respectively).

Theorem 9.8 (The first Jackson'theorem [1912]) For some absolute constant c,
En(f) < cw(f,7) <en”Hf]]. ©.2)
Proof. Apply Lemma 9.4 with K,, = J,,. ]
Theorem 9.9 (The second Jackson theorem [1912]) If f € C"(T), then
En(f) S eon”w(f0, 1) < cin " [fO.
Proof. Let ¢/, be the polynomial of best approximation to f’. Then, by (9.2)
En(f) = En(f —ta) Scnf =t = en ' En(f) < - < ' Ea (),

hence, again by (9.2)
En(f) <c¢n "B (f7) < w0, 1),

n

What's wrong with this proof? The best approximation ¢, to f’ may have a constant term while
t, does not. The following arguments fill the gap.

Forany f € C'(T), we have [ f/(t)dt = 0.1f g, = ag+ -+, then 5= [ g, (t) dt = ap, hence ag =
5x Jan(t) = f'(0)] dt and |ao| < 57 [ [lgn — £/l dt = |/’ = gull = En(f"). Hence, for t}, := g, — a,

1" = tall = 1" = (g0 — ao)ll < If" = anll + llaoll < 2En(f),

and the proof can be runned as before with additional factor 2 (at each step). O

IDunham Jackson (1888-1946), American mathematician, these are results of his PhD thesis, Gottingen, advisor
E.Landau.
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Exercises

Finite differences.

For f € C(T) and = € T, the finite difference of order k with the step h is defined as
Ah(foo) = ALATT(f o), ALf() = fla +h) = f().

Prove the following identities:

1) Af(f,2) =X (DF () f(a + ih)
2) nh(f? ):ZZ 10”'sz OAk(f7x+zlh+ +zkh)a
3) AL(f,x) fo duy fO dug - fo FE (@ +ur + -+ ug)dug.

Hint. For k = 1 they are straightforward, for & > 1 use induction.

Moduli of smoothness.
The k-th modulus of smoothness of f € C(T) is defined by

wi(f,t) = sup sup |A(f,z)].

0<h<t z€T

Making use of Ex.9.1 prove that

(@) wg(f,t) is a continuous, non-negative and non-decreasing function of ¢;
(b)  wi(f,nt) <nFwr(f,t), neN;

©  wilfit) <" ISP

(d)  we(f, M) < A+ DFwi(f,t), AeR.

Prove that the Jackson operator admits the estimate in terms of the second modulus of
smoothness

If = L(A)Il < cwa(f, 5) < en?| 7]

Hint. More generally, prove this estimate for the kernel K,, € 7, that satisfies the assump-
tions of Lemma 9.4 with the condition (3) extended to £ = 0, 1, 2.

For the Fejer operator o,,, prove the estimate

If = on( )l < cw(f,bn), & =122

(that gives another proof of the uniform convergence o,,(f) — f).

Hint. Split the integral [ w(f,t)F,(t)dt = f06 + [; and use properties of w(f, ) together
with a decay of F,.

Prove the second equality in (9.1).



