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We show that geometrically coupled polariton condensates fabricated in semiconductor devices are versatile
systems capable of simulating molecules with given characteristics. In particular, we consider oscillatory and
stationary symmetric and asymmetric states in polariton dimers, trimers, and tetrads and their luminosity in real
and Fourier space. The spectral weights of oscillatory states are associated with discrete spectral lines. Their
number and separation can be controlled by changing the number and geometry of condensates, reflected by the
coupling strengths. We also show that asymmetric stationary states combine discrete and continuous degrees of
freedom in one system. The continuous degree of freedom is represented by the phase while the discrete degree
of freedom is given by density asymmetry. Our work paves the way to engineer controllable artificial molecules
with a range of properties manufactured on demand.
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The complex behavior of many-body solid-state and pho-
tonic systems provides a rich platform for exploring disparate
physical behaviors while opening up the ability to predict
and create new classes of materials with designed proper-
ties. The notion of an “artificial atom” suggests that some
nanostructures have size-dependent physical properties. For
instance, colloidal nanoparticles of inorganic solids or quan-
tum dots with their controllable sizes and characterization
enable the periodic table to acquire a third dimension [1]. This
analogy can be developed further by showing that artificial
atoms can be grouped and coupled together to create “artifi-
cial molecules.” The physical properties of such molecules,
including their electronic, optical, and mechanic properties
are drastically different from those of the component atoms
due to interaction couplings. How can we build a system that
allows us to control couplings between elementary atoms to
simulate the behavior of artificial molecules? Well-defined
groupings of coupled constituents such as neutral atoms, ions,
superconducting circuits, quantum dots, nanocrystals, nuclear
spins, photons, polaritons, or polariton condensates may show
properties altered from those of the individual components
and form artificial molecules. On the one hand, such artificial
molecules may be capable of simulating a wide range of
elaborate Hamiltonians [2]. Recently, optical and polaritonic
lattices were proposed as models for an analog simulator
capable of finding the lowest energy states of spin Hamilto-
nians such as Ising and XY , as well as higher-order k-local
Hamiltonians [3–10]. On the other hand, an optical or laser
element, nanocrystal, or polariton or photon condensate all
have more degrees of freedom than just “spin,” which is in
these systems associated with the phase of the order parameter
that describes such artificial atoms. In this Letter, we show
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that coupled photonic or polaritonic systems form the clusters
while the controllable interactions between constituents play
the role of molecular bonds giving rise to new energy states,
optical properties, and vibrations that can be spectroscopically
observed.

Polaritons are bosonic quasiparticles formed by blending
light (photons) and matter (excitons) in semiconductor mi-
crocavities [11,12]. They form a Bose-Einstein condensate
(BEC) at higher temperatures than atomic systems [13]. Lat-
tices of polariton condensates are able to interact through the
outflow of polaritons from each condensate center (CC) [14].
The interaction between condensates, facilitated by the cou-
pling, results in the emergence of synchronization and phase-
locking [15,16]. Networks of polariton condensates were
shown to relate to Kuramoto, Sakaguchi-Kuramoto, Stuart-
Landau, and Lang-Kobayashi oscillators and beyond [17].
At the same time, polariton condensates differ from optical
(laser) systems by the presence of self-interactions. As we
establish in this Letter, such nonlinearities lead to novel states
that can be utilized to combine discrete and continuous de-
grees of freedom and to change the form of artificial molecule
bonds and deformations.

The ability to design and synthesize polariton artificial
molecules is interesting for predicting some new behav-
iors. As the couplings between the individual condensates
change, the resonance splits into lower and higher frequency
modes. This is analogous to plasmon coupling in trimers and
quadramers of metal nanoparticles [18] and hollow metal
nanospheres [19]. Each of the constituents in these systems
is an oscillator that has a well-defined amplitude and density.
Photonic molecules were shown to display novel quantum op-
tical behaviors, making them useful tools in the construction
of photonic devices [20]. They were also observed in polariton
micropillar structures [21–23], with couplings greatly influ-
encing the nature of the condensation.
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The coupling of two polaritonic/photonic (nonequilib-
rium) CCs was studied in the framework of the weak lasing
regime [24–28], demonstrating the existence of steady, os-
cillatory, and chaotic states. Two CCs can emit a number
of equidistant frequencies simultaneously forming a fre-
quency comb [29–31], a phenomenon comparable to those
observed in mode-locked lasers [32,33] and optical mi-
croresonators [28,34,35]. Phase diagrams for systems of
polariton condensates in a range of geometries were stud-
ied showing transitions from synchronized to desynchronized
states [36–43]. Our aim is to understand the nature of asym-
metric stationary states in the system with different bonds
represented by interactions between the condensates.

In this Letter we show that polariton condensates arranged
in simple geometrical configurations of several elements are
flexible emulators of structural, spectral, and physical proper-
ties associated with complex molecules; oscillatory states can
be used to control the spectral gaps of the emission whereas
asymmetric stationary states can be used to combine discrete
and continuous degrees of freedom in one molecule. In doing
this, we demonstrate that structures of interacting nonequilib-
rium condensates have size-dependent physical properties and
that dyads can be employed as the fundamental unit in an Ising
chain. We also study the nature and emergence of new classes
of exotic, asymmetric stationary states in arrangements of
three and more interacting condensates.

Our starting point is a general gain-saturation model that
describes a system of coupled oscillators such as lasers or
nonequilibrium condensates

ψ̇i = ψi

(
P

1 + |ψi|2 − 1

)
− is|ψi|2ψi + (1 − ig)

∑
j �=i

Ji jψ j,

(1)
where ψi(t ) = √

ρi exp[iθi] is the complex amplitude of the
ith CC, ρi and θi are occupation and phase, respectively, s
is the strength of the nonlinearity (self-interactions) within
each CC, P is the pumping strength, g is the strength of the
detuning, and Ji j is the coupling strength between the ith and
jth CCs. These equations were derived from the full mean-
field Maxwell-Bloch equations for laser cavities [44] or using
the tight-binding approximation from the mean-field complex
Ginzburg-Landau equation in the fast reservoir regime [17].
For lasers s = 0, whereas for nonequilibrium condensates s
can be positive or negative depending on the governing system
parameters. The coupling strength between each pair of CCs,
Ji j , depends on the pumping strength and on other system
parameters such as the distance between the condensates or
the shape of the pumping beam [14].

For two CCs and s = 0 we can obtain the fully analytical
steady-state solutions of Eq. (1) written in terms of occupa-
tions and phases

0 =
(

P

1 + ρi
− 1

)
cos δ + J

√
ρ j

ρi
cos(θi j + δ), (2)

μ = −sρi − J
√

ρ j

ρi
sin(θi j + δ)/ cos δ, (3)

where we denote θi j ≡ θi − θ j , θ = θ12, tan δ = g, J12 = J
and introduce the chemical potential μ that characterizes the
global frequency of the system. We introduce the density

FIG. 1. Bifurcation diagrams of polariton dimers for (a) P = 2
and (b) P = 4 obtained by integrating Eq. (1) for g = 1 and s = 0.5.
In (a) there are no oscillatory states and we plot the individual
condensate densities against J . In (b) there are oscillatory states and
we plot the total intensity |ψ1 + ψ2|2 against J . In oscillatory regions
the return points (local maxima and minima) of the oscillations are
plotted. Two insets illustrate the nature of the period-doubling bifur-
cations as |J| is decreased. Stable (unstable) states are indicated by
solid (dashed and dotted) lines. Transition to chaos for two coupled
condensates was also established in [46].

discrepancy F � 1 by writing ρ2 = F 2ρ1. It follows from
Eqs. (2) and (3) that F = 1 if and only if θ = 0 or π . For
asymmetric solutions (F > 1) and s = 0 we have

ρ2

ρ1
≡ F 2(θ ) = sin (δ − θ )

sin (δ + θ )
, (4)

ρ1 = J cos θ

J sin(θ − δ) sin δ − F cos2 δ
. (5)

We substitute Eqs. (4) and (5) into Eq. (2) and solve it for
P in terms of θ for fixed J and 0 < δ < π/2. This gives a
family of asymmetric solutions, such that each θ determines
the pumping P that leads to the solution with that θ if P, ρ1 >

0 and F > 1. These conditions are satisfied for −δ < θ < 0 if
J < 0 and for π − δ < θ < π if J > 0.

Asymmetric dimers are unstable if s = 0 and it is the
existence of nonlinear self-interactions, encapsulated by the
parameter s, that are responsible for the emergence of stable
asymmetric states, as we show in the Supplemental Mate-
rial [45], using linear stability analysis. As one changes the
parameters of the system, the polariton dimer acquires one
of the expected states of the dynamical system: symmetric
stationary (with 0 or π phase difference), asymmetric station-
ary (with ρ1 �= ρ2, θ �= 0, π ), oscillatory, or chaotic. Figure 1
represents the range of such solutions for a polariton dimer (at
two different values of the pumping strength) as the coupling
between CCs is varied. For smaller pumping strengths [P = 2,

Fig. 1(a)] we see stable symmetric bonding (when J > 0) or
antibonding (when J < 0) states for lower values of |J| and
the emergence of stable asymmetric states at higher values
of |J|. For larger pumping strengths [P = 4, Fig. 1(b)] the
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FIG. 2. Normalized logarithms of the spectral weight I (ω) as a
function of ω for (a),(b) trimers and (c),(d) tetrads. (a) All coupling
strengths in the triad are the same as given in the legend; (b) all
coupling strengths in the trimer are varied as shown in the leg-
end; (c) coupling strengths are J12 = J23 = J34 = J41 = J as given
in the legend, whereas J24 = J13 = 0; (d) the coupling strengths
for blue, yellow, red, and green colors are Ji−1,i+1 = 0 and Ji,i+1 =
0.55, Ji,i+1 = 0.55, 0.57, 0.55, 0.55, Ji,i+1 = 0.55, 0.58, 0.61, 0.63,

and Ji,i+1 = 0.55, 0.58, 0.7, 0.3, respectively. The number of signif-
icant spectral lines changes depending on the couplings as indicated
in the legend. In all plots g = 1, s = 0.5 in Eq. (1); (a),(b) P = 3;
(c),(d) P = 1.

stable bonding (antibonding) states occur when J < 0 (J >

0). These states lose stability at higher |J|, transitioning the
system into an oscillatory regime.

By increasing the number of condensates with a concomi-
tant increase in the variability of couplings between them,
we can achieve the same types of behaviors (stationary, os-
cillatory, or chaotic) with extra flexibility in the control of
the structural properties of the states. With polariton trimers
and tetrads we can tune the spectral gaps and the number of
spectral lines on demand, as Fig. 2 illustrates. In experiments,
the state of a polariton system is probed by analyzing the
momentum- and energy-resolved photoluminescence spec-
trum that can be directly measured in the far field. The spectral
weight is given by the modulus squared of the Fourier trans-
form of the wave function

I (ω) =
∣∣∣∣
∫

e−iωtψ (t )dt

∣∣∣∣
2

=
∣∣∣∣∣
∫

e−iωt

[
N∑

i=1

√
ρie

iθi

]
dt

∣∣∣∣∣
2

.

(6)

Figure 2 depicts the peaks of the spectral weight for oscilla-
tory trimers [Figs. 2(a) and 2(b)] and tetrads [Figs. 2(c) and
2(d)] if the condensates have the same [Figs. 2(a) and 2(c)] or
different [Figs. 2(b) and 2(d)] coupling strengths. Figure 2(b)
shows that by varying the coupling strengths between con-
stituents in a trimer one can change the spacing (spectral
gap) between the spectral lines with the trimer representing
a three-level system—a basic element of universal quantum
information processing [47–49]. In addition to changing the
distance between the levels, it is possible to change the num-
ber of lines by going to a polariton tetrad with an increased
number of degrees of freedom, as Fig. 2(d) illustrates.

Equation (1) is a simplified model so next we consider how
more realistic rate equations for a particular system would
change the stability properties of the artificial molecules. In
particular, for a network of N optically excited and freely ex-
panding condensates in the tight-binding approximation [17]
we have a system of N equations on condensate wave func-
tions

ψ̇i = −i|ψi|2ψi − ψi + (1 − ig)

[
Riψi +

∑
j �=i

Ji jψ j

]
, (7)

coupled to the rate equations on the hot exciton reservoir
densities Ri,

Ṙi = b0(P − Ri − ξRi|ψi|2). (8)

Here, in addition to other terms present in Eq. (1), we have
ξ = b1/b0 which characterizes the relative strength of non-
linearities in the system, while b0 and b1 characterize the
relaxation properties of the reservoir as compared to the re-
laxation of the condensate and the relative strength of the
scattering between the exciton and polariton as compared
with polariton-polariton interactions, respectively. The cou-
plings Ji j in these systems depend on the pumping intensity
P, the blueshift g, and the distance between the CCs. It can
be approximated using analysis on the pairwise interactions
between the condensates [14,50] as

J = J0P2 cos(βP
√

g), (9)

where parameters J0 and β depend on the remaining system
parameters and pumping geometry. To see how the states
change as the pumping intensities vary we plot the bifurcation
diagrams in Fig. 3, while the possible stationary states are
shown schematically in Figs. 3(a) to 3(d). Close to the con-
densation threshold and in the fast reservoir relaxation limit
b0 � 1, Eqs. (7) and (8) and Eq. (1) behave similarly as can
be seen by rescaling ψi → ψ̃i/

√
ξ , assigning s = gP − 1, and

taking the Taylor expansion in the expression for Ri = P/(1 +
|ψ̃i|2) ≈ P − P|ψ̃i|2. The violation of b0 � 1 changes the dy-
namical behavior by shifting the boundaries of the states. The
smaller is b0 (for a fixed b1), the larger is the overall contrast
between the boundaries of states given by Eq. (1) and depicted
in Fig. 3(f) and by Eqs. (7) and (8) [in Fig. 3(g)]. Nevertheless,
the overall transitions from symmetric bonding, symmetric
antibonding, asymmetric, and oscillatory states of artificial
dimers remain and can therefore be viewed as a generic fea-
ture of gain-dissipative oscillators existing in a large variety
of physical systems. Moreover, the boundaries are controlled
by the relative strength of nonlinearities present in the sys-
tem. This is reflected by the similarity of Figs. 3(e)[3(f)] and
3(g)[3(h)]. In the Supplemental Material we give estimates
of the experimentally relevant range of parameters for GaAs
samples [45], where we consult the works [11,17,25,51–61].
In what follows, we chose g, b0 � 1, in agreement with these
estimates. We verified that the stationary asymptotic states
we find are stable with respect to the introduction of experi-
mentally relevant inhomogeneities of both the sample and the
pump (by consulting the work [62]). See the Supplemental
Material for details [45].

Asymmetric stationary states combine discrete and contin-
uous degrees of freedom. The continuous degree of freedom
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FIG. 3. Schematics of (a) bonding symmetric, (b) antibonding
symmetric, and (c, d) asymmetric states for a dimer. The height
(arrows) of the 3-D plot represents the condensate density (phase).
(e, f): Bifurcation diagrams showing regions below threshold (BT),
“ferromagnetic” (bonding) (F), “antiferromagnetic” (antibonding)
(AF), asymmetric (A), and nonstationary (NS) states. Lines J = 0 are
shown by the dashed black lines. The diagram in (e) was calculated
analytically from Eq. (1) with s = 0. Asymmetric states were found
for s = 1, as shown in (g). Panels (f) and (h) show diagrams obtained
numerically from Eqs. (7) and (8) for (f) b0 = 0.1 and (h) b0 = 0.5,
respectively. Also β = 2.5, J0 = 0.1, and b1 = 1.

comes from the phase difference between “atoms.” The dis-
crete degree of freedom comes from occupation asymmetry
that leads to the nontrivial current from one “atom” to another.
In particular, we can associate Ising spins with the direction
of this current in a polariton dimer. By changing the interac-
tions between two dimers, we can create a pseudocoupling
between them so that the Ising spins align forming a type
of ferromagnetic or antiferromagnetic coupling between the
dimers. Such couplings are realised in Fig. 4. The “atoms”
from different “molecules” are coupled less strongly (with the
coupling strength αJ) than the “atoms” within one molecule
(J). By varying 0 < α � 1 the orientation of dimers change,
mimicking the behavior of magnetic spins.

This combination of discrete observables associated with
occupation asymmetry and continuous variables associated
with the phase differences suggests applications in infor-
mation processing. It has been argued that the intrinsic
limitations of both discrete- and continuous-variable quan-
tum information processing can be reduced by combining
the two in a single platform [63]. In our system, we con-
trol the values of the phases and the orientation of the spins
through the adjustment of the coupling strength. It is possible

FIG. 4. Interactions between two polariton dimers. Dimers are
formed by bonds of strength J > 0 while the couplings between
dimers are much weaker: (a) αJ and (b) α′J , with α, α′ � 1. In-
creasing the weaker coupling strength above a critical threshold (here
depicted by α → α′) transitions the state transitions from ↑↑ to
↑↓, where the notion of direction is given by the density imbalance
within a dimer. Relative strengths of the couplings are indicated (not
to scale) by the thickness of the lines connecting the condensates.
Here J = 0.5776, β = 2.5, J0 = 0.162, α = 0.054, α′ = 0.056, b0 =
0.625, P = 2.52, and g = 0.71. For the ↑↑ (↑↓) state higher densities
are 2.6224 (2.5025) and lower are 1.2731 (1.3904).

to realize this on a large scale, in which each dimer forms
the fundamental unit of an effective hybrid information pro-
cessing system. More complex molecular units are possible.
Figure 5 shows regions of parameter space in which all possi-
ble types of stationary states in polariton trimers [Fig. 5(a)]
and tetrads [Fig. 5(b)] are realized, as found by numerical
integration of Eqs. (7) and (8). In addition to the equal-density
bonding and antibonding states, there are several distinct
types of asymmetric stationary states comprised of distinct
densities.

FIG. 5. Bifurcation diagrams for (a) polariton trimers and
(b) tetrads. (a) Symmetric bonding (ferromagnetic) (F), two density
I (2D-I), two density II (2D-II), three density (3D) states, and non-
stationary (NS) states. (b) Symmetric bonding (ferromagnetic) (F),
symmetric antibonding (antiferromagnetic) (AF), asymmetric double
dimer (ADD), three density I (3D-I), three density II (3D-II), four
density (4D) states, and nonstationary (NS) states. The diagrams
were calculated by numerical integration of Eqs. (7) and (8) with
J0 = 0.1, β = 2.5, and (a) b0 = 0.5 or (b) b0 = 0.25.
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The existence of four (six) independent steady states for
a polariton (triad) tetrad suggests their potential use as the
fundamental unit of a multistate logic system. Moreover, as
Fig. 5 illustrates, there exists a fixed g that enables one to
seamlessly transition between such states simply by changing
P. Allowing the couplings to vary within a molecule further
increases the possible number of discrete states in the system.

Conclusions. Nanotechnology has opened up the ability
to create new classes of materials with designed properties.
The controllable creation of intricate artificial molecules that
consist of internally coupled groupings of elementary os-
cillators are testbeds for such new materials. In this Letter
we demonstrate the range of configurations that can be as-
sembled by coupling nonequilibrium polariton condensates.
The physical properties of such configurations are signifi-
cantly altered from those of the individual condensates due
to the inter and intracondensate couplings. We show how
both bonding and antibonding change the spacing between
the levels in dimers and bring about asymmetric states that
can be viewed as molecules with both discrete and continuous
degrees of freedom. By increasing the number of constituents
we can introduce the basis of a polaritonic multivalued logic
system [64], such as those proposed for organic field-effect

transistors [65], optical [66], and magnon systems [67]. Os-
cillatory states of trimers and tetrads bring about frequency
combs with a controllable number of levels and spectral
gaps, allowing one to manufacture the properties of artifi-
cial molecules by controlling the condensate geometry and
coupling strengths. Such artificial molecules can be read-
ily manufactured using recent advances in freely expanding
optically injected condensates in arbitrary graphs [7,53], in
photonic lattices with controlled loading of the condensate,
in distinct orbital lattice modes of different symmetries, and
at ambient conditions that include room temperature opera-
tion [68–70]. Finally, we note that the equations used in this
Letter are generic for many optical systems such as lasers, op-
tical parametric oscillators, QED, and other photonic systems,
so we expect that similar ideas can be implemented in these
systems [71–73].
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Savona, P. B. Littlewood, B. Deveaud, and L. S. Dang, Nature
(London) 443, 409 (2006).

[14] H. Ohadi, R. L. Gregory, T. Freegarde, Y. G. Rubo, A. V.
Kavokin, N. G. Berloff, and P. G. Lagoudakis, Phys. Rev. X
6, 031032 (2016).

[15] A. Baas, K. G. Lagoudakis, M. Richard, R. André, L. S. Dang,
and B. Deveaud-Plédran, Phys. Rev. Lett. 100, 170401 (2008).

[16] M. Wouters, Phys. Rev. B 77, 121302(R) (2008).
[17] K. P. Kalinin and N. G. Berloff, Phys. Rev. B 100, 245306

(2019).
[18] D. W. Brandl, C. Oubre, and P. Nordlander, J. Chem. Phys. 123,

024701 (2005).
[19] E. Prodan, C. Radloff, N. J. Halas, and P. Nordlander, Science

302, 419 (2003).
[20] K. Liao, X. Hu, T. Gan, Q. Liu, Z. Wu, C. Fan, X. Feng,

C. Lu, Y.-C. Liu, and Q. Gong, Adv. Opt. Photonics 12, 60
(2020).

[21] M. Galbiati, L. Ferrier, D. D. Solnyshkov, D. Tanese, E. Wertz,
A. Amo, M. Abbarchi, P. Senellart, I. Sagnes, A. Lemaître,
E. Galopin, G. Malpuech, and J. Bloch, Phys. Rev. Lett. 108,
126403 (2012).

[22] L. Ferrier, S. Pigeon, E. Wertz, M. Bamba, P. Senellart, I.
Sagnes, A. Lemaitre, C. Ciuti, and J. Bloch, Appl. Phys. Lett.
97, 031105 (2010).

[23] M. Abbarchi, A. Amo, V. Sala, D. Solnyshkov, H. Flayac, L.
Ferrier, I. Sagnes, E. Galopin, A. Lemaître, G. Malpuech, and
J. Bloch, Nat. Phys. 9, 275 (2013).

[24] B. Nelsen, R. Balili, D. Snoke, L. Pfeiffer, and K. West, J. Appl.
Phys. 105, 122414 (2009).

[25] G. Tosi, G. Christmann, N. Berloff, P. Tsotsis, T. Gao, Z.
Hatzopoulos, P. Savvidis, and J. Baumberg, Nat. Phys. 8, 190
(2012).

[26] I. L. Aleiner, B. L. Altshuler, and Y. G. Rubo, Phys. Rev. B 85,
121301(R) (2012).

[27] P. St.-Jean, V. Goblot, E. Galopin, A. Lemaître, T. Ozawa, L.
Le Gratiet, I. Sagnes, J. Bloch, and A. Amo, Nat. Photonics 11,
651 (2017).

[28] B. Kassenberg, M. Vretenar, S. Bissesar, and J. Klaers,
arXiv:2001.09828 (2020).

[29] K. Rayanov, B. L. Altshuler, Y. G. Rubo, and S. Flach, Phys.
Rev. Lett. 114, 193901 (2015).

L060507-5

https://doi.org/10.1146/annurev.physchem.012809.103311
https://doi.org/10.1103/RevModPhys.86.153
https://doi.org/10.1016/j.crhy.2016.08.007
https://doi.org/10.1126/science.aay4182
https://doi.org/10.1038/s41563-020-0635-6
https://doi.org/10.1103/PhysRevResearch.2.033008
https://doi.org/10.1038/nmat4971
https://doi.org/10.1103/PhysRevLett.121.257402
https://doi.org/10.1103/PhysRevLett.126.050504
https://doi.org/10.1088/1367-2630/aae8ae
https://doi.org/10.1103/RevModPhys.85.299
https://doi.org/10.1080/00107514.2010.550120
https://doi.org/10.1038/nature05131
https://doi.org/10.1103/PhysRevX.6.031032
https://doi.org/10.1103/PhysRevLett.100.170401
https://doi.org/10.1103/PhysRevB.77.121302
https://doi.org/10.1103/PhysRevB.100.245306
https://doi.org/10.1063/1.1949169
https://doi.org/10.1126/science.1089171
https://doi.org/10.1364/AOP.376739
https://doi.org/10.1103/PhysRevLett.108.126403
https://doi.org/10.1063/1.3466902
https://doi.org/10.1038/nphys2609
https://doi.org/10.1063/1.3140822
https://doi.org/10.1038/nphys2182
https://doi.org/10.1103/PhysRevB.85.121301
https://doi.org/10.1038/s41566-017-0006-2
http://arxiv.org/abs/arXiv:2001.09828
https://doi.org/10.1103/PhysRevLett.114.193901


JOHNSTON, KALININ, AND BERLOFF PHYSICAL REVIEW B 103, L060507 (2021)

[30] R. Ruiz-Sánchez, R. Rechtman, and Y. Rubo, Phys. Rev. B 101,
155305 (2020).

[31] S. Kim, Y. G. Rubo, T. C. H. Liew, S. Brodbeck, C. Schneider,
S. Höfling, and H. Deng, Phys. Rev. B 101, 085302 (2020).

[32] T. Udem, R. Holzwarth, and T. W. Hänsch, Nature (London)
416, 233 (2002).

[33] S. T. Cundiff and J. Ye, Rev. Mod. Phys. 75, 325 (2003).
[34] P. Del’Haye, A. Schliesser, O. Arcizet, T. Wilken, R.

Holzwarth, and T. J. Kippenberg, Nature (London) 450, 1214
(2007).

[35] T. J. Kippenberg, R. Holzwarth, and S. A. Diddams, Science
332, 555 (2011).

[36] H. Sigurdsson, A. J. Ramsay, H. Ohadi, Y. G. Rubo, T. C. H.
Liew, J. J. Baumberg, and I. A. Shelykh, Phys. Rev. B 96,
155403 (2017).

[37] E. Z. Tan, H. Sigurdsson, and T. C. H. Liew, Phys. Rev. B 97,
075305 (2018).

[38] H. Ohadi, Y. del Valle-Inclan Redondo, A. J. Ramsay, Z.
Hatzopoulos, T. C. H. Liew, P. R. Eastham, P. G. Savvidis, and
J. J. Baumberg, Phys. Rev. B 97, 195109 (2018).

[39] H. Sigurdsson, Y. S. Krivosenko, I. V. Iorsh, I. A. Shelykh, and
A. V. Nalitov, Phys. Rev. B 100, 235444 (2019).

[40] S. L. Harrison, H. Sigurdsson, and P. G. Lagoudakis, Phys. Rev.
B 101, 155402 (2020).

[41] H. Ohadi, A. J. Ramsay, H. Sigurdsson, Y. del Valle-Inclan
Redondo, S. I. Tsintzos, Z. Hatzopoulos, T. C. H. Liew, I. A.
Shelykh, Y. G. Rubo, P. G. Savvidis, and J. J. Baumberg, Phys.
Rev. Lett. 119, 067401 (2017).

[42] S. S. Gavrilov, Phys. Rev. Lett. 120, 033901 (2018).
[43] P. Comaron, V. Shahnazaryan, W. Brzezicki, T. Hyart, and M.

Matuszewski, Phys. Rev. Res. 2, 022051(R) (2020).
[44] A. Dunlop, W. Firth, D. Heatley, and E. M. Wright, Opt. Lett.

21, 770 (1996).
[45] See Supplemental Material at [http://link.aps.org/supplemental/

10.1103/PhysRevB.103.L060507] for an analytical description
of the stability of asymmetric dimers; an outline of the meaning
of dimensionless parameters and their experimental values; and
an analysis of the effect of inhomogeneities and noise.

[46] D. D. Solnyshkov, R. Johne, I. A. Shelykh, and G. Malpuech,
Phys. Rev. B 80, 235303 (2009).

[47] N. Aharon, M. Drewsen, and A. Retzker, Phys. Rev. Lett. 111,
230507 (2013).

[48] T. Boulier, M. Bamba, A. Amo, C. Adrados, A. Lemaitre, E.
Galopin, I. Sagnes, J. Bloch, C. Ciuti, E. Giacobino, and A.
Bramati, Nat. Commun. 5, 3260 (2014).

[49] H. Li, A. Piryatinski, J. Jerke, A. R. S. Kandada, C. Silva, and
E. R. Bittner, Quantum Sci. Technol. 3, 015003 (2017).

[50] P. G. Lagoudakis and N. G. Berloff, New J. Phys. 19, 125008
(2017).

[51] J. Keeling and N. G. Berloff, Phys. Rev. Lett. 100, 250401
(2008).

[52] M. Wouters and I. Carusotto, Phys. Rev. Lett. 99, 140402
(2007).

[53] G. Tosi, G. Christmann, N. Berloff, P. Tsotsis, T. Gao, Z.
Hatzopoulos, P. Savvidis, and J. Baumberg, Nat. Commun. 3,
1243 (2012).

[54] H. Ohadi, A. Dreismann, Y. G. Rubo, F. Pinsker, Y. del Valle-
Inclan Redondo, S. I. Tsintzos, Z. Hatzopoulos, P. G. Savvidis,
and J. J. Baumberg, Phys. Rev. X 5, 031002 (2015).

[55] K. G. Lagoudakis, M. Wouters, M. Richard, A. Baas, I.
Carusotto, R. André, L. S. Dang, and B. Deveaud-Plédran, Nat.
Phys. 4, 706 (2008).

[56] K. G. Lagoudakis, B. Pietka, M. Wouters, R. André,
and B. Deveaud-Plédran, Phys. Rev. Lett. 105, 120403
(2010).

[57] T. Gao, E. Estrecho, K. Bliokh, T. Liew, M. Fraser, S. Brodbeck,
M. Kamp, C. Schneider, S. Höfling, Y. Yamamoto, F. Nori, Y.
S. Kivshar, A. G. Truscott, R. G. Dall, and E. A. Ostrovskaya,
Nature (London) 526, 554 (2015).

[58] M. D. Fraser, G. Roumpos, and Y. Yamamoto, New J. Phys. 11,
113048 (2009).

[59] D. Sanvitto, F. Marchetti, M. Szymańska, G. Tosi, M. Baudisch,
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