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A Introduction and conventions

A.1 Introduction and motivation
These lecture notes are concerned with the Einstein field equations of general relativity. From
a physical point of view, our main goal is to understand the phenomenon of gravitational
waves and to discuss the computational methods that enable us to determine the gravitational-
wave patterns emitted by the most common types of astrophysical sources. The only method
presently available for solving the Einstein equations in the fully non-linear regime for generic
physical systems consists in numerical simulations. This, in turn, requires us to write the
Einstein equations in a form suitable for computer modeling. This turns out quite a subtle
issue and again requires us to look in detail at the structure of the Einstein equations.

We will have to take some care in organizing our journey through these topics to make sure
we always maintain a clear view of the overall picture. We will begin with a brief overview
of the Einstein equations and our specific choice of conventions. This will be followed by
the canonical analysis of gravitational waves using the linearized field equations. While this
analysis had already been noticed by Einstein in 1918 [2], its interpretation has been the
subject of controversy for about 40 years thereafter. Even Einstein himself called into question
the existence of gravitational waves. How could such confusion arise inside a concrete theory
formulated in a clear and rigorous mathematical language? As we have already seen in the Part
II and Part III lectures on General Relativity and Black Holes, the interpretation of solutions
to the Einstein equations faces multiple complications not present in Newtonian physics, such
as the coordinate or gauge freedom and a lack of concrete definitions for local mass and energy.
Here, we are facing the additional problem of non-linearity; it is far from clear whether solutions
of the linearized equations represent good approximations of weak-field solutions to the fully
non-linear theory. A fully non-linear treatment of wave like solutions in general relativity is
much harder and was only achieved around 1960 with the seminal work by Bondi, Sachs and
collaborators [3, 4] using the characteristic formulation of the Einstein equations. This guides
us to the next stage of these notes, a brief discussion of the classification of partial differential
equations and their characteristic structure, followed by a first analysis of the Einstein equations
and the Bondi-Sachs formalism itself.

In spite of the elegance of the characteristic formalism, the vast majority of computational
modeling of astrophysical sources inside the framework of general relativity proceeds inside a
so-called space-time or 3+1 split. The comprehensive development of such a 3+1 formalism
of Einstein’s equations is another result that has only been obtained decades after the the-
ory itself, mainly in the form of the canonical formulation by Arnowitt, Deser and Misner [5]
and York’s reformulation [6]. And yet, even these developments were not enough to facilitate
fully functional numerical simulations. For one thing, the resulting equations turn out to be
ill-posed in a sense we will make more concrete later on and, second, it is critical to employ
the coordinate freedom of general relativity in a way that prevents simulations from running
into the singularities inherent to Einstein’s theory. Indeed, the two-body problem of general
relativity, the inspiral and merger of two black holes, remained unsolved until Pretorius’ 2005
breakthrough [7], followed and confirmed about half a year later by the so-called moving punc-
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ture simulations of the Brownsville and NASA Goddard groups [8, 9]; see also [10] for a review.
Rapid improvements in the codes’ efficiency and accuracy led to more precise gravitational-wave
calculations in the following years; and not too soon, as these turned out critical in the Nobel-
Prize winning direct detection of a gravitational-wave signal by LIGO in 2015 [11]. The second
half of these lectures will guide us through the theoretical foundations of these calculations:
the 3+1 formalism of general relativity, the remedies applied to it for obtaining a well-posed
formulation and the eventual extraction of theoretical predictions for gravitational waveforms
as used in the ongoing gravitational-wave observation programs using the LIGO, Virgo and
KAGRA detectors as well as future observatories.

We will try to not overwhelm readers with too many acronyms, but some are so common
and convenient that we give in to the temptation of using them in the remainder of these notes.
Here is a brief glossary for orientation1.

Glossary
ADM Arnowitt-Deser-Misner
BH black hole
GR general relativity
GW gravitational wave
KAGRA Kamioka Gravitational Wave Detector
LIGO Laser Interferometer Gravitational-Wave Observatory
PDE Partial differential equation

A.2 Definitions and conventions
Einstein’s theory of general relativity models spacetimes as four-dimensional Lorentzian mani-
folds, i.e. four-dimensional manifoldsM equipped with a metric gαβ of signature +2, where we
employ a “mostly positive” signature − + + +, i.e. timelike (spacelike) vectors have negative
(positive) norm. In these notes, we follow the conventions of Misner, Thorne and Wheeler [12])
given by the following definitions for the quantities derived from the spacetime metric. We use
Greek letters α, β, . . . for spacetime indices running from 0 to 3 and, further below, we shall
be using middle to late Latin letters i, j, . . . for spatial indices running from 1 to 3.

1“Virgo” is not an acronym but simply the name of the gravitational-wave detector near Pisa in Italy.
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Def. : On a Lorentzian manifold M with metric gαβ of signature +2, we define the

Levi-Civita connection: Γµβγ ..= 1
2g

µρ (∂βgγρ + ∂γgρβ − ∂ργβγ) ,

Riemann tensor: Rγ
ραβ

..= ∂αΓγρβ − ∂βΓγρα + ΓµρβΓγµα − ΓµραΓγµβ ,

Ricci tensor and scalar: Rαβ
..= Rµ

αµβ , R ..= Rµ
µ ,

Einstein tensor: Gαβ
..= Rαβ −

1
2gαβR .

(A.1)

Proposition: The Riemann and Einstein tensors satisfy the

Bianchi identities: Rµ
ν[ρσ;λ] = ∇[λ|R

µ
ν|ρσ] = 0 , (A.2)

Contracted Bianchi identities : ∇µGµα = 0 . (A.3)

These identities follow from the symmetry of the Riemann tensor and their derivation can
be found, for example, in Reall’s Part III lecture notes [13]. The Einstein equations are then
given by

Gαβ = 8πG
c4 Tαβ = 8πTαβ , (A.4)

where we have temporarily restored (and then quickly dropped) Newton’s gravitational constant
G and the speed of light c. Henceforth we will set G = 1 = c in our equations unless otherwise
stated. The energy-momentum tensor Tαβ needs to be specified separately, depending on the
type of matter under consideration. In vacuum, we have Tαβ = 0 and, hence, Gµ

µ = −R = 0,
so that the Einstein equations in vacuum become

Rαβ = 0 . (A.5)



B LINEARIZED THEORY AND GRAVITATIONAL WAVES 8

B Linearized theory and gravitational waves

B.1 The linearized Einstein equations
Perturbation theory plays an important role in many areas of physics and general relativity is
no exception. Furthermore, gauge invariant perturbation theory in general relativity leads to a
remarkably elegant formalism developed by Gerlach and Sengupta [14, 15]. Readers may also
find Chandrasekar’s book [16] a good starting reference for a more in-depth exploration of black-
hole perturbation theory. Here, we restrict ourselves to the specific case of small perturbations
around Minkowski spacetime in Cartesian coordinates, i.e. the manifold M = R4 with metric

gαβ = ηαβ = diag(−1, 1, 1, 1) . (B.1)

The perturbations are then given by a tensor field hαβ = O(ε) � 1 on the Minkowski back-
ground. The parameter ε represents some small dimensionless number that will serve us in
our book keeping throughout this section. In practice, this number represents some physical
quantity or, more commonly, the ratio of some physical quantities. For example, in weak-field
calculations in the solar system, this parameter may denote the ratio of the solar mass to the
distance from the sun, say the (average) radius of Mercury’s orbit. In a sense that we will make
more concrete as we proceed with our calculations, we may indeed regard hαβ as a genuine
tensor field in the Minkowski spacetime. Note that we thus have two metrics, the background
metric ηαβ and the physical metric

gαβ = ηαβ + hαβ . (B.2)

The inverse physical metric gαβ is given by an as yet unknown perturbation of the inverse
background metric ηαβ,

gαβ = ηαβ + kαβ , where kαβ = O(ε) , (B.3)

and is defined by the condition gαµgµβ = δαβ. At linear order this gives us

gαµgµβ = (ηαµ + kαµ)(ηµβ + hµβ) = ηαµηµβ + ηαµhµβ + kαµηµβ + kαµhµβ︸ ︷︷ ︸
=O(ε2)→0

= δαβ + ηαµhµβ + kαµηµβ
!= δαβ

∣∣∣ · ηγβ
⇒ kαγ = −ηγβηαµhµβ =.. −hαγ . (B.4)

In the last step, we have introduced the convention that we raise and lower indices with the
background metric. It is in this sense, that we regard the tensor field hµν as a tensor field on
the Minkowski background.

In a similar way, we can compute all derived quantities of the physical metric in terms of
the background metric and the perturbations. The key simplification of linearized theory is
that we can discard as negligible at any stage terms of order O(ε2) or higher. We thus find

Γµνρ = 1
2η

µσ(∂ρhσν + ∂νhρσ − ∂σhνρ) , (B.5)
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Rµνρσ = 1
2(∂ρ∂νhµσ + ∂σ∂µhνρ − ∂ρ∂µhνσ − ∂σ∂νhµρ) , (B.6)

Rµν = ∂ρ∂(µhν)ρ −
1
2∂

ρ∂ρhµν − ∂µ∂νh , where h ..= hµµ , ∂µ ..= ηµρ∂ρ , (B.7)

Gµν = ∂ρ∂(µhν)ρ −
1
2∂

ρ∂ρhµν − ∂µ∂νh−
1
2ηµν(∂

ρ∂σhρσ − ∂ρ∂ρh) . (B.8)

These equations may not look too informative, but we can already derive two important prop-
erties that will be important later on. First, note that the second term on the right-hand side of
Eq. (B.7) for the Ricci tensor represents the wave operator acting on hµν . Likewise, Eq. (B.8)
contains two wave operators. Wave operators are nice in the sense that they lead to manifestly
hyperbolic partial differential equations as we will see in Sec. C below. Much of our following
calculations serve the purpose of getting rid of all the other second derivatives in the expressions
for Rµν and Gµν such that we end up with a wave equation for hµν . The second observation
arises from plugging Eq. (B.8) into the Einstein equations Gµν = 8πTµν . Since Gµν = O(ε), we
immediately conclude that the local matter distribution is weak, Tµν = O(ε).

Def. : The trace-reversed metric perturbation is defined as

h̄µν ..= hµν −
1
2hηµν ⇒ h̄ = h̄µµ = −h ⇒ hµν = h̄µν −

1
2 h̄ηµν . (B.9)

A straightforward calculation shows that this shortens Eq. (B.8) to

Gµν = −1
2∂

ρ∂ρh̄µν + ∂ρ∂(µh̄ν)ρ −
1
2ηµν∂

ρ∂σh̄ρσ = 8πTµν . (B.10)

We can achieve further simplification by changing to a more suitable set of coordinates. In
this process, however, we would like to preserve the background metric and therefore consider
coordinate transformations at perturbative level. These are given by a “flow vector field”
ξµ = O(ε) and define new coordinates according to

x̃α = xα − ξα ⇔ xα = x̃α + ξα . (B.11)

The metric in the new coordinate system becomes

g̃αβ = ∂xµ

∂x̃α
∂xν

∂x̃β
gµν = gαβ + ∂αξ

µδνβgµν + ∂βξ
νδµαgµν +O(ε2)

= ηαβ + hαβ + ∂αξβ + ∂βξα +O(ε2) , (B.12)

so that the perturbation transforms according to

hαβ → h̃αβ = hαβ + ∂αξβ + ∂βξα

⇒ h → h̃ = h+ 2ηµν∂µξν
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⇒ h̄αβ = hαβ −
1
2hηαβ → ¯̃hαβ = h̃αβ −

1
2 h̃ηαβ = h̄αβ + ∂αξβ + ∂βξα − ∂µξµηαβ

⇒ ∂ν h̄µν → ∂ν ¯̃hµν = ∂ν
[
h̄µν + ∂µξν + ∂νξµ−∂ρξρηµν

]
= ∂ν h̄µν + ∂ν∂νξµ . (B.13)

Note that we have lowered the index of ∂ν with the background metric ηµν here. Next, we
choose ξµ such that

∂ρ∂ρξµ = −∂ρh̄µρ . (B.14)
This is always possible by virtue of the existence and uniqueness of solutions to the wave
equation. With this choice, we obtain the crucial transformation

∂ν h̄µν → ∂ν ¯̃hµν = ∂ν h̄µν + ∂ν∂νξµ
!= 0 , (B.15)

which eliminates two terms in the linearized Einstein equation (B.10) and results in the lin-
earized Einstein equations in the Lorenz gauge,

2h̄µν = ∂ρ∂ρh̄µν = (−∂2
t + ~∇2)h̄µν = −16πTµν . (B.16)

B.2 Gravitational waves in the linear approximation
Gravitational waves are modulations in the fabric of spacetime that are generated by some
strong-field source, say an inspiraling black-hole binary, and then propagate outwards. Far
away from the source, their amplitude has diminished to such an extent that we can regard
them as perturbations of the Minkowski metric. Furthermore, we treat the environment where
the GWs travel as vacuum, so that in Lorenz gauge gravitational waves obey Eq. (B.16) with
Tµν = 0 which is the flat-space wave equation

2h̄µν = (−∂2
t + ~∇2)h̄µν = 0 . (B.17)

Plane-wave solutions to this equation are readily obtained as

h̄µν = Hµνe
ikρxρ , Hµν = const , (B.18)

where kρ denotes the 4-wave vector. This solution has the following properties.
(1) Plugging the expression (B.18) into the linearized vacuum equations (B.17), we obtain

kρkρ = 0, i.e. the wave vector is a null vector and GWs propagate at the speed of light.
(2) The Lorenz gauge condition ∂ν h̄µν = 0 implies kµHµν = 0, so in this gauge, the waves are

transverse to the direction of propagation. For a plane wave traveling in the z direction,
for example, we have kµ = ω(−1, 0, 0, 1) and, hence, Hµ0 +Hµ3 = 0.
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We can further simplify the expression for the plane wave by using the remaining gauge freedom.
Indeed, Lorenz gauge is not unique, since the transformation (B.11) with

ξµ = Xµe
ikρxρ ⇒ ∂ν∂νξµ = 0 , (B.19)

leaves the Lorenz gauge condition (B.14) unaltered. One can show that there exists a choice
for the Xµ such that

H0µ = 0 , Hµ
µ = 0 . (B.20)

This specific gauge is commonly referred to as transverse-traceless or TT for short. In this
gauge, the plane-wave solution has the following additional properties.
(1) h = 0 ⇒ h̄µν = hµν , so that the trace-reversed perturbation is equal to the original

metric perturbation.
(2) For a plane wave propagating in the z direction, we have H0µ = H3µ = Hµ

µ = 0, so that

Hµν =


0 0 0 0
0 H+ H× 0
0 H× −H+ 0
0 0 0 0

 (B.21)

In order to see what effect such a GW has on an arrangement of test particles, we solve the
geodesic equation for the metric gµν = ηµν + hµν with the perturbation given by Eqs. (B.18),
(B.21). Consider for this purpose a particle initially at rest in a background inertial frame,
i.e. with four-velocity uα = (1, 0, 0, 0). The geodesic equation at the initial time is given by

d
dτ u

α + Γαµνuµuν = u̇α + Γα00 = 0 . (B.22)

The Christoffel symbols are obtained from Eq. (B.5) and become

Γα00 = 1
2η

αµ(∂0hµ0 + ∂0h0µ − ∂µh00) = 0 since H0µ = 0 . (B.23)

uα = (1, 0, 0, 0) at all times is therefore the unique solution of the geodesic equation and
the particle remains at fixed coordinate position xµ as the GW passes through. Physical
experiments, however, measure the proper distance that is obtained from

ds2 = −dt2 + (1 + h+)dx2 + (1− h+)dy2 + 2h×dx dy + dz2 , (B.24)

where h+,× = H+,×e
ikρxρ . We consider two cases.

Case 1: H× = 0 , H+ 6= 0, so that h+ oscillates. The proper distance between specific
particles can be summarized as follows.
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2 particles at (−δ, 0, 0), (δ, 0, 0) have ds2 = (1 + h+)4δ2.
2 particles at (0, −δ, 0), (0, δ, 0) have ds2 = (1− h+)4δ2.

The figure illustrates the motion of the four test particles as the
gravitational wave generates the oscillating perturbation h+. This
pattern motivates the index “+”.

Case 2: H+ = 0 , H× 6= 0, so that h× oscillates. The proper distance between specific
particles can be summarized as follows.

2 particles at (−δ, −δ, 0)/
√

2, (δ, δ, 0)/
√

2 have ds2 = (1+h×)4δ2.
2 particles at (δ, −δ, 0)/

√
2, (−δ, δ, 0)/

√
2 have ds2 = (1−h×)4δ2.

The figure illustrates the motion of the four test particles as the
gravitational wave generates the oscillating perturbation h×. This
pattern motivates the index “×”.

B.3 Geodesic deviation
We can obtain the result (B.24) in an alternative way which turns out to be particularly useful
for the comparison of the linearized equations with a fully non-linear treatment further below.
This alternative derivation is based on the equation for geodesic deviation,

T µ∇µ(T ν∇νS
α) = Rα

µρσT
µT ρSσ ⇔ ∇T∇TS = R(T ,S)T , (B.25)

where Sα is the vector pointing from one geodesic to a nearby one and Tα is the tangent
vector to the geodesic. This approach is frequently found in text books on general relativity,
but care needs to be taken in interpreting this equation, in particular in the interpretation of
the vector Sα. The geodesic deviation equation is manifestly covariant, and its interpretation
requires us to relate the vector Sα to an observable. This is most conveniently achieved by
choosing an appropriate frame or gauge. Our choice, however, is not the TT gauge but a
local inertial or freely falling frame. In such a frame we can choose coordinates such that
gµν = ηµν = diag(−1, 1, 1, 1) and the first metric derivatives vanish, ∂ρgµν = 0. This implies
that the Levi-Civita connection also vanishes, Γαβγ = 0. Of course, we cannot gauge away
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spacetime curvature, so the second metric derivatives and the Riemann tensor will in general
be non-zero.

Let us now consider the order in ε of terms in the geodesic deviation equation (B.25). On the
right-hand side, the Riemann tensor is a first-order perturbation, so both sides of the equation
must be O(ε). On the left-hand side, the rate of change ∇T∇TS is small even though S is of
order unity. In words, S oscillates with an amplitude O(ε) around its fixed initial magnitude
of O(1). It is therefore sufficient to consider the tangent vector T at background order, which
for particles initially at rest simply gives us the coordinate vector T = ∂t, so that the geodesic
deviation equation simplifies to

∂2
t S

α = Rα
00σS

σ . (B.26)
This may appear like black magic; after all, we have gauged away the metric perturbations

hµν out of the metric and the connection Γαµν and readers may wonder how these perturbations
can effect any physics. To answer this question, we have to return to the geodesic deviation
equation (B.26) and, in particular, the Riemann tensor appearing on its right-hand side. The
components of the Riemann tensor in the linearized formalism are given by Eq. (B.6) above
and they are – that’s the key point in this argument – gauge invariant, i.e. (Exercise) they are
invariant under coordinate transformations of the type (B.11). We can therefore compute the
Riemann tensor in the TT gauge and use them in the geodesic deviation equation in the local
inertial frame. Using h0α = 0 in TT gauge as well as the standard symmetries of the Riemann
tensor, we find

R000k = 0 , Rj000 = 0 , Rj00k = −Rj0k0 = 1
2∂

2
0hjk , (B.27)

where j, k = 1, 2, 3 are spatial indices. The components Rα
00σ are thus given by

R0
00k = η0µRµ00k = −R000k = 0 ,

Rj
00k = ηjµRµ00k = Rj00k = 1

2∂
2
0hjk ,

R0
000 = Rj

000 = 0 . (B.28)

Assuming that the geodesic equation vector satisfies S0 = 0 initially, we have S0 = 0 always
and can write the geodesic equation as

∂2
t S

i = Ri
00kS

k = 1
2∂

2
t hikS

k , hxx = h+ = −hyy , hxy = h×

⇒ ∂2
t S

x = 1
2
(
∂2
t hxxS

x + ∂2
t hxyS

y
)

= 1
2
(
∂2
t h+S

x + ∂2
t h×S

y
)

∧ ∂2
t S

y = 1
2
(
∂2
t hyxS

x + ∂2
t hyyS

y
)

= 1
2
(
∂2
t h×S

x − ∂2
t h+S

y
)
. (B.29)

The latter two equations are often encountered in text books, but it can easily lead to
misconceptions. Even though they contain the metric perturbations h+ and h× of the TT
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gauge, they actually hold in the local inertial frame. More details about the potential confusion
of analyzing GWs in linearized theory using different frames can be found in Leclerc’s article
[17].

Let us now consider the vector S with S0 = Sz = 0 and

Sx = dx+ 1
2h+dx+ 1

2h×dy ,

Sy = dy + 1
2h×dx− 1

2h+dy . (B.30)

Its second time derivatives are

∂2
t S

x = 1
2
(
∂2
t h+dx+ ∂2

t h×dy
)

= 1
2
(
∂2
t h+S

x + ∂2
t h×S

y
)

+O(h2
+,×) ,

∂2
t S

y = 1
2
(
∂2
t h×dx− ∂2

t h+dy
)

= 1
2
(
∂2
t h×S

x − ∂2
t h+S

y
)

+O(h2
+,×) , (B.31)

and we see that our Sα solves the geodesic deviation equation (B.29). Furthermore, its norm
evaluated in the local inertial frame is

gµνS
µSν = ηµνS

µSν = (Sx)2 + (Sy)2

= dx2
(

1 + h+ + h×
dy
dx

)
+ dy2

(
1 + h×

dx
dy − h+

)
+O(h2

+,×)

= dx2(1 + h+) + dy2(1− h+) + 2h×dydx+O(h2
+,×) , (B.32)

which, at linear order, is exactly the proper separation we calculated above in Eq. (B.24) for
particles with dt = dz = 0. The key benefit of computing this result from geodesic deviation
is that it will allow us to compare the gauge invariant components of the Riemann tensor with
the asymptotic expansion of the characteristic formalism in Sec. E without having to worry
about how to transform into TT coordinates.

According to linearized theory, GWs therefore have two polarization modes and manifest
themselves through a change in proper separation of test particles. This is indeed correct and is
exactly the way the current network of ground-based detector measures GW events, including
the first ever detection GW150914 [11]. It should be noted, however, that the nature of GWs
remained under constant debate for about 40 years, including Einstein himself who vacillated on
the issue. It was only around 1960 that results by Bondi, Pirani, Sachs and others demonstrated
convincingly that gravitational waves are not merely a gauge effect but carry physical energy
and are also predicted by the fully non-linear theory of general relativity. Understanding how
this can be demonstrated is the main goal of the following sections. For this purpose, we
need to take one step back and first discuss some fundamental properties of partial differential
equations.
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C Classification of Partial Differential Equations
Many physical systems are modelled in terms of partial differential equations (PDEs). Given
the enormous number and range of physical systems, this provides us with a gargantuan zoo
of differential equations and a correspondingly sizeable challenge to develop a toolbox for their
solution. Quite remarkably, however, this zoo of equations exhibits a considerable degree of
structure and most (relevant) PDEs can be classified into three groups that are referred to
as hyperbolic, parabolic and elliptic PDEs. This classification is related to the propagation of
information and the degree to which boundary or initial data determine a solution. These
properties play a key role in the understanding of Einstein’s equations of general relativity and
we therefore start our discussion with a review of this classification of differential equations. One
could easily spend an entire lecture series on this topic and readers are asked for forgiveness if in
places we dispense with mathematical rigour and also refrain from a comprehensive treatment.
At the same time, we attempt to go beyond the rather cavalier treatment that explains the
categories by merely giving examples; statements such as “the wave equation is hyperbolic”
or “the Laplace equation is elliptic” are absolutely correct, but little more descriptive than
defining a star by saying “the sun is a star”. Readers interested in more details of the structure
of PDEs will find this in abundance in the still gold-standard book of Courant and Hilbert [18].

C.1 Second order PDEs of a single function
We start our discussion with second-order PDEs in a single variable. In this context, the term
“order” refers to the degree of the highest derivative present in the equation. Most systems in
contemporary physics are indeed governed by second-order PDEs, as for example the Maxwell
equations of electrodynamics, the Schroedinger equation, the heat transport equation and Ein-
stein’s field equations of general relativity. The seeming absence of higher-order derivatives in
the PDEs of physics may be related to the Ostrogradsky instability. Formally, Ostrogradsky’s
theorem states that a non-degenerate Lagrangian dependent on time derivatives higher than
first corresponds to a Hamiltonian unbounded from below. While this does not entirely rule out
theories involving higher-order derivatives, it severely restricts the construction of such theories
[19]. We do not have to worry unduly about the consequences of Ostrogradsky’s instability, but
we note in passing that the study of higher-order theories is an important field of contemporary
research and also plays an important role in attempts to modify Einstein’s general relativity
[20]. Finally, we note that we can reduce the order of derivatives in differential equations at
the expanse of introducing auxiliary variables as in the trivial example

∂2
xf = 0 ⇔ ∂xf = g ∧ ∂xg = 0 . (C.1)

This is a rather common approach, especially in the modeling of fluids using conservation laws
[21]. For the time being, however, we dispense with this type of shenanigans and consider
second-order PDEs plain and simple.
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R
N

S
t(x ) = 0i

Figure 1: A level surface S defined by t(xi) = 0 in the RN .

C.1.1 Classification of second-order linear PDEs

Def. : Let xi ∈ RN , f : Ω ⊂ RN → R. The general partial differential equation of second
order is

F (xi, f, ∂if, ∂i∂jf) = 0 , (C.2)
where F is a sufficiently regular function in its (N + 1)2 arguments.
A linear second-order partial differential equation is an equation of the form

Amn(xi)∂m∂nf + bm(xi)∂mf + c(xi)f + d(xi) = 0 . (C.3)

Since partial derivatives commute, we can assume without loss of generality that the
matrix Amn is symmetric: Amn = Anm.
The main or principal part of the PDE is the set of terms that contain the highest
derivatives. For example, the principal part of Eq. (C.3) is Amn∂m∂nf .

Let us now consider a function t(xi) with non-zero gradient, ∇t ..= (∂1t, . . . , ∂N t) 6= 0
everywhere and let S be the level surface defined by t(xi) = 0 as shown in Fig. 1. Let us further
assume that f and ∂if are specified on S (or, to be more precise on the intersection of S with
the domain Ω). The question we now wish to answer is whether, for the given PDE (C.3) and
surface S, we can calculate all derivatives of the function f on S. If the answer is yes, then the
solution f is determined away from S at least in the neighbourhood where the Taylor expansion
of f converges.

In order to answer this question, we define a mapping xi → ξa, where i, a = 1, . . . , N , on
Ω given by

ξa = ξa(xi) for a = 1, . . . , N − 1 ,
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ξN = t(xi) . (C.4)

In words, we have chosen a new coordinate system such that our surface S is the level surface
of one of our new coordinates, namely ξN = t = 0. With our earlier assumption ∇t 6= 0, one
can show that such a mapping with smooth functions ξa exist, at least in some neighbourhood
of S. We can now regard f(xi) = f

(
xi(ξa)

)
as a function of the new coordinates and obtain by

chain rule

∂if ..= ∂f

∂xi
= ∂ξa
∂xi

∂f

∂ξa
=..

∂ξa
∂xi

∂af ,

∂i∂jf = ∂ξa
∂xi

∂a

(
∂ξb
∂xj

∂bf

)
= ∂2ξb
∂xi ∂xj

∂bf + ∂ξa

∂xi
∂ξb

∂xj
∂a∂bf . (C.5)

Our PDE (C.3) expressed in the new coordinate system is then given by

Amn
∂ξa
∂xm

∂ξb
∂xn

∂a∂bf + lower order terms = 0 , (C.6)

where the “lower order terms” involve at most first derivatives of f . Next, we recall that we have
“initial” data on S for f and all ∂if which we can directly translate into the new coordinates,

f(ξa) = f(ξ1, . . . , ξN−1, 0) = f
(
ξa(xi)

)
,

∂af(ξa) = ∂af(ξ1, . . . , ξN−1, 0) = ∂xm
∂ξa

∂f

∂xm

∣∣∣∣∣
S

. (C.7)

These initial data determine most of the second derivatives through direct evaluation of the
differential quotients

∂b∂af(ξ1, . . . , ξN−1, 0) = lim
h→0

∂af(ξ1, . . . , ξb + h, . . . , ξN−1, 0)− ∂af(ξ1, . . . , ξN−1, 0)
h

, (C.8)

for b = 1, . . . , N − 1. For b = N , however, this does not work, since we do not know f and ∂af
away from the surface S. Still, we can use Eq. (C.8) to formally substitute in Eq. (C.6) for all
second derivatives except for ∂2f/∂ξ2

N , and our PDE can be written as

Amn
∂ξN
∂xm

∂ξN
∂xn

∂2f

∂(ξN)2 = terms known on S , (C.9)

where on the left-hand side we sum over m and n, but not over N . We are therefore able to
calculate the missing second derivative using the differential equation if and only if

Amn
∂ξN
∂xm

∂ξN
∂xn

6= 0 . (C.10)

If this condition is satisfied, we can repeat the game by differentiating the PDE to compute
all third derivatives and then all fourth derivatives and so forth. Recalling that ξN = t, the
condition (C.10) motivates the important definition:
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Def. : The differential equation
Amn(xi)∂mt ∂nt = 0 , (C.11)

is called the characteristic differential equation associated with the second-order,
linear PDE (C.3).
If t(xi) with ∇t 6= 0 is a solution of (C.11), the surface defined by t(xi) = 0 is called
a characteristic surface.

In the special case that the matrix Amn(xi) is positive or negative definite on Ω, then for
any t(xi) with ∇t 6= 0, we have

Amn∂mt ∂nt > 0 or Amn∂mt ∂nt < 0 , (C.12)

so that Eq. (C.10) is satisfied and the PDE admits no characteristic surface. More generally,
second-order linear PDEs are classified as follows.

Def. : The PDE
Amn(xi)∂mf ∂nf + bm(xi)∂mf + c(xi)f + d(xi) = 0 , (C.13)

is said to be of type (α, β, γ) at xi ∈ Ω if α Eigenvalues of Amn(xi) are positive, β
Eigenvalues are negative and γ Eigenvalues are 0 with α + β + γ = N .
The PDE is:

• elliptic if it is of type (N, 0, 0) or (0 , N , 0), i.e. if all Eigenvalues are non-zero
and have the same sign.

• parabolic if it is of type (N − 1, 0, 1) or (0, N − 1, 1), i.e. if one Eigenvalue
is zero and all others are non-zero and have the same sign.

• hyperbolic if it is of type (N − 1, 1, 0) or (1, N − 1, 0), i.e. all Eigenvalues are
non-zero and exactly one of them has the opposite sign of all the others.

A few remarks are in order.
1. Note that in the parabolic and hyperbolic case, we can always find a non-trivial (i.e. non-

vanishing) linear combination Vm of Eigenvectors such that2 AmnVmVn = 0, i.e. at every
point xi there exists a non-zero ∂mt that satisfies the characteristic differential equation
(C.11) and therefore the PDE admits a characteristic surface. In the elliptic case, in con-
trast, Amn is positive or negative definite, the only solution to the characteristic equation
is the null vector and we cannot construct a characteristic surface.

2The key point is that we can expand Vm in an orthonormal Eigenvector basis (since Amn is symmetric).
Then AmnVmVn becomes a sum of terms ∝ λiW

(i) ·W (i), where W (i) is the ith Eigenvector and λi the ith
Eigenvalue. Since W (i) ·W (j) = δij , this simply becomes a weighted sum of the Eigenvalues; for appropriate
weights, i.e. an appropriate V , this sum can vanish because one Eigenvalue differs in sign from the others.
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2. According to this definition, there are other types of PDEs aside from elliptic, parabolic
and hyperbolic. But we do not concern ourselves with these; they play no role in the
physics we are interested in (nor in any other physics for all I am aware of).

3. The type of a PDE depends on the point xi and may change across the domain Ω.
Examples

(1) The Tricomi equation
y∂2

xf + ∂2
yf = 0 , (C.14)

appears in the theory of transsonic flow. The matrix of its principal part is

Amn =
y 0

0 1

 (C.15)

Clearly, the Eigenvalues are y and 1, so the Tricomi equation is elliptic for y > 0,
parabolic on y = 0 and hyperbolic for y < 0.

(2) The Laplace equation in 3 dimensions is

4 f ..= ∂2
xf + ∂2

yf + ∂2
zf = 0 , (C.16)

with Amn = δmn and all 3 Eigenvalues are 1. The Laplace equation is therefore elliptic
everywhere. For any surface S given by t(xi) = 0, ∇t 6= 0, we can compute all
derivatives of f on S provided we have initial data f , ∂if on S. The solution is thus
fully determined by the initial data at least in some neighbourhood of S.

(3) The wave equation in 3+1 dimensions,

2f ..= −∂2
t f + ∂2

xf + ∂2
yf + ∂2

zf = 0 , (C.17)

is hyperbolic everywhere with Eigenvalues −1, 1, 1 and 1.
(4) The heat equation in 3+1 dimensions

− ∂tf + ∂2
xf + ∂2

yf + ∂2
zf = 0 , (C.18)

is parabolic, since one Eigenvalue is 0 and the three others are 1.

C.1.2 Principal axes*

Let us briefly recapitulate some key properties of matrices and their eigenvalue decomposition.

Def. : Let A be a N ×N matrix. V ∈ RN is an Eigenvector with Eigenvalue λ of A if

AV = λV or AmnVn = λVm . (C.19)

Symmetric matrices have particularly convenient Eigenvalues and Eigenvectors.
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Proposition: A symmetric N × N matrix Aij = Aji has n real Eigenvalues and the asso-
ciated Eigenvectors can be chosen such that they form a set of N mutually
orthonormal vectors.

The proof can be found in most standard textbooks on linear algebra. We next arrange the
N Eigenvectors as column vectors of the new N ×N matrix Q,

Q =


Q11 Q12 . . . Q1N
Q21 Q22 . . . Q2N

... ... . . . ...
QN1 QN2 . . . QNN

 (C.20)

↖ = Vk(2) ,

where we denote by Vk(2) the components of the second Eigenvector V (2). The matrix Q is
orthogonal in its columns by construction since the Eigenvectors are orthonormal,

δij = Vm(i)Vm(j) = QmiQmj = QᵀimQmj . (C.21)

In index free notation, this gives us

QᵀQ = I ⇒ Q−1 = Qᵀ ⇒ QQᵀ = QQ−1 = I ⇒ QimQjm = δij , (C.22)

so the rows of Q are also orthonormal. If we denote by λ(i) the i-th Eigenvalue, we have N
Eigenvalue equations (no summation over i)

AkmVm(i) = λ(i)Vk(i)

∣∣∣∣ Vk(j) ·

⇒ Vk(j)AkmVm(i) = λ(i)Vk(j)Vk(i) = λ(i)δ(i)(j)

⇒ QkjAkmQmi = λ(i)δij

⇒ QᵀAQ =



λ(1) 0 · · · 0
0 λ(2) · · · 0
... ... . . . 0
0 0 · · · λ(N)

 =.. Λ . (C.23)

We have summarized this very familiar result in more detail here to clarify how the Eigende-
composition of a matrix looks like in index notation.

The Eigendecomposition is of particular convenience for second order PDEs where the
principal part has constant coefficients, i.e. Eq. (C.3) with Amn = const. As mentioned earlier,
we can assume a symmetric Amn without loss of generality and therefore apply the above
Eigendecomposition. More specifically, we consider the Eigenvectors V (k) of the matrix Amn
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and let them constitute the columns of the orthogonal matrix Qik
..= Vi(k). Next, we transform

to a new coordinate system,

yi = Qmixm ⇒ ∂yi
∂xj

= Qmiδmj = Qji

⇒ ∂f

∂xn
= ∂f

∂yj

∂yj
∂xn

= Qnj
∂f

∂yj

⇒ ∂2f

∂xm∂xn
= QmiQnj

∂2f

∂yi∂yj

⇒ Amn
∂2f

∂xm∂xn
= AmnQmiQnj

∂2f

∂yi∂yj
= QᵀimAmnQnj

∂2f

∂yi∂yj
= λ(i)δij

∂2f

∂yi∂yj

⇒ Amn
∂2f

∂xm∂xn
= λ(i)

∂2f

∂yi ∂yi
= λ(i)

∂2f

∂y2
i

(summation over i !) . (C.24)

This procedure allows us to eliminate all mixed derivatives and essentially, we can reduce phys-
ically relevant second-order linear PDEs with constant coefficients into a form whose principal
part very much resembles that of the wave, heat or Laplace equation.

C.1.3 Second-order PDEs in 2 dimensions

Two-dimensional domains are particularly easy to visualize and draw on sheets of paper. We
therefore analyze in this section PDEs on domains Ω ⊂ R2.

C.1.3.1 Classification of PDEs in 2 dimensions

We now consider linear, second-order PDEs in two independent variables,

a(x, y)∂2
xf + 2b(x, y)∂x∂yf + c(x, y)∂2

yf + lower-order terms = 0 , (C.25)

on some domain Ω ⊂ R2. The characteristic differential equation associated with (C.25) is

a(∂xt)2 + 2b∂xt ∂yt+ c(∂yt)2 = 0 . (C.26)

Let us assume that we have a solution to this characteristic equation given by t(x, y) with
∇t 6= 0 on Ω. We next consider the level sets of t(x, y) given by{

(x, y)
∣∣∣∣ t(x, y) = const

}
.

In 2 dimensions the level sets are, of course, curves. At a given point (x0, y0) ∈ Ω we can assume
without loss of generality that ∂yt 6= 0; otherwise we would inevitably have ∂xt 6= 0 and could
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x

y

(x  ,y  )
0 0

t(x,y)= const

(x  ,y  )
0 0

t(x,y)= const

Figure 2: Two examples for a level set (curve) t(x, y) = const in the R2. In the (upper) blue
example, we have a curve where at (x0, y0), the derivative ∂yt 6= 0. In the (lower) red example,
we have ∂yt = 0 at (x0, y0); the level curve is vertical (parallel to the y axis) at this point.

simply swap the coordinate labels. Since ∂yt 6= 0, the curve t(x, y) = const will not be parallel
to the y axis in some neighbourhood of (x0, y0); cf. Fig. 2. In that case, we can represent the
curve t(x, y) = const in the form y(x) in some neighbourhood of (x0, y0). If we parametrize the
curve with λ ∈ R, we have t(λ) = t

(
x(λ), y(λ)

)
= const and, hence,

dt
dλ = ∂t

∂x

dx
dλ + ∂t

∂y

dy
dλ = 0

⇒ dy
dx = dy

dλ

(
dx
dλ

)−1

= −∂xt
∂yt

. (C.27)

This allows us to write the characteristic equation (C.26) as

a

(
dy
dx

)2

− 2bdy
dx + c = 0 . (C.28)

Provided a 6= 0, we can solve this equation for y′ ..= dy
dx ,

(y′)2 − 2b
a
y′ + c

a
= 0 ⇒ y′ = b

a
±
√
b2

a2 −
c

a
= 1
a

(
b±
√
b2 − ac

)
. (C.29)

Real solutions only exist if b2 ≥ ac whereas characteristic surfaces do not exist if b < ac. We can
indeed confirm this result with our general classification of PDEs from the definition (C.13).

For this purpose, we compute the Eigenvalues of
(
a b
b c

)
,

∣∣∣∣∣∣
a− λ b

b c− λ

∣∣∣∣∣∣ = ac− (a+ c)λ+ λ2 − b2 = 0
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⇒ λ2 − (a+ c)λ− (b2 − ac) = 0

⇒ λ± = a+ c

2 ±
√

(a+ c)2

4 + (b2 − ac) = a+ c

2

1±

√√√√1 + 4 b
2 − ac

(a+ c)2

 (C.30)

As expected for a symmetric matrix, the Eigenvalues are always real,

1 + 4 b
2 − ac

(a+ c)2 = 1
(a+ c)2

[
(a+ c)2 + 4b2 − 4ac

]
= (a− c)2 + 4b2

(a+ c)2 ≥ 0 . (C.31)

Next, we see that the two Eigenvalues λ± have the same sign if b2 < ac, and opposite signs if
b2 > ac, and one Eigenvalue vanishes if b2 = ac. Finally, this analysis also covers the case a = 0
which implies

λ± = c

2 ±
√
c2

4 + b2 . (C.32)

Clearly, the Eigenvalues have opposite signs unless b = 0 in which case we obtain λ− = 0. We
can summarize this result for arbitrary a as follows: At a point (x0, y0) ∈ Ω, the PDE (C.25) is

1. elliptic if b2 < ac; λ± have the same sign.
2. hyperbolic if b2 > ac; λ± have opposite signs.
3. parabolic if b2 = ac; in that case, λ− = 0.

C.1.3.2 The normal form of hyperbolic PDEs in 2 dimensions

Let us now consider a PDE that is hyperbolic in some neighbourhood of the point (x0, y0).
Then we have two different solutions, which we denote by u(x, y) and v(x, y), to the charac-
teristic equation (C.26) with ∇u 6= 0 6= ∇v. We can always rotate the coordinates (x, y) such
that in a neighbourhood of (x0, y0) we have ∂yu 6= 0 6= ∂yv. This allows us to write the curves
of constant u and v, respectively, in the form

y = y1(x) along which u = const ,

y = y2(x) along which v = const .

with

y′1(x) = −∂xu
∂yu

, y′2(x) = −∂xv
∂yv

(C.33)

⇒ ∂xu+ y′1∂yu = 0 ∧ ∂xv + y′2∂yv = 0 . (C.34)

We illustrate the corresponding level sets u(x, y) = const and v(x, y) = const in Fig. 3 and
proceed by identifying some of their properties.
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x

y
u(x,y)= α

u(x,y)= α
1

2

v(x,y)=

v(x,y)= β

β
2

1

Figure 3: Two level sets of curves given by u(x, y) = const and by v(x, y) = const.

Lemma : Let u(x, y), v(x, y) be two different solutions to the characteristic equation
(C.26) associated with a second-order hyperbolic PDE of the type (C.25) with
∇u 6= 0 6= ∇v. Then the two families of curves defined by u = const and by
v = const satisfy the following:

(i) Curves from different families cannot touch, i.e. intersect each other with
equal tangent direction.

(ii) The functions u and v obey the inequality

∂xu ∂yv − ∂yu ∂xv 6= 0 .

Proof.
(i) At points of intersection, curves belonging to the two different families have a slope given

by Eq. (C.29). Since the two curves belong to different families, we have the + sign in
Eq. (C.29) for one of them and the minus sign for the other. The difference between their
slopes is therefore

y′2 − y′1 = 1
a

(
b±
√
b2 − ac

)
− 1
a

(
b∓
√
b2 − ac

)
= ±2

√
b2 − ac
a

6= 0 (C.35)

since b2 > ac for a hyperbolic PDE.
(ii) Plugging Eq. (C.33) into y′2 − y′1 6= 0 gives us

− ∂xv

∂yv
+ ∂xu

∂yu
6= 0 ⇒ ∂xu ∂yv − ∂xv ∂yu 6= 0 . (C.36)
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Def. : The solutions u(x, y), v(x, y) to the characteristic equation (C.26) associated with
the PDE (C.25) are called characteristic coordinates.

Proposition: In characteristic coordinates, a hyperbolic PDE of the form (C.25) becomes

∂u∂vf = lower order terms . (C.37)

Proof. Introducing the short-hand notation ux ..= ∂xu, fu ..= ∂uf , fuv = ∂v∂uf etc., we find by
chain rule that

∂x = ∂xu ∂u + ∂xv ∂v , ∂y = ∂yu ∂u + ∂yv ∂v ,

fx = uxfu + vxfv ,

fy = uyfu + vyfv ,

fxx = ∂x(uxfu + vxfv) = uxxfu + u2
xfuu + uxvxfvu + vxxfv + vxuxfuv + v2

xfvv

= u2
xfuu + 2uxvxfuv + v2

xfvv + uxxfu + vxxfv ,

fxy = (uy∂u + vy∂v)(uxfu + vxfv)

= uxyfu + vxyfv + uyuxfuu + (uyvx + uxvy)fuv + vxvyfvv

fyy = u2
yfuu + 2uyvyfuv + v2

yfvv + uyyfu + vyyfv .

The principal part of our PDE thus becomes

afxx + 2bfxy + cfyy = αfuu + 2βfuv + γfvv ,

with

α = au2
x + 2buxuy + cu2

y = 0 ,

2β = a2uxyx + 2b(uyvx + vyux) + c2uyvy ,

γ = av2
x + 2bvxvy + cv2

y = 0 ,

where α and γ vanish since u and v satisfy the characteristic equation (C.26).
Furthermore, a lengthy but straightforward calculation (best performed with a program like

Mathematica or Maple) shows that

αγ − β2 = (ac− b2)(uxvy − uyvx)2 !
< 0 ,

since for a hyperbolic PDE b2 > ac. So β2 > 0 and β 6= 0.
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Example
(1) Restoring the more common coordinate names (t, r) in place of the abstract (x, y), the

wave equation for a free field in one spatial dimension is given by

∂2
t f − ∂2

rf = 0 , (C.38)

and has the associated characteristic differential equation

(∂tu)2 − (∂ru)2 = (∂tu+ ∂ru)(∂tu− ∂ru) = 0

⇒ ∂tu = −∂ru ∨ ∂tu = ∂ru

⇒ r′1(t) = 1 , r′2(t) = −1 . (C.39)

The solutions to the characteristic equation are therefore given by

u(t, r) = t− r , v(t, r) = t+ r . (C.40)

Transforming the wave equation (C.38) to characteristic coordinates gives us

∂t = ut∂u + vt∂v = ∂u + ∂v ∧ ∂r = ur∂u + vr∂v = −∂u + ∂v

⇒ 0 = ∂2
t f − ∂2

rf = (∂u + ∂v)2f − (∂u − ∂v)2f = 4∂u∂vf

⇒ ∂v∂uf = 0 . (C.41)

Writing this as ∂v(∂uf) = 0, we see that ∂uf is a function only of u, so for any C2

function that satisfies the wave equation we have ∂uf = φ(u) for some C1 function φ.
Integrating in u for given fixed v, we thus obtain

f(u, v) =
∫
φ(u)du+G(v) , (C.42)

where G(v) acts as the v dependent integration constant. Denoting F (u) ..=
∫
φ(u)du,

we obtain the general solution to the wave equation

f(u, v) = F (u) +G(v) . (C.43)

On the other hand, every function of this form clearly satisfies ∂v ∂uf = 0. In summary,
f solves the wave equation ∂2

t f − ∂2
rf = 0 if and only if

f(t, r) = F (t− r) +G(t+ r) , (C.44)

for some C1 functions F , G.
Let us also use this example to illustrate the deficiency of specifying initial data on
a characteristic surface (or curve in this two-dimensional example). Assume that we
prescribe f(u, 0) = f0(u) on the characteristic curve v = 0 as illustrated in Fig. 4.
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t

t(   = const)

r

(   = const)

v
(   = const)

u

u
v

   = const > 0

v   = const = 0

v

P = (u,v)

(   = const)

Figure 4: Characteristic coordinates (u, v) = (t− r, t+ r) for the wave equation ∂2
t f − ∂2

rf = 0
in one spatial dimension. If we specify initial data f(u, 0) = f0(u) at v = 0, we do not have
enough information to determine the solution f(u, v) at any v 6= 0, say at point P on the green
dashed line.

That allows us to determine ∂uf on the slice v = 0. The differential equation then
predicts ∂uf at least in some neighbourhood v 6= 0, for example on the green dashed
curve in Fig. 4. However, we cannot reconstruct the solution f itself at any point on
this dashed curve, since we do not know the integration constant G(v). The problem
would not arise if we had specified initial data on a non-characteristic surface, as for
example on the horizontal curve t = 0.
We have seen in this example two special features of the characteristic surfaces. First,
without some further information, initial data on a characteristic surface does not
determine the solution even in a small neighbourhood of the surface. Second, charac-
teristic coordinates significantly simplify the structure of the underlying PDE. A third
feature may already become apparent from our physical insight into the wave equation.
The characteristics in Fig. 4 represent the light cone of the wave equation and we know
that information propagates along the light cones. In a sense that we will make more
concrete further below, information propagates along characteristic curves.

C.2 *Systems of PDEs
So far, we have only considered single PDEs for one single function. We will now generalize these
ideas to systems of PDEs. This is most conveniently achieved by considering first-order systems,
i.e. the PDE only contains first derivatives. Second-order PDEs can always be converted into
such a form by introducing auxiliary variables as we will see in some of our examples.
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x

 t

t = 2

t = 1

t = 0

Figure 5: Illustration of a solution to the advection equation (C.45) in the (t, x) plane. Suppose
we prescribe initial data f(0, x) in the form of a Gaussian profile at t = 0. Along the (green
dashed) curves x = λt + x0, the value of f remains constant according to Eq. (C.47). In con-
sequence, the Gaussian pulse simply propagates to the right with velocity λ without otherwise
changing its shape. Note that the (red) Gaussian curves are not to be regarded as curves in
the (t, x) plane; if I could draw in 3D, they would pop out of the paper instead.

C.2.1 *The advection equation

Before we explore more general first-order systems, we will illustrate some of their fundamental
features in the case of the simplest possible PDE, the advection equation in one variable and
two dimensions,

∂tf + λ∂xf = 0 , λ ∈ R . (C.45)
Let us now consider the curves

dx
dt = λ ⇒ x(t) = λt+ x0 . (C.46)

Along these curves,
df
dt = ∂f

∂t
+ dx

dt
∂f

∂x
= ∂f

∂t
+ λ

∂f

∂x
= 0 , (C.47)

by virtue of the PDE (C.45). Now suppose, we specify initial data in the form f(0, x) = f0(x),
say a Gaussian profile as in Fig. 5. For every x0, the solution f along the curve x = λt + x0
remains constant at its initial value f(0, x0). The Gaussian profile therefore simply propagates
to the right with velocity λ but does not otherwise change its shape. We say, the Gaussian
pulse is advected with velocity λ. As we will see later, the curves x = λt + x0 are actually the
characteristic curves of the PDE (C.45). Note also the similarity to the propagation of light
in relativity; for reasons that will become clear soon, the advection equation is sometimes also
referred to as the one-way wave equation.
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We can easily generalize the advection equation to varying propagation speeds λ(t, x). In
practice, such an x dependence appears most commonly in the form of conservation laws,
i.e. PDEs of the form ∂tf + ∂xF (f(t, x)) = 0 where F is a flux function depending on the
solution f . The generalization of Eq. (C.45) is therefore often written in the form

∂f

∂t
+ ∂

∂x

(
λ(t, x)f

)
= 0

⇒
(
∂

∂t
+ λ(t, x) ∂

∂x

)
f(t, x) = −λ′(t, x)f(t, x) , (C.48)

where λ′(t, x) = ∂λ/∂x. As before, we consider the characteristic curves

dx
dt = λ(t, x) (C.49)

along which we can now construct a solution to Eq. (C.48) by solving for each x0 the ordinary
differential equation (ODE)

d
dtf

(
x(t), t

)
= −λ′(t, x)f(x, t) . (C.50)

One can show that for initial data f(0, x) = f0(x) ∈ Ck(−∞,∞), the solution f(t, x) is equally
smooth in space and time, i.e. f ∈ Ck((−∞,∞)× (0,∞)).

C.2.2 *Burgers’ equation

As a further extension of the advection equation, we may allow the propagation speed λ to
depend on the solution f itself. This step has such dramatic consequences that we promote
our discussion of this case to a separate subsection. Again, this type of equations often arises
in conservation laws

∂tf + ∂xF (f) = ∂tf + F ′(f)∂xf = 0 . (C.51)
First-order differential equations where the coefficients of the partial derivatives depend on the
function f , but not on derivatives of f , are commonly referred to as quasi-linear; they are linear
in the derivatives but not in the function f . The prototypical example for a scalar (i.e. one
dependent variable) first-order quasi-linear PDE is Burgers’ equation,

∂tf + ∂x
(

1
2f

2
)

= ∂tf + f∂xf = 0 . (C.52)

Comparing with Eq. (C.45), we see that this is an advection equation where the advection
speed is equal to the function value. Along the curves

dx
dt = f , (C.53)

we find
df
dt = ∂f

∂t
+ dx

dt
∂f

∂x
= ∂f

∂t
+ f

∂f

∂x
= 0 , (C.54)
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Figure 6: The same Gaussian initial pulse as in Fig. 5 is evolved in time, but now according
to Burgers’ equation ∂tf + f∂xf = 0, i.e. the characteristic speed is now equal to the function
value f . Along each characteristic, f remain constant, but now the characteristics will cross
in finite time resulting in the formation of a discontinuity or shock. As in Fig. 5, the (red)
Gaussian curves are not to be regarded as curves in the (t, x) plane, but rather should pop out
of the paper.

so the function remains constant along each characteristic curve. The key difference to the
advection equation (C.45) is that the slopes of the characteristics now vary with the initial
data f(0, x) = f0(x). This is illustrated by the green dashed curves in Fig. 6 which shows the
time evolution of a Gaussian pulse. The characteristics cross in finite time, resulting in a multi
valued function, i.e. a discontinuity or shock. Rather than being advected across the domain,
the Gaussian profile tilts over until its slope becomes vertical. In order to compute the solution
beyond this point, one needs to resort to shock capturing schemes that take into account the
conservation law underlying the PDE. This topic is outside the scope of our lecture, though, and
readers are referred to LeVeque’s book [21] for a more detailed introduction to these methods.

C.2.3 *Constant-coefficient first-order systems

Before we engage into the more general class of quasi-linear PDE systems, we consider a simpler
type of equations that can be reduced to a set of advection equations. Let f : R2 → RM and A
be a constant M ×M matrix. Denoting our coordinates by (t, x), the PDE

∂tf + A∂xf = 0 , f(0, x) = f 0(x) , (C.55)

then provides us with a first-order homogeneous PDE system with constant coefficients with
initial data f0(x).
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Def. : The PDE system (C.55) is hyperbolic if A is diagonalizable with real Eigenvalues. If
all Eigenvalues are distinct, the system is called strictly hyperbolic.

We now use the same notation as in Sec. C.1.2, so let us assume we have a hyperbolic system
and denote by V (k) and λ(k), respectively, the Eigenvectors and Eigenvalues of A. We assemble
the Eigenvectors as column vectors of the new matrix

Q = (Qij) ..=


V1(1) V1(2) · · · V1(M)
V2(1) V2(2) · · · V2(M)

... ... . . . ...
VM(1) VM(2) · · · VM(M)

 , (C.56)

and define the diagonal matrix

Λ ..= λ(i)δij =


λ(1) 0 · · · 0
0 λ(2) · · · 0
... ... . . . ...
0 0 · · · λ(M)

 . (C.57)

We can always orthonormalize the Eigenvectors and thus make Q orthogonal, so that Q−1 = Qᵀ
(otherwise replace Qᵀ with Q−1 in the following), so that the Eigenvector condition gives us

AV (k) = λ(k)V (k) ⇒ AQ = QΛ

⇒ A = QΛQᵀ ⇔ QᵀAQ = Λ . (C.58)

Next we introduce characateristic variables g ..= Qᵀf and our PDE (C.55) becomes

Qᵀ∂tf + QᵀA∂xf = 0

⇒ Qᵀ∂tf + ΛQᵀ∂xf = 0
∣∣∣ Q = const

⇒ ∂tg + Λ∂xg = 0 , (C.59)

or, in components,
∂tgi + λ(i)∂xgi = 0 (no summation over i) (C.60)

This is a system of M decoupled advection equations of the form ∂tg+λ∂xg = 0 with solutions
g(t, x) = g(0, x− λt). The solution to Eq. (C.60) is therefore given by

gi(t, x) = gi(0, x− λ(i)t) . (C.61)

Next, we recall that

f = Qg ⇔ fm = Qmigi = Vm(i)gi (Here we sum over i) . (C.62)
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So gi is the ith component of the Eigenvector expansion of f . This enables us to write the
solution to the PDE (C.55) as

fi(t, x) = Qimgm(t, x) = Qimgm(0, x− λ(m)t) = gm(0, x− λ(m)t)Vi(m) . (C.63)

In words, find the Eigenvector expansion of the initial data f0(x). The mth component in this
expansion is gm(0, x), the Eigenvector is V (m) and the Eigenvalue is λ(m). The solution to the
PDE is then (C.63). The characteristic curves are given by x− λ(m)t = const and there are M
such sets of curves.

C.2.4 *Quasi-linear first-order PDE systems

C.2.4.1 *The characteristic equation

We now switch to the physically more important (and interesting) case of quasi-linear first-
order PDE systems. We also generalize the domain to more than one spatial dimension. Let
us consider for this purpose functions f : RN → RM . We use the notation

f =


f1
...
fM

 , ∂µf ..= ∂

∂xµ
f =


∂µf1

...
∂µfM

 , µ = 1, . . . , N . (C.64)

Def. : The general quasi-linear first-order PDE for a function f : Ω ⊂ RN → RM is

Aµ(x,f)∂µf + b(x,f) = 0 , (C.65)

where b is a vector valued function and each Aµ, µ = 1, . . . , N is an M×M matrix.
In component notation, we write

Aµmn(xν , fi)∂µfn + bm(xν , fi) = 0 , (C.66)

where we sum over µ, m and n.

As in our discussion of second-order PDEs in Sec. C.1.1, we next consider a hypersurface
S defined as the level set of a function t(xµ) = 0 with ∇t 6= 0. Let us assume that initial data
f(x) are specified on S. As before, we ask the question whether or not we can calculate all
derivatives of f on S.

As a first step, we introduce adapted coordinates ξα as in Eq. (C.4),

ξα = ξα(xµ) for α = 1, . . . , N − 1 ,

ξN = t(xµ) ,

so that by chain rule

∂µf = ∂f

∂xµ
= ∂ξα
∂xµ

∂f

∂ξα
= ∂ξα
∂xµ

∂αf with µ = 1, . . . , N . (C.67)
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In terms of these coordinates, our PDE system (C.65) becomes

Aµ∂µf = Aµ ∂ξα
∂xµ

∂f

∂ξα
= −b . (C.68)

For α = 1, . . . , N − 1, the derivatives ∂f
∂ξα

can be evaluated from the differential quotients

∂f

∂ξα
= lim

h→0

f(ξ1, . . . , ξα + h, . . . , ξN−1, 0)− f(ξ1, . . . , ξN−1, 0)
h

, (C.69)

as in Eq. (C.8) in our discussion of second-order PDEs. The missing derivative ∂f
∂ξN

= ∂f
∂t

is
obtained by using the PDE (C.65) which we can write as

Aµ ∂t

∂xµ

∂f

∂t
= terms known on S . (C.70)

Solving for ∂f
∂t

requires inversion of the matrix which, in turn, requires

det
(

Aµ ∂t

∂xµ

)
6= 0 . (C.71)

Note that this condition depends on the coefficient matrices Aµ and the surface S, i.e. the
function t(xµ).

Def. : The characteristic equation associated with the PDE (C.65) and the level surface S
given by t(xµ) = 0 is

det(Aµ∂µt) = 0 . (C.72)
A level surface S defined through t(xµ) = 0 by a solution to the characteristic equation
is called a characteristic surface.

In words, initial data f(x) specified on a characteristic surface does not allow us to calculate
all derivatives and therefore does not determine the solution at any point away from S, no
matter how close. Before we proceed with the classification of PDE systems, it will be helpful
to acquire at least a modicum of experience about what is going on here.

Examples
(1) The wave equation in 2 + 1 dimensions and Cartesian coordinates is

− ∂2
t g + ∂2

xg + ∂2
yg = 0 . (C.73)

We convert this equation into a first-order system by defining

ψ ..= ∂tg , λ ..= ∂xg , µ ..= ∂yg ,

⇒ ∂tψ − ∂xλ− ∂yµ = 0 ,
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∧ −∂xψ + ∂tλ = 0 ,

∧ −∂yψ + ∂tµ = 0 . (C.74)

We note that one subtlety arises in this conversion into a first-order system: We have
treated the t coordinate in a preferential way here by using the second-order wave
equation in deriving the first-order equation for ∂tψ, whereas the equations for ∂tλ
and ∂tµ merely mirror the commutation of partial derivatives. There is nothing wrong
with our choice, but we mention it in passing since this freedom may complicate some
aspects of analyzing the PDE system.
In the notation of (C.65), the system (C.74) becomes

f =

ψλ
µ

 , At =

1 0 0
0 1 0
0 0 1

 , Ax =

 0 −1 0
−1 0 0
0 0 0

 , Ay =

 0 0 −1
0 0 0
−1 0 0

 .

Since we have already used the letter ’t’ as a coordinate here, we label the level surfaces
by the function θ(t, x, y) and obtain the characteristic equation

det(Aµ∂µθ) =

∣∣∣∣∣∣∣
∂tθ −∂xθ ∂yθ
−∂xθ ∂tθ 0
−∂yθ 0 ∂tθ

∣∣∣∣∣∣∣ = . . . = ∂tθ
[
(∂tθ)2 − (∂xθ)2 − (∂yθ)2

]
. (C.75)

(2) For the Laplace equation in 3 dimensions,

∂2
xg + ∂2

yg + ∂2
zg = 0 , (C.76)

we proceed in complete analogy as for the wave equation. Besides the relabeling of the
coordinates from (t, x, y) to (x, y, z), the only change is that all ’−’ signs turn into ’+’
signs and we obtain the characteristic equation

det(Aµ∂µθ) = ∂xθ
[
(∂xθ)2 + (∂yθ)2 + (∂zθ)2

]
. (C.77)

(3) The heat equation in 2+1 dimensions,

− ∂tg + ∂2
xg + ∂2

yg = 0 , (C.78)

is a little different since we have no second derivative in t. Still, we can proceed largely
as in the case of the wave equation and define

ψ ..= ∂tg , λ ..= ∂xg , µ ..= ∂yg ,

⇒ − ∂xλ− ∂yµ = − ψ ,

∧ ∂tλ− ∂xψ = 0 ,
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∧ ∂tµ − ∂yψ = 0 . (C.79)

The appearance of −ψ on the right-hand side is inconsequential for the existence or
absence of characteristic surfaces and therefore plays no further role in our analysis.
In the matrix notation of (C.65), we have

f =

ψλ
µ

 , At =

0 0 0
0 1 0
0 0 1

 , Ax =

 0 −1 0
−1 0 0
0 0 0

 , Ay =

 0 0 −1
0 0 0
−1 0 0

 ,

and the characteristic equation is given by

det(Aµ∂µθ) =

∣∣∣∣∣∣∣
0 −∂xθ ∂yθ
−∂xθ ∂tθ 0
−∂yθ 0 ∂tθ

∣∣∣∣∣∣∣ = . . . = −∂tθ
[
(∂xθ)2 + (∂yθ)2

]
. (C.80)

C.2.4.2 *Classification of first-order PDE systems

We now return to the characteristic equation (C.72) and interpret its gradient solutions
∂µt. This gradient is associated with the level surfaces t(xµ) = const by defining at every point
xµ the direction normal to the surface. We can thus interpret the characteristic equation as
the search for the normal directions of surfaces on which initial data will not be sufficient to
compute all derivatives of the function f . We therefore introduce a vector (or one-form) field
ζµ and define

C(x,f , ζ) ..= det [Aµ(x,f)ζµ] . (C.81)
For the classification of PDEs, it turns out convenient to express the directions ζ in a more
general form as a linear function of N parameters, i.e. introduce a linear mapping

ζ = Mη , where η = (η1, . . . , ηN−1, κ) , (C.82)

with a non-degenerate matrix M, and write

C(x,f ,η) = C(x,f , η1, . . . , ηN−1, κ) ..= C
(
x,f , ζ(η1, . . . , ηN−1, κ)

)
. (C.83)

The purpose of allowing for this generic reparametrization of the directional vector ζ is that
we wish to single out a specific parameter κ that does not necessarily coincide with an actual
component of ζ in our original coordinate system.
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Def. : The general quasi-linear first-order PDE system (C.65) is

• hyperbolic at x if there exists a regular linear mapping ζ = Mη, such that
there exist M real roots κi = κi(x,f(x), η1, . . . , ηN−1), i = 1, . . . ,M of
C(x,f ,η) = 0 for all (η1, . . . , ηn−1). Note that the number of roots required
equals the number of independent variables in f , not the dimensionality N of
the domain.

• parabolic at x if there exists a linear mapping ζ = Mη such that C is inde-
pendent of κ, i.e. depends on fewer than N parameters.

• elliptic if C(x,f , ζ) = 0 only if ζ = 0.

If you find this definition a bit cryptic, that makes two of us. Let us try our best to interpret
the three cases. The elliptic case is intuitively the most obvious: det[Aµ(x,f)ζµ] is non-zero
for any non-vanishing gradient ∂µt, so that there exist no characteristic surfaces. That means
for any initial surface S, we can determine all derivatives and, thus, the solution in some neigh-
bourhood of S. Loosely speaking, the hyperbolic case implies that we can find for each function
fi a characteristic surface. The parabolic case, to me, is rather shrouded in mist. I should note,
at this point, that I have as yet not come across a situation where I had to apply this definition
in practice. Let us instead acquire some familiarity by discussing examples and comparing this
definition with the simpler cases we have discussed above.

Examples
(1) For the advection equation equation

∂tf + ∂xf = 0 , (C.84)

the matrices Aµ are in fact trivial scalars,

A1 = 1 , A2 = 1 ; (C.85)

the superscripts are, of course, not exponents here, but correspond to µ = 1 and µ = 2
in Aµ. For ζ = (ζ1, ζ2), the characteristic equation gives us

C = det
(
A1ζ1 + A2ζ2

)
= ζ1 + ζ2 = 0 . (C.86)

Just setting ζ1 = η1, ζ2 = κ, we get η1 + κ = 0 which for any η1 has one real root
κ = −η1; the advection equation is hyperbolic.

(2) The wave equation with propagation speed c in one spatial dimension is given by

∂2
t f − c2∂2

xf = 0 , (C.87)

and can be converted into a first-order system according to Eq. (C.74) by introducing
ψ ..= ∂tf , λ ..= ∂xf which gives us

∂t

(
ψ
λ

)
+
(
−c2∂xλ
−∂xψ

)
=
(

1 0
0 1

)
∂t

(
ψ
λ

)
+
(

0 −c2

−1 0

)
∂x

(
ψ
λ

)
= 0
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⇒ A1 =
(

1 0
0 1

)
, A2 =

(
0 −c2

−1 0

)

⇒ det(Aµζµ) =
∣∣∣∣∣ ζ1 −c2ζ2
−ζ2 ζ1

∣∣∣∣∣ = ζ2
1 − c2ζ2

2 . (C.88)

Again, we set ζ1 = η1, ζ2 = κ, so that the characteristic equation becomes

C = η2
1 − c2κ2 = 0 ⇒ κ = ±

√
η2

1
c2 , (C.89)

i.e. we have two real roots and the wave equation is hyperbolic.
(3) For the 2D Laplace equation ∂2

xf + ∂2
yf , we similarly introduce F ..= ∂xf , G ..= ∂yf ,

so that ∂xF = −∂yG and ∂xG = ∂yF or

∂x

(
F
G

)
+ ∂y

(
G
−F

)
=
(

1 0
0 1

)
∂x

(
F
G

)
+
(

0 1
−1 0

)
∂x

(
F
G

)

⇒ det
(
A1ζ1 + A2ζ2

)
=
∣∣∣∣∣ ζ1 ζ2
−ζ2 ζ1

∣∣∣∣∣ = ζ2
1 + ζ2

2 = 0 , (C.90)

which only has the trivial solution ζ1 = ζ2 = 0. Newsflash: the Laplace equation is
elliptic.

(4) The 1+1 dimensional heat equation −∂tf + ∂2
xf = 0 is converted into a first-order

system in analogy to Eq. (C.79) for the 2+1 dimensional case by defining ψ ..= ∂tf ,
λ ..= ∂xf . This gives us(

0
∂tλ

)
+
(
−∂xλ
−∂xψ

)
=
(

0 0
0 1

)
∂t

(
ψ
λ

)
+
(

0 −1
−1 0

)
∂x

(
ψ
λ

)
=
(
−ψ
0

)

⇒ At =
(

0 0
0 1

)
, Ax =

(
0 −1
−1 0

)

⇒ det(Aµζµ) =
∣∣∣∣∣ 0 −ζ2
−ζ2 ζ1

∣∣∣∣∣ = −ζ2
x . (C.91)

Setting ζt = κ, ζ2 = η1, we see that C(x,f ,η) is independent of κ.
So what does this mean? Clearly any characteristic direction requires ζ2 = ζx = 0, but
we can choose ζ1 = ζt arbitrarily, so that all solutions are of the form ζ = (κ, 0) and
the characteristic surfaces are just t = const.

(5) For the constant-coefficient first-order systems we have discussed in Sec. C.2.3, we
defined hyperbolicity in a rather different way using the Eigenvalues of the coefficient
matrix A in Eq. (C.55). How does that square with the definition used here?
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This is most easily addressed by considering the PDE in its (fully equivalent) normal
form (C.59) which immediately gives us

At = I , Ax = Λ . (C.92)

This gives us

det(Aµζµ) =

∣∣∣∣∣∣∣∣∣∣
ζt + λ(1)ζx 0 · · · 0

0 ζt + λ(2)ζx · · · 0
... ... . . . 0
0 0 · · · ζt + λ(M)ζx

∣∣∣∣∣∣∣∣∣∣
=

M∏
i=1

(ζt + λ(i)ζx) = 0 . (C.93)

The Eigenvalues are real since we assume our constant coefficient system to be hy-
perbolic. Setting ζt = κ and ζx = η1, we therefore obtain M real roots κ of the
characteristic equation and our system is also hyperbolic according to the generalized
definition.
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D The structure of the Einstein equations
In this section, we will analyze in some detail the structure of the field equations of general
relativity or, to be more precise, of the gravitational sector of the equations

Gαβ = 8πTαβ ,

Expressed in a coordinate chart xα, these equations constitute a set of 10 second-order, non-
linear PDEs. We can view these differential equations from three different angles.
(1) Given a matter distribution Tαβ, we search for the metric components gαβ satisfying the

Einstein equations. For example, this is the view we take in solving the vacuum field
equations (A.5).

(2) We can freely choose the metric gαβ, compute by recipe the resulting Einstein tensor Gαβ

which gives us the matter distribution corresponding to the metric. This approach is
rarely useful in practice, since the resulting Tαβ will almost invariably be unphysical.

(3) The 10 Einstein equations (A.4) relate 20 quantities, 10 metric components gαβ and 10
components of the energy momentum tensor Tαβ. Here we regard the Einstein equations
as 10 constraints on simultaneous choices of gαβ and Tαβ.

In the following discussion, we shall focus on the geometric sector of general relativity and
therefore largely work with the vacuum equations. By virtue of the Bianchi identities, we
immediately see that the energy-momentum tensor is conserved,

∇µT
µ
α = 0 , (D.1)

and the modelling of the matter sources involves a lot of new challenges such as shock capturing,
equations of state etc. These, however, intricately depend on the specific matter systems under
consideration and we could probably organize a separate lecture course for each type of matter.
Furthermore, these challenges are quite different in nature from those associated with the
evolution of the spacetime geometry.

D.1 The Einstein equations in vacuum
We have already seen above that we can write the vacuum field equations of general relativity as
Gαβ = 0 or, fully equivalently, as Rαβ = 0. Our first observation is that the field equations are
not independent; the Gαβ must satisfy the contracted Bianchi identities (A.3) and we seem to
have too few equations to determine all 10 components of the spacetime metric gαβ. This should
not surprise us given the coordinate freedom of general relativity; the metric components gαβ
cannot be fully determined by physical considerations since we can change coordinates according
to x̃α = x̃α(xµ) to obtain new metric components

g̃α̃β̃ = ∂xµ

∂x̃α
∂xν

∂x̃β
gµν , (D.2)

without altering the spacetime. For example, we could choose the four coordinates such that
g00 = 1 and g0i = 0 everywhere. The six independent Einstein equations would then determine
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the six remaining metric components gij. We will see this more explicitly further below when
we discuss the 3+1 split of the Einstein equations.

In our discussion, we will generally assume that solutions gαβ to the Einstein equations are
infinitely differentiable, i.e. C∞ functions, but we note that this assumption can be weakened
to merely require the metric functions to be C2, i.e. twice differentiable. This occurs in practice
when we have discontinuities in the matter sources Tαβ as for example in shock forming fluids.

D.2 The Cauchy problem
The Cauchy problem is formally defined as the process of constructing a solution to a PDE given
data on some boundary or initial hypersurface. In the context of the Einstein equations, this
implies the evolution in time of a specified initial snapshot, as for example two black holes at rest
separated by some initial distance. We emphasize that the formulation of the Einstein equations
as a Cauchy problem is far less obvious than for many systems in Newtonian dynamics since
we do not even know a-priori whether we have a time coordinate and whether some candidate
time is timelike throughout the spacetime. All we know is that the signature of the Lorentzian
metric is +2 and thus in principle admits one timelike direction. We start this discussion with
a few definitions.

Def. : Let M be a Lorentzian manifold M with metric gαβ of signature +2.

A Cauchy surface is a spacelike hypersurface Σ inM such that each timelike or null
curve without endpoints intersects Σ exactly once.

The spacetime (M, g) is globally hyperbolic if it admits a Cauchy surface.

Without proof, we note the following important result.

Proposition: Let Σ be a Cauchy surface of a globally hyperbolic spacetime (M, g). Then
there exists a smooth function

t :M→ R with dt 6= 0 , (D.3)

such that Σ is a level surface

Σt0
..= {p ∈M : t(p) = t0} , (D.4)

and two level surfaces Σt1 and Σt2 are either disjoint or equal,

Σt1 ∩ Σt2 = ∅ ⇔ t1 6= t2 . (D.5)

Def. : If (M, g) is a globally hyperbolic spacetime and M = ∪
t∈R

Σt, then the union of the
Σt is called a foliation of the spacetime.
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Figure 7: Illustration of a foliation Σt of a spacetime (M, g). Time points upwards and one of
the three spatial dimensions is suppressed.

A graphical illustration of a foliation is shown in Fig. 7. Let us now assume that we have
a globally hyperbolic spacetime with hypersurface Σ0 given by t(xα) = 0 and that ||dt||2 < 0,
i.e. Σ is spacelike. We can then promote t to a coordinate, say, x0 ..= t and specify the re-
maining coordinates xi such that they label on each hypersurface Σt the points inside this
three-dimensional submanifold. We now ask the same question as in Sec. C.1.1 when we at-
tempted to classify PDEs: Given the metric gαβ and its first derivatives ∂γgαβ on a hypersurface
Σ0, can we determine through the Einstein field equations all derivatives of gαβ on Σ0? If yes,
the time evolution of these initial data is determined at least in some neighbourhood of Σ0.

As in Sec. C.1.1, the potentially problematic derivative is ∂2
0gαβ. In simple terms, we wish

to solve the Einstein equations for ∂2
0gαβ. We consider for this purpose the vacuum equations

in the form Rαβ = 0.
(1) We first compute the component R00. From the definitions (A.1), we obtain

R00 = Rµ
0µ0 = R0

000 +Rm
0m0

R0
000 = 0 ,

Rm
0m0 = ∂mΓm00 − ∂0Γm0m + “Γ× Γ”, (D.6)

where by Γ×Γ we denote the third and fourth terms in the definition (A.1) of the Riemann
tensor. The Christoffel symbols Γρµν only involve first derivatives of the metric and are
therefore known on Σ0; their explicit form is inconsequential for the question at hand.
Next, we note that the term ∂mΓm00 involves at most one time derivative of the metric and
is therefore also known on Σ0. That leaves us with

∂0Γm0m = ∂0

[1
2g

mρ (∂0gmρ + ∂mgρ0 − ∂ρg0m)
]
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⇒ R00 = −1
2g

mρ∂2
0gmρ + 1

2g
m0∂2

0g0m +M00

= −1
2g

mn∂2
0gmn +M00 , (D.7)

where we have introduced M00 as a garbage collector for all terms involving at most first
derivatives in time, which are known on Σ0.

(2) We likewise obtain for the mixed space-time components,

R0i = Rµ
0µi = R0

00i +Rm
0mi

R0
00i = ∂0Γ0

0i + l.o.t. , Rm
0mi = l.o.t. ,

where l.o.t. stands for “lower-order terms” involving at most first time derivatives. The
only relevant term is

∂0Γ0
0i = ∂0

[1
2g

0ρ(∂0giρ + ∂igρ0 − ∂ρg0i)
]

⇒ R0i = 1
2g

00∂2
0gi0 + 1

2g
0m∂2

0gim −
1
2g

00∂2
0g0i + l.o.t.

= 1
2g

0m∂2
0gim +M0i , (D.8)

where M0i is the depository for all lower-order terms analogous to the above M00.
(3) Finally, we have the spatial components

Rij = Rµ
iµj = R0

i0j +Rm
imj = ∂0Γ0

ij + l.o.t.

= ∂0

[1
2g

0ρ(∂igjρ + ∂jgρi − ∂ρgij)
]

= −1
2g

00∂2
0gij +Mij , (D.9)

with Mij denoting at most first-order-in-time terms as before.
We can summarize our findings as follows.

(i) We have no terms ∂2
0g0α, so the time evolution of the components g0α is not determined

by the Einstein equations.
(ii) We have 10 equations for the 6 unknowns ∂2

0gij.
We have already seen that the first result follows from the coordinate or gauge freedom of
general relativity. The second result demonstrates that the metric must obey some constraints.
We will derive these constraint equations more concretely in the 3+1 split in Sec. F, but we
can already gain some insight by investigating the expressions (D.7)-(D.9) for the Ricci tensor.
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Assuming that3 g00 6= 0, Eq. (D.9) can be solved for the missing second time derivatives ∂2
0gij;

we can thus regard Eq. (D.9) as providing us with the time evolution of the metric components
gij. Next, by taking appropriate linear combinations of all three equations, we find

g00R00 − gmnRmn = g00M00 − gmnMmn = 0 ,

g00R0i + g0mRim = g00M0i + g0mMim = 0 . (D.10)

Now, if the evolution equations Rmn = 0 are satisfied, then the vanishing of R00 = R0i = 0 is
equivalent to the vanishing of terms that only involve Mαβ, which are completely determined
by the initial data. In other words, R00 = R0i = 0 provide us with constraints that the
initial data must satisfy if they correspond to a solution of the Einstein equations. We can
alternatively express these constraints in terms of the Einstein tensor. For this purpose, we
first use Eqs. (D.7)-(D.9) to write the Ricci scalar as

R = gµνRµν = g00R00 + 2g0mR0m + gmnRmn

= −1
2g

00gmn∂2
0gmn + g00M00 + g0mg0n∂2

0gnm + 2g0nM0n −
1
2g

mng00∂2
0gmn + gmnMmn

= −g00gmn∂2
0gmn + g0mg0n∂2

0gmn + g00M00 + 2g0mM0m + gmnMmn . (D.11)

For the Einstein tensor we thus obtain

Gαβ = Rαβ −
1
2gαβR

⇒ G0
0 = R0

0 − 1
2δ0

0R = g0µR0µ −
1
2R = g00R00 + g0mR0m −

1
2R

= −1
2g

mng00∂2
0gmn + g00M00 + 1

2g
0mg0n∂2

0gmn + g0mM0m −
1
2R

= g00M00 + g0mM0m −
1
2g

00M00 − g0mM0m −
1
2g

mnMmn

⇒ G0
0 = 1

2g
00M00 −

1
2g

mnMmn . (D.12)

We likewise find

Gi
0 = g00Ri0 + g0mRim

= 1
2g

00g0m∂2
0gim

:::::::::::::

+ g00M0i−
1
2g

0mg00∂2
0gim

:::::::::::::::

+ g0mMim

3The special case where g00 = 0 leads to the characteristic formulation of the Einstein equations and will be
discussed in detail in Sec. E.



D THE STRUCTURE OF THE EINSTEIN EQUATIONS 44

⇒ Gi
0 = g00M0i + g0mMim , (D.13)

so that Eq. (D.10) is equivalent to

G0
0 = 0 ∧ Gi

0 = 0 , i.e. Gα
0 = 0 . (D.14)

We can thus summarize the Einstein equations as the six evolution equations Rmn = 0 plus
four constraints Gα

0 = 0.
An important relation between the constraint and evolution equations arises from the

Bianchi identities (A.3) which can be regarded as integrability conditions of the Einstein equa-
tions.

Proposition : Let Σ be a Cauchy surface of a globally hyperbolic spacetime (M, g). If the
constraints Gα

0 = 0 are satisfied on Σ and the evolution equations Rmn = 0
are satisfied on M, then the constraints are satisfied at all times by virtue
of the Bianchi identities.

Proof. This proof is not particularly inspiring and we include it here mostly because the the-
orem plays an important role in free numerical evolutions of the Einstein equations, i.e. time
evolutions where one does not actively enforce the constraints through elliptic solving. Our
strategy will be to first show that all components of the components Gα

β are linear functions
of the components Gα

0. This enables us to convert the contracted Bianchi identities ∇µGα
µ

into a set of time evolution equations ∂0Gα
0, which has a unique solution by the theorems of

PDEs. Gα
0 = 0 is a solution and hence the only solution and the constraints hold everywhere.

Here is the long version. We start with the assumption that Rij = 0 everywhere. The
definition of the Einstein tensor Gαβ = Rαβ − 1

2gαβR then gives us

G0
0 = g0µR0µ −

1
2δ0

0gµνRµν

= g00R00 + g0mR0m −
1
2

(
g00R00 + g0nR0n + gm0Rm0 + gmnRmn︸ ︷︷ ︸

=0

)

= 1
2g

00R00 , (D.15)

Gi
0 = g0µRiµ −

1
2δi

0R = g0mRim︸︷︷︸
=0

+g00R0i = g00R0i , (D.16)

G0
i = giµR0µ − 0 = gimR0m + gi0R00 , (D.17)

Gj
i = GiµRjµ −

1
2δj

i
(
g00R00 + 2g0mR0m

)
= gi0Rj0 −

1
2

(
g00R00 + 2g0mR0m

)
.(D.18)
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Since our initial hypersurface Σ is time like, we have g00 6= 0. We can then use the above
relations to write

G0
i (D.17)= gimR0m + gi0R00

(D.15),(D.16)= gim(g00)−1Gm
0 + gi0(g00)−1 2G0

0 , (D.19)

Gj
i (D.18)= gi0Rj0 −

1
2δj

i
(
g00R00 + 2g0mR0m

)
(D.15),(D.16)= gi0(g00)−1Gj

0 − 1
2δj

i
[
2G0

0 + 2g0m(g00)−1Gm
0
]
. (D.20)

So the components Gα
i are linear functions of the components Gα

0 with coefficients that involve
only the metric components.

Now we use the contracted Bianchi identities

∇µGα
µ = ∂µGα

µ − ΓραµGρ
µ + ΓµρµGα

ρ . (D.21)

The only term containing derivatives of Gα
0 is the first on the right-hand side,

∂µGα
µ = ∂0Gα

0 + ∂mGα
m , (D.22)

so that the contracted Bianchi identities become

0 = ∇µGα
0 = ∂µGα

0 − Γρα0Gρ
0 − ΓραmGρ

m + Γµ0µGα
0 + ΓµmµGα

m

= ∂0Gα
0 + ∂mGα

m︸ ︷︷ ︸
∼Gα0

−Γρα0Gρ
0 − ΓραmGρ

m︸ ︷︷ ︸
∼Gρ0

+Γµ0µGα
0 + ΓµmµGα

m︸ ︷︷ ︸
∼Gα0

⇒ ∂0Gα
0 = Cnµ

α∂nGµ
0 +Dµ

αGµ
0 , (D.23)

where Cnµ
α and Dµ

α depend only on the metric and its first derivatives. Equation (D.23)
is a PDE determining the time evolution of the functions Gα

0. By the Cauchy-Kovalevskaya
theorem, the differential equation has a unique solution and, since Gα

0 = 0 on Σ, this solution
is given by Gα

0 = 0 everywhere.

In numerical simulations, this result does not entirely safe us, however, since any numerical
implementation will have some finite error – round-off error at best. The resulting constraint
violations can grow over time and even result in numerical instability. We’ll discuss ways to
mitigate and control this issue in Sec. G.
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E The Bondi-Sachs formalism

E.1 Characteristic coordinates
The study of GWs in the framework of fully non-linear GR is most conveniently formulated
in terms of characteristic coordinates. This may appear a bit surprising, since we have seen
in Sec. C that initial data on characteristic surfaces do not suffice to determine the evolution
in its neighbourhood. This does not debar characteristic approaches from use in the evolution
of hyperbolic PDEs, however; the missing information in this case is provided in the form of
boundary conditions. This can be achieved either through explicit mathematical expressions
for the variables or by employing a hybrid approach where part of the domain is evolved as
a Cauchy problem using time and spatial coordinates and the remainder with a characteristic
formulation. The latter method has been studied in the context of GR and is known as Cauchy-
characteristic matching or CCM. We will briefly return to this concept further below but need
not concern ourselves with the details; for our purposes it will be sufficient to assume that the
boundary information can be obtained through such means.

The key advantage of a characteristic approach is the simplification it typically bestows upon
the structure of PDE systems; cf. the wave equation (C.41). We likewise obtain a remarkably
clear structure of the Einstein equations of GR which enables us to interpret the nature of GWs
in a fully non-linear framework.

We start this development by constructing a specific set of coordinates adapted to the
characteristic structure of the Einstein equations. Recall for this purpose from Eqs. (C.9)-
(C.11) that the characteristic surface is a surface where we cannot directly evaluate all higher
derivatives by just using initial data and the PDE system. In short, the problem is that we
cannot evaluate the second time derivative ∂2

t f . In the case of the Einstein equations, we
identify the very same problem in Eq. (D.9) which we can rewrite as

g00∂2
0gij = 2Mij . (E.1)

Here, Mij denotes the collection of all terms involving at most first-order derivatives of the
metric in time x0 = t. Clearly the condition for solving this equation for ∂2

0gij is g00 6= 0. In
other words, the characteristic surfaces of the Einstein equations are surfaces where g00 = 0,
i.e. the coordinate x0 is chosen such that x0 = const are null surfaces or, equivalently, x0 is a
null rather than a timelike coordinate. The normal direction to these surfaces is given by the
one-form dx0 with

||dx0||2 = g(dx0,dx0) = g00 = 0 . (E.2)
In more physical terms, this implies that characteristic surfaces are locally tangent to light cones
as illustrated in Fig. 8. Recalling furthermore that information propagates along characteristics,
we also see that information in GR travels along null curves. This is in agreement with our
analysis of the linearized Einstein equations where we have seen that the metric perturbations
obey the wave equation (B.16).

The null coordinate x0 is often denoted by u in the literature and we follow this convention
here. It is also common to introduce the vector ` for the normal direction,

` ..= dx0 = du . (E.3)
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Figure 8: A surface u = x0 = const (shown in black) is at any point tangent to the local light
cone (displayed in blue).

This completes the first step in our construction of characteristic coordinates: a null coordinate
x0 = u labels three-dimensional null surfaces whose stack constitutes the four-dimensional
spacetime manifold. Even without specifying the other coordinates, we can already say quite
a lot about the vector `. First, we find

`α = (dx0)α = δ0
α . (E.4)

Next, we note that ` is orthogonal and tangent to the null hypersurface x0 = const,

(i) tangent: `α(dx0)α = ||dx0||2 = 0 ,

(ii) orthogonal: ` = dx0 is orthogonal to the surface x0 = const by construction.

The simultaneous tangent and orthogonal nature of a vector may appear strange at first glance
but is typical for null vectors; we are just not used to thinking in terms of null vectors (possibly
this was not critical for survival in the stone age...).

The next step in our construction is to look at the integral curves of the vector field `α.
These are curves xα(λ), λ ∈ R that satisfy the equation

dxα
dλ = `α = gαµ∂µu . (E.5)

Proposition: The integral curves of `α are null geodesics and λ is an affine parameter.

Proof. Since partial derivatives commute, we have

∂α`β = ∂α∂βu = ∂β`α , (E.6)

so that

`µ∇µ`α = `µ∇µ∂αu = `µ∂µ∂αu− `µΓραµ∂ρu = `µ∂α∂µu− `µΓρµα∂ρu
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= `µ∇α`µ = 1
2∇α(`µ`µ) = 0 . (E.7)

So the integral curves of ` are the curves of propagation of information, i.e. they are the
characteristic curves or bicharacteristics of general relativity.

Def. : A spacetime (M, g) is asymptotically flat if there exist Cartesian coordinates such
that the metric components gαβ can be written as

gαβ = ηαβ + hαβ ,

with

lim
r→∞

hαβ = O(r−1) , lim
r→∞

∂µhαβ = O(r−2) , lim
r→∞

∂ν∂µhαβO(r−3) , (E.8)

where r =
√
x2 + y2 + z2 and ηαβ is the Minkowski metric in Cartesian coordinates

(t, x, y, z).

In asymptotically flat spacetimes, we therefore recover the light cone structure of special
relativity at large distance from a radiating source. Let us then consider the 2-dimensional
manifold given by constant time and r → ∞. We can label the points on this shell of infinite
radius by standard angular coordinates θ, φ and integrate from every point the null geodesic
equation inwards. This construction of null geodesics and the corresponding choice of the vector
field ` are not unique. This is a consequence of the coordinate freedom of GR; in fact, the set
of coordinate transformations which preserve the asymptotic structure of the metric form a
symmetry group known as the Bondi-Metzner-Sachs or BMS group. The BMS group is the
generalization of the Lorentz transformations of special relativity for spacetimes that are “only”
asymptotically flat. We will employ this coordinate freedom further below to simplify the field
equations. For now, the point that matters is that once we have made a choice for the vector
field `, the resulting congruence of null geodesics will fill the characteristic surface without any
geodesics crossing at least in some neighbourhood of infinity; cf. Fig. 9. This enables us to
construct our characteristic coordinate system as follows.
(1) The null coordinate x0 = u is chosen such that the surfaces u = const are characteristic

surfaces, i.e. such that g00 = 0.
(2) Defining `α ..= (du)α, the integral curves of `α are null geodesics, i.e. characteristic curves

of GR. We define a radius x1 = r as a monotonic parameter along each null geodesic.
(3) The angular coordinates θ, φ of a point are given by those of the null geodesic that connects

the point to infinity.
This coordinate system will break down once null geodesics integrated inwards from r → ∞
cross; we cannot uniquely assign angular coordinates θ, φ to such a point of crossing as it
connects to infinity through multiple null geodesics. Such a crossing of geodesics will in general
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null rays
focus in
the interior

Figure 9: Starting from every point (θ, φ) at infinity r → ∞ (black circle), we can integrate
the null geodesics inwards (blue curves). In the neighbourhood of infinity the resulting family
of null geodesics will fill the characteristic surface without crossing. Further inwards, however,
the null geodesics will in general cross due to spacetime curvature, resulting in a breakdown of
the characteristic coordinate system.

occur at some sufficiently small radius. This is not a problem, however, since we shall need
our characteristic coordinate system only in a neighbourhood of infinity and we can always
assume that the interior is modelled using some other coordinate system which we match to
the characteristic chart at some sufficiently large radius. This approach forms the core of the
Cauchy-characteristic matching technique mentioned above; for more details see [22].

E.2 The Bondi metric
Having established our coordinate system, we next consider the resulting structure of the metric
components. In the coordinates xα = (u, r, θ, φ) the tangent vector to the null geodesics is

dxα
dr = δα1 , (E.9)

and it must be proportional to `α, since the null geodesics are integral curves of `. This implies

`α = σ δα1 for some σ ∈ R , σ 6= 0 . (E.10)

Here, we impose the condition σ 6= 0 to ensure that we have a monotonically varying parameter
r along the null geodesics. In consequence,

`α = gαµ∂µu = gαµδ0
µ = gα0 = g0α != σ δα1

⇒ g00 = g02 = g03 = 0 . (E.11)
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The inverse metric thus has the form

gαβ =


0 σ 0 0
σ g11 g12 g13

0 g21 g22 g23

0 g31 g32 g33

 . (E.12)

The metric components gβγ are obtained by inverting the matrix (E.12) which we do by con-
structing the cofactor matrix Cµν . The component Cµν is obtained by crossing out in gαβ

the row µ and the column ν, calculating the determinant of the resulting reduced matrix and
finally adjusting by the + or − sign given by the usual + −

− + pattern in the calculation of

determinants. The inverse of gαβ is then obtained by taking the adjunct of the cofactor matrix
Cαβ and dividing by det gαβ. Consider first, the component C11,

C11 =

∣∣∣∣∣∣∣
0 0 0
0 g22 g23

0 g32 g33

∣∣∣∣∣∣∣ = 0 , (E.13)

so that g11 = 0. We likewise obtain

C12 = −

∣∣∣∣∣∣∣
0 σ 0
0 g21 g23

0 g31 g33

∣∣∣∣∣∣∣ = 0 , (E.14)

and C13 = 0 in the same way. The metric components in our characteristic coordinate system
thus satisfy

g11 = g12 = g13 = 0 . (E.15)
We next fix the radial coordinate r by the requirement that 2-spheres u = const, r = const
have proper area A = 4πr2. This radial coordinate is often called the areal radius or luminosity
distance parameter, and the condition implies that (you may wish to check this as an exercise)∣∣∣∣∣g22 g23

g32 g33

∣∣∣∣∣ = r4 sin2 θ . (E.16)

In order to reduce the amount of calculations, we will now restrict ourselves to spacetimes that
are axially symmetric and invariant under azimuthal reflection. This is the scenario originally
studied by Bondi et al [3] and will illustrate the main features of gravitational radiation as
derived in non-linear GR. The extension to general spacetimes was derived by Sachs [4] shortly
afterwards and we will summarize the resulting changes at the end of our discussion.

Azimuthal reflection symmetry implies that the line element ds2 is invariant under the
change dφ→ −dφ and thus requires that

g03 = g13 = g23 = 0 , (E.17)
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and axial symmetry enables us to construct angular coordinates such that

∂gαβ
∂φ

= 0 . (E.18)

Equations (E.15) and (E.17) eliminate 5 of the 10 metric components and the condition (E.16)
for the areal radius fixes the product g22 g33, so that we are left with 4 independent components,

gαβ =


g00 g01 g02 0
g01 0 0 0
g02 0 g22 0
0 0 0 r4 sin2 θ/g22

 . (E.19)

It turns out convenient to represent the 4 remaining degrees of freedom in terms of four functions
V , β, U and γ of (u, r, θ) such that the line element is given by the Bondi radiation metric

ds2 =
(
−V
r
e2β + U2r2e2γ

)
du2−2e2βdu dr−2Ur2e2γdu dθ+r2(e2γdθ2+e−2γ sin2 θ dφ2) . (E.20)

In matrix form, this gives us the following.

Proposition: The Bondi metric and its inverse are given by

gαβ =


−V

r
e2β + r2U2e2γ −e2β −r2Ue2γ 0
−e2β 0 0 0
−r2Ue2γ 0 r2e2γ 0

0 0 0 r2e−2γ sin2 θ



gαβ =


0 −e−2β 0 0

−e−2β V
r
e−2β −Ue−2β 0

0 −Ue−2β r−2e−2γ 0
0 0 0 r−2e2γ sin−2 θ

 . (E.21)

Proof. We have already derived the covariant metric and only need to compute its inverse. The
determinant is given by

det gαβ = r2e−2γ sin2 θ

∣∣∣∣∣∣∣
−V

r
e2β + r2U2e2γ −e2β 0
−e2β 0 0
−r2Ue2γ 0 r2e2γ

∣∣∣∣∣∣∣ = −e4βr4 sin2 θ . (E.22)

The rest is a straightforward calculation of the cofactor matrix elements [recall that for Cµν we
cross out row µ and column ν in gαβ, compute the determinant of the remainder and multiply
with (−1)µ+ν ], whence gαβ = Cβα/ det gµν . The complete list of these calculations is as follows.

00 : C00 = 0 ⇒ g00 = 0 ,
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01 : C01 = −

∣∣∣∣∣∣∣
−e2β 0 0
−r2Ue2γ r2e2γ 0

0 0 r2e−2γ sin2 θ

∣∣∣∣∣∣∣ = r4e2β sin2 θ

⇒ g10 = −e−2β = g01 ,

02 : C02 = 0 ⇒ g02 = g20 = 0 ,

03 : C03 = 0 ⇒ g03 = g30 = 0

11 : C11 =

∣∣∣∣∣∣∣
−V

r
e2β + r2U2e2γ −r2Ue2γ 0
−r2Ue2γ r2e2γ 0

0 0 r2e−2γ sin2 θ

∣∣∣∣∣∣∣ = r2e−2γ sin2 θ
(
−rV e2β+2γ

)
= −r3V e2β sin2 θ

⇒ g11 = C11

det gαβ
= r−1V e−2β ,

12 : C12 = −

∣∣∣∣∣∣∣
−V

r
e2β + r2U2e2γ −e2β 0
−r2Ue2γ 0 0

0 0 r2e−2γ sin2 θ

∣∣∣∣∣∣∣ = −r2e−2γ sin2 θ(−r2Ue2γ+2β) = r4Ue2β sin2 θ

⇒ g21 = −Ue−2β = g12 ,

13 : C13 = 0 ⇒ g31 = g13 = 0 ,

22 : C22 =

∣∣∣∣∣∣∣
−V

r
e2β + r2U2e2γ −e2β 0
−e2β 0 0

0 0 r2e−2γ sin2 θ

∣∣∣∣∣∣∣ = −r2e−2γ sin2 θe4β

⇒ g22 = r−2e−2γ ,

23 : C23 = 0 ⇒ g23 = g32 = 0 ,

33 : C33 = −r2e2γe4β ⇒ g33 = r−2e2γ sin−2 θ . (E.23)

E.3 The characteristic field equations
In principle, we could now plug the Bondi metric (E.21) into the machinery for computing the
Ricci tensor and thus write down the vacuum Einstein equations Rαβ = 0 as a PDE system for
the functions V , U , β and γ. Doing so one finds that the components R03 = R13 = R23 = 0
vanish identically. The other components, however, are lengthy and we obtain rather more
insight into the Einstein equations by first studying how the contracted Bianchi identities (A.3)
relate the remaining components of the Ricci tensor. For this purpose, we write the Bianchi
identities as follows.
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Lemma :
∇µGαµ = gµρ

(
∂ρRαµ − ΓσµρRασ −

1
2∂αRµρ

)
(E.24)

Proof.

∇µGαµ = gµρ∇ρ

(
Rαµ −

1
2gαµR

)
= gµρ

(
∂ρRαµ − ΓσαρRσµ − ΓσµρRασ −

1
2gαµ∂ρR

)
= gµρ

(
∂ρRαµ − ΓσµρRασ

)
− gµρΓσαρRσµ −

1
2∂α(gστRστ︸ ︷︷ ︸

=gµρRµρ

)

= gµρ
(
∂ρRαµ − ΓσµρRασ −

1
2∂αRµρ

)
−
(1

2∂αg
σµ + gµρΓσαρ

)
Rσµ (E.25)

This is the required result provided the second term on the right-hand side vanishes. To show
that this is indeed the case, we use the relation

gµν∂αgµρ = −gµρ∂αgµν . (E.26)

Then we obtain(1
2∂αg

σµ + gµρΓσαρ
)
Rσµ =

[1
2∂αg

σµ + 1
2g

µρgστ (−∂τgαρ + ∂αgρτ + ∂ρgτα)
]
Rσµ

= 1
2

[
∂αg

σµ
:::::

+ gστgαρ∂τg
µρ−gµρgρτ∂αgστ

:::::::::::::
− gµρgτα∂ρgστ

]
Rσµ

= 1
2 (gστgαρ∂τgµρ − gµτgρα∂τgσρ)Rσµ = 0 , (E.27)

because the expression in parentheses on the last line is asymmetric in (σ, µ) and Rσµ is sym-
metric.

We will next look at the individual components of the contracted Bianchi identities in the
form (E.24). For this purpose, let us assume that we have solved by some means four of the
vacuum Einstein equations, namely the so-called main equations R11 = R12 = R22 = R33 = 0.
Furthermore, we recall that the components R03 = R13 = R23 vanish identically and that the
inverse Bondi metric is given by (E.21). In summary, this gives us

g00 = g02 = g03 = 0 , R03 = 0 ,

g13 = 0 , R11 = R12 = R13 = 0 ,

g20 = g23 = 0 , R21 = R22 = R23 = 0 ,
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g30 = g31 = g32 = 0 , R30 = R31 = R32 = R33 = 0 , (E.28)
which simplifies our calculation considerably. Expanding Eq. (E.24) then gives us

α = 0 : g0ρ∂ρR00 + g1ρ∂ρR01 + g2ρ∂ρR02 − gµρΓ0
µρR00 − gµρΓ1

µρR01 − gµρΓ2
µρR02

− 1
2g

01∂0R01 −
1
2g

10∂0R10 = 0

⇒ g01∂1R00 + g10∂0R01 + g11∂1R01 + g12∂2R01 + g21∂1R02 + g22∂2R02

− gµρΓ0
µρR00 − gµρΓ1

µρR01 − gµρΓ2
µρR02 − g01∂0R01 = 0 . (E.29)

α = 1 : gµρ∂ρR1µ − gµρΓσµρR1σ −
1
2g

µρ∂1Rµρ = 0

⇒ g0ρ∂ρR10 − gµρΓ0
µρR10 −

1
2g

01∂1R01 −
1
2g

10∂1R10 = 0

⇒ g01∂1R10 − gµρΓ0
µρR10 − g01∂1R01 = 0

⇒ − gµρΓ0
µρR10 = 0 . (E.30)

α = 2 : gµρ∂ρR2µ − gµρΓσµρR2σ −
1
2g

µρ∂2Rµρ = 0

⇒ g0ρ∂ρR20 − gµρΓ0
µρR20 − g01∂2R01 = 0

⇒ g01∂1R20 − gµρΓ0
µρR20 − g01∂2R01 = 0 . (E.31)

The α = 3 component vanishes trivially since all R3µ = 0 and none of our functions depend on
x3 = φ by axisymmetry. The three above expressions may not look all too helpful, but read
in the correct order, they greatly simplify. First, we note that a tedious but straightforward
calculation gives us

gµρΓ0
µρ = 2

re2β , (E.32)

so that Eq. (E.30) directly implies R01 = 0. Using this result together with (E.32) in Eq. (E.31),
we find (note that we now start replacing ∂0, ∂1, ∂2 with ∂u, ∂r, ∂θ)

g01∂1R20 − gµρΓ0
µρR20 = 0

⇒ −e−2β∂rR20 − 2r−1e−2βR20 = −e−2β
(
∂rR02 + 2

r
R02

)
= 0

⇒ −e−2βr−2∂r(r2R02) = 0 . (E.33)
So if the main equations hold, we have ∂r(r2R02) = 0 and, hence

R02 = f(u, θ)r−2 , (E.34)
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for some function f . Now, if f(u, θ) = 0 for some radius r, then R02 = 0 everywhere. Together
with the above R01 = 0, this simplifies Eq. (E.29) to

g01∂1R00 − gµρΓ0
µρR00 = 0 ⇒ − e−2βr−2∂r(r2R00) = 0 , (E.35)

which is the same equation as (E.33) but now for the component R00, so

R00 = g(u, θ)r−2 , (E.36)

for some function g. Again, if g(u, θ) = 0 at some radius then we have R00 = 0 everywhere.
The equations R00 = 0 and R02 = 0 are commonly referred to as the supplementary equations.
That leaves us with the main equations which after some crunching of terms (I used Maple
with the GRTensor package) can be written in the following form,

R11 = −2(∂rγ)2 + 4
r
∂rβ = 4

r

[
∂rβ −

1
2r(∂rγ)2

]
= 0 , (E.37)

2r2R12 = ∂r
[
r4e2(γ−β)∂rU

]
− 2r2

[
∂r∂θβ − ∂r∂θγ + 2∂rγ ∂θγ − 2 cot θ ∂rγ − 2∂θβ

r

]
= 0 ,

(E.38)

e2(β−γ)R22 + r2e2βR3
3

= −2∂rV −
r4

2 e
2(γ−β)(∂rU)2 + r2∂r∂θU + r2 cot θ ∂rU + 4r(∂θU + cot θ U)

+ 2e2(β−γ)
[
1 + cot θ (3∂θγ − ∂θβ) + ∂2

θγ − ∂2
θβ − (∂θβ)2 − 2(∂θγ)2 + 2∂θβ ∂θγ

]
= 0 , (E.39)

− r2e2βR3
3 = e2(β−γ)

[
−1− cot θ (3∂θγ − 2∂θβ)− ∂2

θγ + 2∂θγ(∂θγ − ∂θβ)
]

+ 2r∂r∂u(rγ)

+ (1− r∂rγ)∂rV − (r∂2
rγ + ∂rγ)V − r(1− r∂rγ)∂θU − r2(cot θ − ∂θγ)∂rU

+ rU(2r∂θ∂rγ + 2∂θγ + r cot θ ∂rγ − 3 cot θ) = 0 . (E.40)

Remarkably, this veritable mess contains only one single term involving a u derivative,
marked in orange color. The other equations exclusively involve derivatives inside u = const
surfaces. This is one key benefit of using characteristic coordinates.

Let us for the moment not worry about constants of integration; we’ll handle them shortly.
Given initial data for the function γ on a surface u = const, we can then formally construct a
solution to the entire Einstein equations as follows.

(1) γ is given on a hypersurface u = u0.
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(2) Then Eq. (E.37) determines β on this hypersurface.
(3) Then Eq. (E.38) determines U on this hypersurface.
(4) Then Eq. (E.39) determines V on this hypersurface.
(5) From Eq. (E.40) we can compute ∂uγ on this hypersurface.
(6) Knowledge of ∂uγ enables us to update γ from the hypersurface u = u0 to the

hypersurface u = u0 + du.
In spite of the lengthy expressions on the right-hand sides of Eqs. (E.37)-(E.40), the evolution
of initial data obeys a remarkably clear and simple hierarchy. This is due to the fact that each
consecutive equation in the above list depends on exactly one additional variable as compared
to its predecessor. This is the second key benefit of the characteristic formalism.

But now let us return to the important question of the functions of integration. These are
functions that depend on (u, θ) but not on r. By inspection, we immediately see the following.

• Equation (E.37) needs one function of integration H(u, θ) to determine β.
• Equation (E.38) needs one function for the integration of ∂r[r4e2(γ−β)∂rU ]; we call this

function −6N(u, θ). We then need a second function L(u, θ) for the integration of U itself.
• Equation (E.39) needs one function for the integration of V ; we call this −2M(u, θ).
• Equation (E.40) determines ∂uγ except for a function of integration that we dub ∂uc(u, θ).

We thus have 5 functions of integration in total and, together with the main equations (E.37)-
(E.40) they completely determine the evolution of initial data for γ prescribed at u = u0. We
physically interpret this situation as follows. Say, we know the state of a physical system on
the hypersurface u = u0 which is a light cone opening to the future as graphically illustrated
in Fig. 8. If this system is doing anything “new”, such as emitting gravitational radiation,
then this development must be mathematically encoded in the functions of integration, since
these affect the integration along the outgoing null rays. We will see below that the number
of independent functions of integration can be reduced from 5 to 1, leaving only the so-called
Bondi news function. The fact that we only have one news function but two degrees of freedom
in vacuum GR is merely a consequence of our restriction to axial symmetry; in the generalized
characteristic formalism of Sachs [4], the news function is complex in agreement with our
expectation of two degrees of freedom.

Our closer analysis of the functions of integration is based on a series expansion of the
metric functions in 1

r
. For this purpose, we consider spacetimes that (i) are asymptotically flat

in the sense of Eq. (E.8) and (ii) contain no incoming gravitational radiation originating from
past null infinity.

The asymptotic flatness condition implies that γ ∝ r−1 at large radius. In the absence of
incoming radiation, the coefficients in the series expansion of γ depend only on retarded time4

u = t− r but not on advanced time t+ r. We can then expand

γ = f(u, θ)
r

+O(r−2) ,

4The relation u = t− r is in general only valid in the limit r →∞.
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for some function f . Plugging this expansion for γ into Eq. (E.40) and, in particular, the orange
colored term, we see that

∂u(rγ) = ∂uf(u, θ) +O(r−1) . (E.41)
This is exactly the constant of integration we have labeled ∂uc(u, θ) in our above list, so that
f(u, θ) = c(u, θ) and the expansion of γ becomes

γ = c(u, θ)
r

+O(r−2) . (E.42)

The series expansions for β, U and V are obtained by inserting (E.42) into the main equa-
tions (E.37)-(E.39). We illustrate this procedure by computing the series expansion of β from
Eq. (E.37),

∂rβ −
1
2r(∂rγ)2 = 0

⇒ ∂rβ = 1
2r
[
−c(u, θ)

r2 +O(r−3)
]2

= c(u, θ)2

2r3 +O(r−4)

⇒ β = H(u, θ)− c(u, θ)2

4r2 +O(r−3) , (E.43)

where in the last line we have recalled the constant of integration H. The expansion for U then
follows from inserting Eqs. (E.42) and (E.43) for γ and β into Eq. (E.38) and by substituting
for γ, β and U in Eq. (E.39), we obtain the series of V . This calculation becomes quite lengthy
and is most conveniently done with a symbolic manipulation tool like Mathematica or Maple.
The result is

U = L+ 2e2H∂θHr
−1 − e2H [∂θc+ 2c∂θH + 2 cot θc] r−2 + . . . , (E.44)

V = [L cot θ + ∂θL] r2 + e2H
[
1− (∂θH)2 − ∂2

θH − cot θ∂θH
]
r + . . . . (E.45)

Together with Eqs. (E.42) and (E.43), these are our preliminary series expansions of the metric
variables. Next, we will eliminate the functions of integration L and H.

Proposition: For asymptotically flat spacetimes with no gravitational radiation coming in
from infinity, the constant of integration L vanishes: L(u, θ) = 0.

Proof. We will show that the assumption L(u, θ) 6= 0 leads to a contradiction. For this purpose,
we recall that ∂u is by construction a time like vector. Using Eqs. (E.44) and (E.45) can be
written as

g(∂u,∂u) = g00 = −V
r
e2β + U2r2e2γ = L2r2 +O(r1) , (E.46)

which is manifestly in contradiction to the timelike nature of ∂u. The only way to avoid this
contradiction is that L(u, θ) = 0.



E THE BONDI-SACHS FORMALISM 58

Proposition: We can choose the coordinates (u, r, θ, φ) such that the form of the Bondi
metric (E.21) is preserved and H(u, θ) = 0.

Proof. Let us define new coordinates x̄α = (ū, r̄, θ̄, φ̄) by

u = A0(ū, θ̄) + A1(ū, θ̄)r̄−1 + . . . ,

r = r̄ + ρ0(ū, θ̄) + . . . ,

θ = θ̄ +B1(ū, θ̄)r̄−1 + . . . , (E.47)

while φ̄ = φ remains unchanged. Next, we consider the series expansion in 1/r of the metric
components which we find by inserting the corresponding expansions (E.42), (E.43) and (E.44)
for the functions γ, β and U as well as using V ∼ r. This gives us

guu = const +O(r−1) ,

gur = −e2H +O(r−2) ,

guθ = −r2Ue2γ = − 2re2H∂θH +O(r0) ,

gθθ = r2e2γ = r2 + 2cr +O(r0) ,

gφφ = r2 sin2 θ e−2γ = r2 sin2 θ − 2cr sin2 θ +O(r0) . (E.48)

We also recall that guφ = grr = grθ = grφ = gθφ = 0. The metric components then transform
according to

ḡαβ = ∂xµ

∂x̄α
∂xν

∂x̄β
gµν . (E.49)

We thus find

ḡr̄r̄ = ∂xµ

∂r̄

∂xν

∂r̄
gµν = ∂u

∂r̄

∂u

∂r̄
guu + 2∂u

∂r̄

∂r

∂r̄
gur + 2∂u

∂r̄

∂θ

∂r̄
guθ + ∂θ

∂r̄

∂θ

∂r̄
gθθ

=
(
−A1

r̄2 + . . .
)2
guu + 2

(
−A1

r̄2 + . . .
)

(1 + . . .)gur + 2
(
−A1

r̄2 + . . .
)(
−B1

r̄2

)
guθ

+
(
−B1

r̄2 + . . .
)2
gθθ

= −2A1

r̄2 (−e2H) + B2
1
r̄2 +O(r̄−3) = 2A1e

2H r̄−2 +B2
1 r̄
−2 +O(r̄−3) ,

ḡr̄θ̄ = ∂r

∂r̄

∂u

∂θ̄
gur + ∂θ

∂r̄

∂θ

∂θ̄
gθθ +O(r̄−1)
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= −e2H∂θ̄A0 −B1 +O(r−1) ,

ḡθ̄θ̄ = 2∂u
∂θ̄

∂θ

∂θ̄
guθ + ∂θ

∂θ̄

∂θ

∂θ̄
gθθ +O(r0)

= 2∂θ̄A0(−2r∂θH e2H) + (1 + ∂θ̄B1r̄
−1)2(r2 + 2rc) +O(r̄0)

= 2∂θ̄A0(−2r∂θH e2H) + (1 + ∂θ̄B1r̄
−1)2[(r̄ + ρ0)2 + 2cr̄] +O(r̄0)

= r̄2 + 2cr̄ + 2ρ0r̄ + 2∂θ̄B1r̄ − 4∂θ̄A0∂θHe
2H r̄ +O(r̄0)

ḡφ̄φ̄ = r2 sin2 θe−2γ = (r̄ + ρ0)2 sin2(θ̄ +B1r̄
−1)− 2cr̄ sin2 θ̄ +O(r̄0)

= r̄2(sin θ̄ +B1r̄
−1 cos θ̄)2 + 2ρ0r̄ sin2 θ̄ − 2cr̄ sin2 θ̄ +O(r̄0)

= r̄2 sin2 θ̄ + 2B1r̄ sin2 θ̄ cot θ̄ + 2ρ0r̄ sin2 θ̄ − 2c sin2 θ̄ r̄ +O(r̄0)

= sin2 θ̄
(
r̄2 + 2r̄ρ0 + 2r̄B1 cot θ̄ − 2cr̄

)
+O(r̄0) ,

gūr̄ = ∂u

∂ū

∂r

∂r̄
gur +O(r̄−1)

= −e2H∂ūA0 +O(r̄−1) . . (E.50)

For the product gθ̄θ̄gφ̄φ̄ we find

gθ̄θ̄gφ̄φ̄ = r̄2
[
1 + 2c

r̄
+ 2ρ0

r̄
+ 2∂θ̄B1

1
r̄
− 4∂θ̄A0

r̄
∂θHe

2H
]

×r̄2 sin2 θ̄
[
1 + 2ρ0

r̄
+ 2B1

r̄
cot θ̄ − 2c

r̄

]
+O(r̄2)

= r̄4 sin2 θ̄

[
1 + 4ρ0

r̄
+ 2∂θ̄B1

r̄
+ 2
r̄
B1 cot θ̄ − 4∂θ̄A0

r̄
∂θHe

2H
]
. (E.51)

Requiring gr̄r̄ = gr̄θ̄ = 0 and gθ̄θ̄gφ̄φ̄ = r̄4 sin2 θ̄ then implies at leading order

2A1e
2H = −B2

1 ,

B1 = −e2H∂θ̄A0 ,

2ρ0 + ∂θ̄B1 +B1 cot θ − 2∂θ̄A0 ∂θHe
2H = 0 . (E.52)

In Eq. (E.50) we can thus choose ∂ūA0 = e−2H so that gūr̄ = −1 and H = 0 in our new
coordinate system. The second equation in (E.52) then determines B1 in terms of A0, the first
equation determines A1 and the third determines ρ0. Likewise, the higher-order terms in these
equations determine the higher-order coefficients in the coordinate transformation (E.47).
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Now that we have shown the vanishing of the the two functions of integration, L(u, θ) = 0 =
H(u, θ), it is a good time to review our expansion and also add a few higher-order terms. We
recall that the metric is given by Eq. (E.21) and the functions satisfy the main equations (E.37)-
(E.40). The starting point to explore the series expansions is the outgoing radiation condition
(E.41). We have already seen that the function f in that equation equals the function of
integration c. We furthermore extend the series expansion of γ to the order r−3. Inserting this
expansion into Eqs. (E.38) and (E.39) for β and U , a straightforward calculation shows that
the ∼ r−2 in the expansion of γ leads to logarithmic terms ln r in the expansion of U which,
ultimately, can be shown to contradict the outgoing radiation condition of the other metric
variables. We do not consider such potentially problematic spacetimes and therefore assume
that γ contain no ∼ r−2 term,

γ(u, r, θ) = c(u, θ)r−1 +
[
e(u, θ)− 1

6c(u, θ)
3
]
r−3 +O(r−4) , (E.53)

where we have followed Bondi’s [3] notation for the ∼ r−3 coefficient. Inserting this into
Eq. (E.38) gives us the expansion for β (recall that the function of integration H vanishes),

β = −1
4c

2r−2 +
[
c4

8 −
3
4ce

]
r−4 +O(r−6) , (E.54)

Inserting both γ and β into Eq. (E.38) gives us the expansion for U (recall that the function
of integration L vanishes),

U = [−∂θc− 2c cot θ] r−2 +
[
2N + 4

3c∂θc+ 8
3c

2 cot θ
]
r−3

+
[
−2c3 cot θ + 3e cot θ − 3

2c
2∂θc− 3Nc+ 3

2∂θe
]
r−4 +O(r−5) . (E.55)

Note that our coefficients for r−3 and r−4 differ slightly from Eq. (32) in Bondi’s work [3].
Despite careful checks of our results, including a calculation with Maple, we cannot rule out an
error on our side. These higher-order terms have no impact on our conclusions, however, and
we mention this discrepancy here for completeness only.

The final step consists in using the expansions for γ, β and U in Eq. (E.39) which gives us
the expansion for V ,
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V = r − 2M

+
[

37
6 c∂θc cot θ −N cot θ + 4c2 cot2 θ + 5

6c∂
2
θc− ∂θN −

c2

6 + 11
6 (∂θc)2

]
r−1

+
[
e−

(
6Nc+ 5c2∂θc+ 3

2∂θe
)

cot θ − 3
2c(∂θc)

2 − 4c3 cot2 θ − 3N∂θc−
1
2∂

2
θe
]
r−2

+O(r−3) . (E.56)

With these expansions in place, we are ready for the final step in reducing the number of
independent functions of integration. We still have three such functions, c, M and N . These
are related, however, by the supplementary equations R00 = R02 = 0. As we have seen in
the discussion around Eqs. (E.34) and (E.36), the sole surviving terms in a series expansion of
the supplementary equations are those ∼ r−2; the vanishing of the corresponding coefficients
then provide us with two equations relating c, M and N . Health warning: Performing the
following calculations without a symbolic computation program like Maple or Mathematica can
have damaging consequences for your mental health.

Expressed in terms of the metric variables, the supplementary equations are very lengthy.
Abbreviating fu ..= ∂uf , fr ..= ∂rf , fuθ = ∂θ∂uf etc. for f = γ, β, U, V , we obtain
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R00 = 2V
r
βur −

V Vrr
2r2 −

V 2βrr
r2 − V 2βr

r3 − V Vrβr
r2 − Vu − 2V βu

r2

+2βrθUV + βθUrV + βrUθV + 2βrUVθ
r

+ 2βθUV
r2 − UθV

2r2 + UθVr
2r −

2UVθ
r2 − UrVθ

2r

−2γrUVθ
r

− 2βurU − 2βuU2 + 2γuθU + 2γuUθ + Uuθ + UUθθ + U2
θ

+2(γθ − βθ)UUθ + UVrθ
r

+ (2β2
θ − 2βθγθ + γθθ)U2 + 2γ2

u

− cot θ
(

2βuU − 2γuU − Uu − UUθ − γθU2 + UV

2r2 −
UVr
2r −

βrUV

r

)

+r2e2(γ−β)
[
−UUur − 2

(
γur + γu

r

)
U2 − 2(γu − βu)UUr − 2U2Urθ − 2UUrUθ

−2γrθU3 − 2
r
γθU

3 − 3γθU2Ur + 2βθU2Ur + UUrrV

r
+ 4UUrV

r2

+2(γr − βr)
UUrV

r
+ γrrU

2V

r
+ γrU

2V

r
+ γrU

2V

r2 − 3U2Uθ
r
− γrU2Uθ

+U
2Vr
r2 + U2

r V

2r − U
2
(
Ur + U

r
+ γrU

)
cot θ

]
+ 1

2r
4e4(γ−β)U2U2

r

− 1
2r3 e

2(γ−β) [Vrr + 2βrrV + (2βr − 2γr + cot θ)(Vθ + 2βθV )] = 0 , (E.57)

R02 = βuθ − γuθ + 2γuγθ − 2γu cot θ − U(βθθ + 2β2
θ − 2βθγθ + βθ cot θ)

−Vrθ2r + Vθ
2r2 + (γr − βr)

Vθ
r

+ r2e2(γ−β)
[3
2UUrθ + 3UUθ

r
+ 2U

(
γur + γu

r

)
+ 1

2Uur

2γrθU2 + (γuβu)Ur + γrUUθ + (2γθ − βθ)UUr + UrUθ −
UrrV

2r −
UVr + 2UrV

r2

−γrrUV + (γr − βr)UrV + γrUVr
r

− γrUV

r2 + 2γθU2

r

+U
(1

2Ur + U

r
+ γrU

)
cot θ

]
− 1

2r
4e4(γ−β)UU2

r = 0 . (E.58)

Note that we differ in the 2nd term on the 2nd line of Eq. (E.57) from Bondi’s equation in
Appendix 2 of Ref. [3] where we have a βθUrV instead of their βθUVr. Again, we cannot rule
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out an error on either behalf. At order r−2, the series expansion of these two equations gives
us the relations

∂uM = −∂uc+ 1
2∂

2
θ∂uc+ 3

2 cot θ∂θ∂uc− (∂uc)2 , (E.59)

3∂uN = −∂θM −
1
2c∂θ∂uc+ 3

2∂θ∂uc . (E.60)

The first of these equations is Bondi’s Eq. (35) while the second is similar to Bondi’s (36) but
differs in some coefficients on the right-hand side. The key point of these equations, however,
remains unaffected: If M and N are specified on some initial hypersurface u = const and c is
specified as a function of (u, θ), then the entire evolution of the characteristic field equations is
fully determined by the single function c.

E.4 Interpretation of the functions of integration
We can acquire some understanding of the physical significance of the functions of integration
by comparing the Bondi metric with specific, analytically known spacetimes. Let us consider
for this purpose the Schwarzschild metric

ds2 = −
(

1− 2MS

r

)
dt2 +

(
1− 2MS

r

)−1
dr2 + r2(dθ2 + sin2 θdφ2) , (E.61)

in outgoing Eddington Finkelstein coordinates. These are given by

t̃ = t− 2MS ln |r − 2MS| , (E.62)

and are translated into characteristic coordinates of the Bondi type by defining u = t̃− r. The
line element is then given by

ds2 = −
(

1− 2MS

r

)
du2 − 2dudr + r2(dθ2 + sin2 θdφ2) , (E.63)

which corresponds to the Bondi metric (E.21) for the special case γ = β = U = 0 and
V = r − 2MS. Comparing with the series expansion (E.56) for V , we directly see that for
spherically symmetric spacetimes, the function of integration equals the Schwarzschild mass of
the spacetime or, equivalently, the Arnowitt-Deser-Misner (ADM) mass [5]. Note that M is
indeed constant by virtue of Eq. (E.59) and the vanishing of c.

Bondi et al extend this comparison to general axially symmetric static spacetimes which
can be written in cylindrical coordinates in the form of the Weyl metric

ds2 = −e2ψdt2 + e−2ψ
[
e2σ(dρ2 + dz2) + ρ2dφ2

]
, (E.64)

where ψ and σ are functions of ρ and z. The field equations lead to a Laplace equation for ψ,

∂2
ρψ + 1

ρ
∂ρψ + ∂2

zψ = 0 , (E.65)
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and an equation that determines σ in terms of ψ but which we do not require. The solutions
ψ for asymptotically flat spacetimes can be expanded in Legendre polynomials and is

ψ =
∞∑
n=0

AnR
−n−1Pn(cos Θ) , (E.66)

with ρ = R sin Θ and z = R cos Θ. The leading coefficients in this expansion represent the mass
m, the dipole D and the quadrupole moment Q according to

A0 = m, A1 = D , A2 = Q+ 1
3m

3 . (E.67)

The coordinate transformation between Weyl and Bondi coordinates is rather tedious and
we only quote here the results. In this case, the function c can be written in terms of a
transformation function α(θ),

c = −1
2∂

2
θα + 1

2∂θα cot θ , (E.68)

and one then obtains

M = m, N = D sin θ −m∂θα , e = 1
2Q sin2 θ − ∂θαD sin θ + 1

2m(∂θα)2 , (E.69)

where e is the third-order term in the expansion (E.53) of γ. We thus recover the above
interpretation of M as the mass of the spacetime while the function N and e are related to
the dipole and quadrupole moment of the spacetime; for more details of this calculation see
Ref. [3].

The function M is sometimes called the mass aspect, and the above result shows that for
spherically symmetric spacetimes it equals the mass of the system. In general, however, it will
be a function of (u, θ) and we define the mass m(u) as the angle averaged integral

m(u) = 1
4π

∫ π

0

∫ 2π

0
M sin θdφdθ = 1

2

∫ π

0
M(u, θ) sin θdθ , (E.70)

where the second equality holds for our axisymmetric case. This recovers the limit m = M in
spherical symmetry where M(u, θ) = const, but we can obtain an even more profound result by
relating the rate of change of the mass to the news function c via Eq. (E.59). This derivation
requires the following Lemma.

Lemma : For axisymmetric spacetimes with no conical singularity on the polar axis, the
news function satisfies

lim
θ→0

c = lim
θ→π

c = 0 . (E.71)

Proof. Let us consider spheres of constant u and r and, more specifically, circles with small
constant θ = ∆θ. Along these circles, the proper length follows from the Bondi metric (E.21)
with du = dr = dθ = 0,

ds2 = r2e−2γ sin2 θdφ . (E.72)
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Considering large (but finite) radii, we can expand γ in r−1 according to Eq. (E.53). Finally,
close to the North pole, sin ∆θ ≈ ∆θ for small ∆θ, so that the circumference is

l =
∫ 2π

0
ds =

∫ 2π

0
r sin ∆θe−γdφ ≈ 2πr∆θ

(
1− c

r

)
. (E.73)

We similarly obtain the proper radius as the integral of ds from 0 to ∆θ along the curve
du = dr = dφ = 0,

ρ =
∫ ∆θ

0
reγdθ ≈ r∆θ

(
1 + c

r

)
. (E.74)

In the absence of a conical singularity, the ratio l/ρ must be 2π, so that

l

ρ
= 2π

1− c
r

1 + c
r

≈ 2π
(

1− 2c
r

)
!= 2π . (E.75)

This is realized only if limθ→0 c = 0. Around the South pole θ → π, we have sin(π −∆θ) ≈
sin ∆θ for small ∆θ and thus obtain the same expression for l. The integration for ρ now
proceeds in the inverse θ direction, so that we use −dθ instead of dθ and thus also recover the
above result (E.74). Again, the ratio l/ρ = 2π requires limθ→π c = 0.

With this result under our belt, we are ready to compute the rate of change of the mass
m(u).

Proposition: The time evolution of the Bondi mass is given by

∂um = −1
2

∫ π

0
(∂uc)2 sin θdθ . (E.76)

Note that the right-hand side is manifestly non-positive, so m remains con-
stant or decreases. As we will show further below, a non-zero integrand
corresponds to emission of gravitational waves.

Proof. Taking the u derivative of Eq. (E.70) and substituting for ∂uM with the right-hand side
of Eq. (E.59) gives us

∂um = 1
2

∫ π

0
∂uM sin θdθ = −1

2

∫ π

0
(∂uc)2 sin θdθ + 1

4∂u
∫ π

0

[
−2c+ ∂2

θc+ 3 cot θ∂θc
]

sin θdθ︸ ︷︷ ︸
=..I

.

Splitting the three contributions of I = I1 + I2 + I3 in that order, we find through integration
by parts (

∫
f ′g = [fg]−

∫
fg′) that

I1 = −2
∫ π

0
c sin θdθ , (E.77)

I2 =
∫ π

0
∂2
θc sin θ = [∂θc sin θ]π0 −

∫ π

0
∂θc cos θdθ
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= 0− [c cos θ]π0 +
∫ π

0
c (− sin θ)dθ = −

∫ π

0
c sin θdθ − [c cos θ]π0 , (E.78)

I3 =
∫ θ

0
3∂θc cos θdθ = [3c cos θ]π0 +

∫ π

0
3c sin θdθ . (E.79)

So I1 + I2 + I3 = [2c cos θ]π0 which vanishes thanks to the Lemma (E.71).

From our point of view, the most important diagnostic of the characteristic formalism is
the GW signal and its relation to the news function. As we have already indicated in Sec. B.3,
the relation between the GW polarization modes h+ and h× is most conveniently established
by computing the components of the Riemann tensor. For this purpose, however, we first need
to relate the characteristic coordinates to those used in the linearized formalism. This task
is greatly simplified by the fact that the Riemann tensor is already a perturbative quantity
[cf. Eq. (B.6)], so that it will be sufficient to relate the coordinates and their associated unit
vectors at background or zeroth-order level.

For this purpose, we first investigate a simpler scenario, the relation of the coordinate
vectors in Minkowski spacetime at constant angular position or, equivalently, for the case of
two dimensions spanned by the coordinates T and R. The line element in this case is simply

ds2 = gα̃β̃dxα̃dxβ̃ = −dT 2 + dR2 , (E.80)

where the indices α̃, β̃ run from 0 to 1. Note that the coordinate vector ∂T is defined as the
tangent vector to the curves R = const and ∂R is the coordinate vector tangent to the curves
T = const. Both are unit vectors since g(∂T ,∂T ) = −1 and g(∂R,∂R) = 1. The coordinates
and vectors are graphically illustrated in Fig. 10. Next, we define the characteristic coordinates
u and r by

u = T −R

r = R
⇔

T = u+ r

R = r
. (E.81)

Chain rule gives us the characteristic coordinate vectors as

∂u = ∂T

∂u
∂T + ∂R

∂u
∂R = ∂T

∂r = ∂T

∂r
∂T + ∂R

∂r
∂R = ∂T + ∂R

⇔
∂T = ∂u

∂R = ∂r − ∂u
. (E.82)

Second, we need to relate the Cartesian directions (x, y, z) used in the linearized approximation
to the directions associated with the spherical coordinates (r, θ, φ) in the characteristic formal-
ism. This relation is highly non-trivial in general, but becomes relatively simple at infinity
where the Bondi metric approaches Minkowski and outgoing GWs become plane waves propa-
gating in the radial direction. At a given point, we can then rotate the Cartesian coordinate
system such that the z direction points radially outward, the x direction coincides with that of
the polar angle θ and the y direction points in the direction of increasing azimuthal angle φ;
cf. Fig. 11. At this point, we can identify the unit vectors

ez = eR = −∂u + ∂r , (E.83)
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R

T, u

r

∂u

∂T

∂R

∂r

Figure 10: Illustration of the coordinate vectors for the two-dimensional Minkowski spacetime
using space-time coordinates (T,R) and for characteristic coordinates (u, r).

ex = eθ = 1
r
∂θ , (E.84)

ey = eφ = 1
r sin θ∂φ , (E.85)

eT = eu = ∂u , (E.86)

where the factors in front of the angular coordinate vectors arise from normalization and we have
used the above relations (E.82) for the radial coordinate vector ∂R and the timelike vector ∂T .
These relations enable us to compute the components of the Riemann tensor in the linearized
regime from the Riemann tensor of the Bondi metric for the limit r →∞ according to

RxTxT = R(ex, eT , ex, eT ) , (E.87)

and so on. In the axisymmetric case, 8 of the 20 independent components vanish, leaving us
with the 12 independent components

RxTxT = −RyTyT = −RxzxT = RyzyT = Rxzxz = −Ryzyz = −∂2
ucr
−1 +O(r−2) ,

RzTxT = −RzTxz = −RyxyT = Ryxyz = − (∂θ∂uc+ 2 cot θ ∂uc) r−2 +O(r−3) ,

Rz0z0 = −Rxyxy = −(2M + 2c∂uc)r−3 +O(r−4) . (E.88)

The corresponding result obtained in the TT gauge of the linearized regime for a plane wave
propagating in the z direction is given by Eq. (B.6) with hαβ = Hαβe

ikρxρ and Hαβ given by
Eq. (B.21). We have used these relations to compute the Riemann components (B.27) needed
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ex = eθ

ey = eφ

ez = eR

z, R

Figure 11: A gravitational wave propagating radially outward. We rotate the Cartesian coor-
dinate system such that the z axis points in the outward radial direction and the polar angle θ
points in the x direction. The azimuthal angle φ then points in the y direction (into the plane
in this figure). Note that the (spatial) outward radial direction is ∂R whereas ∂r is a null vector.
In the limit of infinite radius, the outgoing wave becomes planar.

for geodesic deviation. The extra components we need here are obtained in a similar fashion,
using hzα = 0 and the fact that for an outgoing wave

hαβ = f(t− z) ⇒ ∂zhαβ = −∂0hαβ . (E.89)

Close inspection of the perturbative Riemann tensor (B.6) then shows that in the final expres-
sion of Eq. (B.27),

Rj00k = 1
2∂

2
0hjk ,

replacing on the left a time index 0 with z implies replacing on the right-hand side a ∂0 with−∂z.
Finally, we note that for a planar wave we have ∂xhαβ = ∂yhαβ = 0. With hxx = −hyy = h+
and hxy = hyx = h×, we then find the TT analog of Eq. (E.88) as

Rx0x0 = −Ry0y0 = −Rxzx0 = Ryzy0Rxzxz = −Ryzyz = −1
2∂

2
0h+ ,

Rz0x0 = −RzTxz = −Ryxy0 = Ryxyz = 0 ,

Rz0z0 = −Rxyxy = 0 . (E.90)

Since x0 = T and ∂u = ∂T , this equals Eq. (E.88) if

h+ = 2c
r
. (E.91)
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In words, the plus polarization strain is equal to the Bondi news function times a distance
scaling 2/r. The cross polarization mode h× vanishes here due to axisymmetry. It is recovered
in the general, non-axisymmetric case as the imaginary component of a then complex news
function. This is the result of Sachs’ [4] generalization of the characteristic formalism which we
will briefly review next.

E.5 The characteristic formalism for general spacetimes
A few months after the paper of Bondi et al was published, Sachs [4] presented the generaliza-
tion to general asymptotically flat spacetimes. These calculations are naturally more lengthy
and we do not have the time (nor need) to go into the details. Purpose of this section is to briefly
summarize Sachs’ work, highlight the differences from the axisymmetric case and, most impor-
tantly, establish the relation to the cross polarization mode h× missing in the axisymmetric
case.

The construction of characteristic coordinates proceeds in the same manner as above leading
again to the retarded time u, areal radius r along the outgoing light rays and angular coordinates
θ and φ. The line element is then given by

ds2 = Ṽ e2β

r
du2 − 2e2βdudr + r2hAB

(
dxAdxB − dxAUBdu− dxBUAdu+ UAUBdu2

)
, (E.92)

where A, B = 2, 3 are angular indices and

hABdxAdxB = e2γ + e2δ

2 dθ2 + 2 sin θ sinh(γ − δ)dθdφ+ sin2 θ
e−2γ + e−2δ

2 dφ2 . (E.93)

We have used a tilde in Ṽ here, since Sachs applies a minus sign in the definition of this function
relative to Bondi’s definition, Ṽ = −V ; cf. Eq. (2.8) in [4] and Eq. (14) in [3] where we also bear
in mind that Bondi et al use the metric signature +−−− in contrast to Sachs’ and ours −++ +.
For completeness, we spell out the metric components for coordinates xα = (u, r, θ, φ),

guu = Ṽ e2β

r
+ e2γ + e2δ

2 r2(U θ)2 + r2 sin2 θ sinh(γ − δ)U θUφ + e−2γ + e−2δ

2 r2 sin2 θ (uφ)2 ,

gur = −eβ ,

guθ = −r2 sin θ sinh(γ − δ)Uφ − e2γ + e2δ

2 U θ ,

guφ = −r2 sin θ sinh(γ − δ)U θ − sin2 θ
e−2γ + e−2δ

2 Uφ ,

grr = grθ = = grφ = 0 ,

gθθ = r2 e
2γ + e2δ

2 ,



E THE BONDI-SACHS FORMALISM 70

gθφ = r2 sin θ sinh(γ − δ) ,

gφφ = r2 e
−2γ + e−2δ

2 sin2 θ , (E.94)

and we see that we recover the axisymmetric metric (E.21) for Ṽ = −V , U θ = U , Uφ = 0 and
γ = δ. But, imagining how the Ricci tensor might look like for this monster of a metric, we
also feel vindicated in chickening out on doing the general case in full detail.

The Einstein equations for this metric are most conveniently decomposed into projections
with a null tetrad composed of four vectors – two real vectors k and ` and two complex vectors
m and m conjugate to each other5 – whose inner products are

g(k, `) = 1 , g(m,m) = 1 , (E.95)

g(k, k) = g(`, `) = g(m,m) = g(`,m) = g(k,m) = g(m,m) = g(`,m) = g(k,m) = 0 .

Since a tensor is uniquely defined in terms of its action on a set of basis vectors, the metric can
be expressed in terms of the tetrad as

g = k⊗ `+ `⊗ k + m⊗m + m⊗m . (E.96)

The specific choice of tetrad used in Sachs’ calculation is given in terms of the metric variables
by Eqs. (A.10)-(A.13) in Ref. [4], but the complicated expressions are not important for our
discussion6. We note, however, that as r →∞, they approach their flat-spacetime limits

kα '
[
−1, 1

2 , 0, 0
]
,

`α ' [0, 1, 0, 0] ,

mα '
[
0, 0, i+i

2r ,
1−i

2r sin θ

]
. (E.97)

In terms of the 3+1 unit vectors of Eqs. (E.83)-(E.86), we can write the asymptotic limit of
the tetrad vectors as

k ' −∂u + 1
2∂r = −∂T + ∂T + ∂R

2 = −1
2(∂T − ∂R) = −1

2(eT − eR) = −1
2(eT − ez) ,

` ' ∂r = ∂T + ∂R = ∂T + ∂z = eT + eZ = eT + eR ,
5Unsurprisingly, there is a large variation of the letters used for these null tetrad vectors. The most common

alternative is the use of n in place of k, but readers should not be surprised to see any combination of letters
imaginable in the literature. Note that both, Bondi et al [3] and Sachs [4], use different notations from ours
and from each other.

6Note that Sachs denotes our `α by kα (hence our decision to use different fonts for our tetrad vectors) and
has a sign inconsistency between the definition of kα = u,α = (x0),α in Eq. (2.2) and the expression in the
second last line of Eq. (A.10) where kα = [−1, 0, 0, 0]. We assume here the + version, but it does not matter
much since his kα (our `α) will only appear hereafter as a factor in expressions that vanish.
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m ' eθ + eφ
2 + i eθ − eφ

2 = ex + ey
2 + i ex − ey

2 . (E.98)

Projecting the Einstein equations Rαβ = 0 onto the tetrad vectors results in a hierarchy of
equations analogous to those of Bondi’s axisymmetric case in Sec. E.3.

(i) 6 main equations which subdivide into
(a) 4 hypersurface equations Rαβ`

α`β = Rαβ`
αmβ = Rαβmαmβ = 0 ,

(b) 2 standard equations, Rαβmαmβ = 0 ,
(ii) 1 trivial equation Rαβ`

αkβ = 0 ,
(iii) 3 supplementary equations Rαβkαmβ = Rαβkαkβ = 0 .
As in the Bondi case, one can show the following: (i) The trivial equation is an algebraic
consequence of the main equations. (ii) The supplementary equations hold everywhere provided
they hold on a hypersurface r = const and the main equations hold everywhere. (iii) the
hypersurface equations contain no u derivatives of the metric variables [cf. Eqs. (E.37)-(E.39)]
while the standard equations contain time derivatives ∂uγ and ∂uδ [cf. Eq. (E.40)].

The construction of a solution to the Einstein equations then consists in the determination
of the 6 metric components Ṽ , UA, β, γ and δ as functions of the coordinates (u, r, θ, φ). This
is achieved as follows.
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(1) We need to prescribe 2 functions of (r, θ, φ) as initial data for the variables γ, δ at u0
and 2 functions of (u, θ, φ) for their time derivatives ∂uc. The complex function c is
the Bondi news function generalized to non-axisymmetric spacetimes and represents
the leading-order term in the series expansion of γ and δ analogous to Eq. (E.53),

1
2[(δ + iγ)(1− i)] = cr−1 +O(r−2) (E.99)

⇒ ∂uc(u, θ, φ) = 1
2 lim
r→∞

[r(δ + iγ)(1− i)] . (E.100)

We also need to prescribe three functions of (θ, φ), a complex-valued N and a real
M , as initial data for three constants of integration.

(2) On the initial hypersurface u = u0, the four hypersurface equations result in or-
dinary differential equations along the null rays whose integration gives us the
remaining metric functions β, UA and Ṽ . Here we need N and M as functions of
integration.

(3) The two standard equations then determine the time evolution of γ and δ which
we update to the next time u0 + δu. Here we need ∂uc as two further functions of
integration.

(4) The supplementary equations determine the time evolution of the functions of in-
tegration, N and M , in terms of the news function c in analogy to Eqs. (E.59),
(E.60). Hereafter, we repeat the process starting with step (1) at the updated time
value.

As in the case of axisymmetry, the field equations combined with the requirement of asymp-
totic flatness and no incoming radiation leads to a series expansion of the metric functions now
given by Eq. (E.99) and

β = −cc̄4 r
−2 +O(r−3) ,

U θ + iUφ = −
(
∂θc+ 2 cot θ c− i

sin θ∂φc
)
r−2 +O(r−3) ,

Ṽ = −r + 2M +O(r−1) . (E.101)

The relation between the news function c and the gravitational-wave strain is obtained by
computing the projections of the Riemann tensor onto the tetrad vectors k, `, m and m. The
resulting series expansion in 1/r for the 10 independent components of the Riemann tensor in
vacuum is given in Eqs.(5.1)-(5.5) of Ref. [4] in accordance with the peeling theorem which
describes the asymptotic behaviour of the Weyl tensor at null infinity [23]. In the limit r →∞,
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the Riemann tensor is dominated by two components,7

Rµνρσkµmνkρmσ = − i
r
∂2
uc̄+O(r−2) . (E.102)

We wish to evaluate these components in the limit r →∞ where the tetrad vectors are related
to the unit vectors along the space-time coordinates by Eq. (E.98), so that

Rµνρσkµmνkρmσ ' R(k,m, k,m)

' R
(
−eT − eR

2 ,
eθ + eφ

2 + i eθ − eφ
2 , − eT − eR

2 ,
eθ + eφ

2 + i eθ − eφ
2

)

' R
(
−eT − ez

2 ,
ex + ey

2 + i ex − ey
2 , − eT − ez

2 ,
ex + ey

2 + i ex − ey
2

)
.

(E.103)

In total, this gives us a sum of 64 individual components of the Riemann tensor, but this
calculation is greatly simplified if we recall that the Riemann tensor for outgoing radiation
satisfies Rzαβγ = −RTαβγ. A lot of terms then cancel or trivially add up and we obtain

lim
r→∞

Rµνρσkµmνkρmσ = RTxTy + iRTxTx −RTyTy

2
!= −i ∂

2
uc̄

r
. (E.104)

In the linearized regime, Eq. (B.27) gives us

RTxTx = −1
2∂

2
Thxx = −1

2∂
2
Th+ ,

RTxTy = −1
2∂

2
Thxy = −1

2∂
2
Th× ,

RTyTy = −1
2∂

2
Thyy = +1

2∂
2
Th+ . (E.105)

Inserting these expressions into Eq. (E.104) yields

h+ = 2
r

Re(c) , h× = 2
r

Im(c) . (E.106)

This generalizes Eq. (E.91) from the axisymmetric case by adding the cross polarization
mode in terms of the imaginary part of the news function.

The time evolution of the Bondi mass

m(u) = 1
4π

∫ π

0

∫ 2π

0
M(u, θ, φ) sin θ dφ dθ ,

7Note that Sachs uses a different sign convention, swapping the last two indices of the Riemann tensor
relative to our convention, which leads to the minus sign on our right-hand side compared to his Eq. (5.1).



E THE BONDI-SACHS FORMALISM 74

is obtained from the r−2 terms of the series expansion of the supplementary equations analogous
to Eq. (E.59) which give us ∂uM in terms of c. Integrating over the surface of a sphere gives
us the following result.

Proposition: The time evolution of the Bondi mass for non-axisymmetric spacetimes is given
by

∂um = − 1
4π

∫ π

0

∫ 2π

0
|∂uc|2 sin θ dφ dθ

= − lim
r→∞

r2

16π

∫ π

0

∫ 2π

0
[(∂Th+)2 + (∂Th×)2] sin θ dφ dθ .(E.107)

Note that the right-hand side is manifestly non-positive, so m remains constant
or decreases. For stationary spacetimes, the mass is constant.

We can interpret this result in physical terms by considering a source that passes from a
time independent state with mass mini through a dynamical phase before settling down into
another time independent state with mass mfin. The amount of GW energy radiated to infinity
during the dynamical phase is then given by mini −mfin.

Even though we have discussed the characteristic formulation for asymptotically flat space-
times, it can and has been employed with great success also for spacetimes with different
asymptotic behaviour, such as anti-de Sitter. The reason for our focus on asymptotic flatness
lies in the identification of the news function with the GW strain of linearized theory which
holds in this form only in asymptotic flatness. The identification of gravitational radiation in
fully non-linear GR was, of course, our initial motivation for studying the characteristic for-
malism in the first place, even though we may have temporarily forgotten about this... The
key limitation of characteristic simulations is the breakdown of the coordinate system once null
rays cross – which generically happens in BH binary spacetimes. The numerical community
still investigates possible improvements of characteristic methods to simulate compact binaries,
but as of now, all numerical relativity simulations of compact binaries have used so-called 3+1
methods. How this is done, is the next chapter in our voyage.
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F The ADM 3+1 formulation
In our classification of PDEs in Sec. C, we have distinguished hyperbolic, parabolic and elliptic
differential equations based on the existence or absence of characteristic surfaces, i.e. surfaces
where the specification of initial data is not sufficient to determine a solution in a neighbourhood
of the surface. We have also seen that information propagates along curves that make up the
characteristic surfaces; see for example our discussion of the wave equation in characteristic
coordinates on page 26. It is therefore common to view hyperbolic and parabolic PDEs – both
of which admit characteristic surfaces – as time evolution or initial value problems whereas
elliptic PDEs are boundary value problems. The idea is that time evolution problems require
the specification of initial data whose evolution in time is determined by the system of PDEs.
For example, if we prescribe the temperature profile along a metal bar, the heat equation will
determine how the temperature at every point will change in time. A more complex example
working in the same way is the weather forecast which computes the time evolution of the
present weather conditions according to the equations of hydrodynamics in the presence of a
gravitational field. Boundary value problems, in contrast, describe stationary configurations
constrained by specified boundary conditions. For example, we can compute the shape of a
drum head whose surface is subjected to the pull of gravity while being fixed to the drum’s
frame with a specified tension. This distinction of time evolution and boundary value problems
is also motivated by the development of numerical tools employed to solve them; elliptic solvers
operate differently from time stepping algorithms.

We have already gained some insight into the structure of the Einstein equations in Sec. D,
where we have seen that the vacuum equations Rαβ = 0 determine the evolution of some, but
not all, components of the spacetime metric. In this section, we will analyze this feature of the
Einstein equations in more detail and also introduce the canonical formulation of the equations
as a constrained evolution problem.

F.1 Spacetime foliations, induced metric and extrinsic curvature
The canonical 3+1 split of the Einstein equations dates back to the work of Arnowitt, Deser
and Misner [5] and is commonly referred to as the ADM formulation. Most practical work
in numerical relativity, however, is based on York’s [6] reformulation which expresses the time
derivative of the metric in terms of the extrinsic curvature rather than the canonical momentum
variables. In spite of this difference, York’s equations are still commonly called the ADM
equations and we shall follow this convention. Our derivation will be self-contained but readers
interested in more details can find these in Gourgoulhon’s review [24].

Let us start by considering a manifold M equipped with a metric g and a hypersurface Σ
given in the form of a level surface t(xα) = const. Eventually, t will become our time coordinate,
and we consider globally hyperbolic spacetimes as defined on page 40; for the moment, however,
we allow dt to be either timelike or spacelike and we even allow g to be either a Lorentzian
(signature +2) or Riemannian (signature +4) metric. Many of our definitions and derivations
hold for either case and find practical applications; alternatively to hypersurfaces of constant
time, we may, for example, deal with surfaces of constant radius.
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Def. : Let M be a manifold with Lorentzian or Riemannian metric g and Σ a hyper-
surface defined as a level set t(xα) = const. We define the unit normal of this
hypersurface as

n ..= ∓αdt , where α =
√
∓||dt||2

−1
, (F.1)

so that ||n||2 = nµnµ = ∓1. Here, and in the following, the upper sign is used if dt
is timelike and the lower sign if dt is spacelike. Note that we have two minus signs
for timelike dt; the first implies that n is future pointing, 〈dt,n〉 = −α||dt||2 > 0,
and the second ensures a positive argument inside the square root. The function α
is called the lapse function or lapse for short. We furthermore define the projector

⊥αβ ..= δαβ ± nαnβ , (F.2)

and the acceleration vector or acceleration for short,

aβ ..= nµ∇µnβ ⇔ a ..= ∇nn . (F.3)

Def. : A vector X is tangent to Σ if 〈dt,X〉 = 0 or, equivalently, n · X = 0. The
projection of a tensor T of arbitrary rank is

⊥Tαβ...γδ... ..= ⊥αµ⊥βν . . .⊥ργ⊥σδ . . . T µν...ρσ... , (F.4)

i.e. we apply one projector for each index of T .

These definitions imply the following.
(1) ⊥αµnµ = nα ± nα(nµnµ) = 0 , since nµnµ = ∓1.
(2) The acceleration is tangent to Σ: nµaµ = nµnρ∇ρnµ = 1

2n
ρ∇ρ(nµnµ) = 0.

(3) ⊥αµ⊥µβ = (δαµ ± nαnµ)(δµβ ± nµnβ) = δαβ ± 2nαnβ + (nµnµ)︸ ︷︷ ︸
=∓1

nαnβ = ⊥αβ ,

i.e. ⊥αβ is idempotent which is the defining property of a projector.
(4) For any vector V , ⊥V is tangent to Σ: ⊥αµV µnα = V αnα ± (nαnα)︸ ︷︷ ︸

=∓1

nµV
µ = 0.

If V is already tangent to Σ, then ⊥αµV µ = (δαµ + nαnµ)V µ = V α.
(5) For any vectors V , W tangent to Σ, we have gαβV αW β = ⊥αβV αW β .

The last two properties apply in analogy to one-forms and to each component of a tensor of
higher rank. This motivates the following definition.
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Σ

n
n’

V

P

Q

normal direction at Q

Figure 12: We take the unit normal n at point P of a hypersurface Σ and parallel transport
it along the integral curve of the vector field V to the point Q. The resulting vector n′ will in
general not be normal to Σ at Q. Its deviation from the normal direction is a measure for the
curved embedding of Σ inside the spacetime M and defines the extrinsic curvature.

Def. : The induced metric on Σ is

γαβ = ⊥αβ = gαβ ± nαnβ . (F.5)

It is sometimes also called the first fundamental form. Note that we have two
symbols for the same object here, γαβ = ⊥αβ. We will use both in the following,
depending on whether the emphasis is on its character as a projector or a metric.

Let us now consider a vector field V that is tangent to Σ at every point and parallel transport
the unit normal vector n from point P to Q along V as illustrated in Fig. 12. Recall that the
equation for parallel transport along the integral curve of a vector field is given by

∇Vn = 0 ⇔ V µ∇µn
α = 0 . (F.6)

We now ask the question whether n remains normal to Σ as we parallel transport it from P to
Q. In other words, does the inner product of n with an arbitrary vector field Y tangent to Σ
remain zero under parallel transport? The answer is that in general it does not, since

V µ∇µ(Y αnα) = Y α V µ∇µnα︸ ︷︷ ︸
=0

+nαV µ∇µY
α , (F.7)

does not vanish. As illustrated in Fig. 12, this departure from orthogonality of n under parallel
transport is a consequence of the curved embedding of Σ inM which we now phrase in concrete
mathematical terms.
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Def. : For any extension of the vector field n in a neighbourhood of Σ such that nµnµ = ∓1,
the extrinsic curvature or second fundamental form is defined as the map

K : (V ,W ) 7→ n
(
∇⊥V (⊥W )

)
⇔ KµνV

µW ν ..= nν⊥V µ∇µ(⊥W ν) . (F.8)

Note that we do not require the vector fields V and W to be tangent to Σ in this definition.

Proposition: Independent of the extension, the extrinsic curvature tensor is given by

Kαβ = −⊥µα∇µnβ = −∇αnβ ∓ nαaβ . (F.9)

Proof. For two vector fields V , W we find,

KµνV
µW ν = nν⊥V µ∇µ(⊥W ν) = −⊥V µ⊥W ν∇µnν = −⊥µαV α⊥νβW β∇µnν .

This relation holds for arbitrary V , W , so that the components of K are

Kαβ = −⊥µα⊥νβ∇µnν . (F.10)

Now let n′α be another extension in the neighbourhood of Σ and define mα
..= n′α − nα. Then

at every point on Σ we have mα = 0 and

V αW β(Kαβ −K ′αβ) = ⊥µα⊥νβV αW β∇µmν = ⊥V µ
[
⊥W ν∇µmν + mν︸︷︷︸

=0

∇µ(⊥W ν)
]

= ⊥V µ∇µ(mν⊥W ν) = 0 ,

because the last derivative is taken along a direction tangent to Σ where the argument mν⊥W ν

vanishes.
Finally, we can eliminate one of the projection operators in Eq. (F.10) since

nµ∇αnµ = 1
2∇α(nµnµ) = 0

⇒ Kαβ = −⊥µα⊥νβ∇µnν = −⊥µα(δνβ ± nνnβ)∇µnν = −⊥µα∇µnβ . (F.11)

This also gives us
Kαβ = −∇αnβ ∓ nα nµ∇µnβ︸ ︷︷ ︸

=aβ

. (F.12)
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Proposition: The extrinsic curvature is symmetric,

Kαβ = Kβα, (F.13)

and tangent to Σ in both indices,

Kαβn
α = 0 = Kαβn

β. (F.14)

The trace of the extrinsic curvature is

K ..= gµνKµν = γµνKµν . (F.15)

Proof. Recalling Eq. (F.1), we can write

∇µnν = ∓∇µ(αdtν) = ∓α∇µ∇νt+ (∇µα)nν
α

⇒ Kαβ = −⊥µα⊥νβ∇µnν = ±α⊥µα⊥νβ∇µ∇νt+ 0 . (F.16)

In general relativity we use the Levi-Civita connection which is torsion free, so that ∇µ∇νt =
∇ν∇µt for any scalar field t. The tangent nature follows directly from Eq. (F.10). This also
implies

K = gµνKµν = γµνKµν ∓ nµnνKµν︸ ︷︷ ︸
=0

. (F.17)

From now on, we shed the burden of multiple signs and restrict our discussion to the case
of Lorentzian metrics and spacelike hypersurfaces Σ, i.e. the case of timelike normals dt and n.
This corresponds to using the upper signs in all expressions of this subsection, i.e. henceforth,
we use

n = −αdt , nµn
µ = −1 , ⊥αβ = δαβ + nαnβ , γαβ = gαβ + nαnβ . (F.18)

By considering both cases so far, we merely wanted to emphasize that the formalism can be
applied to both space- or timelike hypersurfaces with simply some changes in signs. The main
application in our notes, however, is the derivation of time evolution equations where the slices
Σ are spatial.

F.2 Intrinsic curvature
The extrinsic curvature describes the embedding of the hypersurface Σ inside the four-dimensional
spacetime manifold M. The hypersurface may, however, also have intrinsic curvature in the
sense of a non-vanishing Riemann tensor and its manifestation through geodesic deviation and
a change of vectors under parallel transport along closed curves. The intrinsic curvature is a
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purely three-dimensional phenomenon and thus concerns exclusively tensors that are tangent
to Σ in all components, as for example a rank

(
0
2

)
tensor Tαβ with Tαµn

µ = 0 = Tµβn
µ. The

Riemann tensor associated with the three-dimensional hypersurface is different from its four-
dimensional counterpart and is denoted in the following by Rαβγδ. Eventually, we will see that
the spacetime Riemann tensor can be regarded as a combination of its three-dimensional coun-
terpart and the extrinsic curvature Kαβ. As a first step in our derivation of the corresponding
relations, we define the three-dimensional covariant derivative.

Def. : Let Tα...β... be a tensor of rank
(
r
s

)
tangent to Σ in all components, i.e. Tα...β...nα =

Tα...β...n
β = . . . = 0. The three-dimensional or spatial covariant derivative of T is

the rank
(

r
s+1

)
tensor

DµT
α...

β...
..= ⊥ρµ⊥ασ⊥τ β . . .∇ρT

σ...
τ ... . (F.19)

In words, we take the four-dimensional covariant derivative and project on every free
index.

Proposition: This definition implies that for any vector field X tangent to Σ,

(DXT ) = ⊥(∇XT ) or XµDµT
α...

β... = ⊥ασ⊥τ β . . . (Xρ∇ρT
σ...

τ ...) .

Proof. Since ⊥ρµXµ = Xρ, we find

(DXT )α...β... = XµDµT
α...

β... = Xµ⊥ρµ⊥ασ⊥τ β . . .∇ρT
σ...

τ ...

= ⊥ασ⊥τ β . . . (Xρ∇ρT
σ...

τ ...) = ⊥(∇XT )α...β... . (F.20)

Proposition: The derivative defined by Eq. (F.19) is a covariant derivative for tensors tan-
gent to Σ. It is torsion free and compatible with the spatial metric γαβ. By
the fundamental theorem of Riemannian geometry, the connection associated
with this covariant derivative is unique.

Proof. The covariant derivative is defined as a map from two smooth vector field X, V to a
smooth vector field ∇XV such that the mapping is linear in the first argument, linear with
regard to addition in the second argument and obeys Leibniz rule for scalar multiplication
of the second argument. Furthermore, the covariant derivative applied to a scalar reduces
to the partial derivative. We first show that the derivative defined in Eq. (F.19) satisfies
these requirements and thus constitutes a covariant derivative. Consider for this purpose three
smooth vector fields X, Y and V tangent to Σ and let f, g be scalar functions on Σ. We find,
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(1) Covariant derivative of a scalar:

(DXf) = XµDµf = Xµ⊥ρµ∇ρf = Xµ⊥ρµ∂ρf = Xρ∂ρf , (F.21)

since X is tangent to Σ and, therefore, ⊥µρXρ = Xµ. This applies to any spatial vector
X, so that we can write Dµf = ∂µf as required for the covariant derivative of a scalar.

(2) Linearity in the first argument is inherited from the four-dimensional covariant derivative,

DfX+gY V = ⊥(∇fX+gY V ) = ⊥(f∇XV + g∇Y V ) = f⊥∇XV + g⊥∇Y V

= fDXV + gDY V .

(3) Linearity for addition in the second argument:

DXV +DXW = ⊥∇XV +⊥∇XW = ⊥ [∇XV +∇XW ] = ⊥∇X(V +W ) = DX(V +W ) ,

since ∇ is linear with respect to addition of the second argument.
(4) Leibniz rule:

DX(fV ) = ⊥∇X(fV ) = ⊥ [f∇XV + (∇Xf)V ] = f⊥∇XV +⊥V ⊥(∇Xf)

= fDXV + V DXf ,

since ∇ obeys Leibniz rule and ⊥V = V .
So Dµ as defined in Eq. (F.19) satisfies the requirements for a covariant derivative for scalar
and vector fields tangent to Σ. Its operation on general tensors tangent to Σ is obtained by
using Leibniz rule. For a one-form η tangent to Σ, for example, we obtain

(DXη)(Y ) ..= DX

(
η(Y )

)
− η(DXY ) , (F.22)

which holds for any vector Y tangent to Σ and thus fully determines the covariant derivative
of η. Likewise we can define DXT for any tensor T of higher rank.

The second main part of the proof is to show that Dµ is compatible with the induced metric
γαβ. We obtain

Dµγαβ = ⊥ρµ⊥σα⊥τ β∇ρ(gστ + nσnτ ) = 0 , (F.23)
because ⊥σαnσ = ⊥τ βnτ = 0 and ∇ρgστ = 0.

Finally, let X and Y be two vector fields tangent to Σ. Then the torsion tensor is defined
as the map

T : (X,Y ) 7→ T (X,Y ) = DXY −DYX − [X,Y ]

or Tµν
αXµY ν = XµDµY

α − Y µDµX
α − [X,Y ]α , (F.24)

where [X,Y ] is the commutator of X and Y . Since the four-dimensional covariant derivative
∇ is torsion free, we find

Tµν
αXµY ν = Xµ⊥∇µY

α − Y µ⊥∇µX
α − [X,Y ]α = ⊥(Xµ∇µY

α)−⊥(Y µ∇µX
α)− [X,Y ]α
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= ⊥αρXµ∇µY
ρ −⊥αρY µ∇µX

ρ − [X,Y ]α

= Xµ∇µY
α − Y µ∇µX

α + nαnρX
µ∇µY

ρ − nαnρY µ∇µX
ρ − [X,Y ]α

= nαnρ
(
Xµ∇µY

ρ − Y µ∇µX
ρ
)

= − nαY ρXµ∇µnρ + nαXρY µ∇µnρ

(F.9)= nα(XρY µ − Y ρXµ)(−Kµρ − nµaρ) = 0 , (F.25)

since Y µnµ = Xµnµ = 0 and Kµρ is symmetric. This holds for arbitrary vector fields X, Y
tangent to Σ, so the three-dimensional torsion tensor vanishes and Dα is torsion free.

In a coordinate basis, the connection coefficients Γαβγ are given in terms of the metric by
Eq. (A.1). Likewise, we will see further below how we can express the three-dimensional con-
nection coefficients, which we denote by8 Γαβγ, in terms of the Christoffel symbols of the spatial
metric γαβ. This, however, requires us to specify a coordinate system adapted to the space-time
split. Readers will have noticed that we have in this section formulated relations between three-
dimensional objects, i.e. tensors tangent to Σ, in terms of four-dimensional indices α, β, . . ..
This is perfectly fine and straightforward for tensorial quantities, but becomes problematic once
we consider non-tensorial expressions like partial derivatives or the Christoffel symbols. The
three-dimensional covariant derivative of a vector field, for example, can be written as

DαV
β = ⊥µα⊥βν∇µV

ν = . . . = ⊥µα
[
∂µV

β + nβnρ∂µV
ρ + ΓβρµV

ρ
]
, (F.26)

where
Γβρµ = 1

2γ
νσ(∂ργµσ + ∂µγσρ − ∂σγρµ) . (F.27)

While the latter equation has the form we would expect for the Christoffel symbols, the extra
terms in Eq. (F.26) indicate that the interpretation of the covariant derivative as the sum of a
partial derivative plus connection terms is not clear in this notation. We should not be surprised
about this deficiency; we have not provided enough information about how our coordinates take
into account the projection from four to three dimensions. We will fill this gap further below and
then also find perfectly satisfactory expressions for the three dimensional Christoffel symbols
and how they give us the components of the three-dimensional Riemann tensor.

The spatial covariant derivative defined in the previous subsection defines the spatial Rie-
mann tensor Rαβγδ in complete analogy to the four-dimensional Riemann tensor Rαβγδ.

8Note the different symbols, Γ and Γ, for the three- and four-dimensional Christoffel symbols, respectively.
While their difference in appearance is not particularly striking, the intended version will usually be clear from
the context and, a bit further below, also from the indices (Latin versus Greek).
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Def. : Let X, Y , V be vector fields tangent to the three-dimensional hypersurface Σ with
induced metric γαβ. The three-dimensional Riemann tensor is defined such that

R(X,Y )V = DXDY V −DYDXV −D[X,Y ]V with(
R(X,Y )V

)α
= Rα

βγδV
βXγY δ . (F.28)

The three-dimensional Ricci tensor and Ricci scalar are defined as

Rαβ
..= Rµ

αµβ , R ..= γµνRµν . (F.29)

From this definition we obtain the same symmetry properties as for the four-dimensional
Riemann tensor,

Rαβγδ = −Rαβδγ , Rαβγδ = Rγδαβ , Rα[βγδ] = 0 . (F.30)

Likewise, the definition (F.28) directly gives us the three-dimensional Ricci identity.

Proposition: A vector field tangent to Σ obeys the three-dimensional Ricci identity

(DγDδ −DδDγ)V α = Rα
µγδV

µ . (F.31)

F.3 The Gauss, Codazzi and Ricci equations
With the three-dimensional Riemann tensor in place, we can now start our derivation of the
3+1 split of the Einstein equations. The first step is to compute all possible time and space
projections of the four-dimensional Riemann tensor and express them in terms of the three-
dimensional Riemann tensor and the extrinsic curvature. We start with the fully spatial pro-
jection of Rα

βγδ.

Proposition: The Riemann tensors satisfy the Gauss equation

⊥Rα
βγδ = Rα

βγδ +Kα
γKδβ −Kα

δKγβ . (F.32)

This implies the contracted and scalar Gauss equations,

⊥µα⊥νβRµν +⊥µα⊥ρβnνnσRµνρσ = Rαβ +KKαβ −KαµK
µ
β ,

R + 2nµnνRµν = R+K2 −KµνKµν . (F.33)

Proof. The Riemann tensor is fully determined by its action on vector fields according to the
Ricci identity (F.31). For a vector field V tangent to Σ we find

DαDβV
γ = ⊥µα⊥νβ⊥γρ∇µ(DνV

ρ) = ⊥µα⊥νβ⊥γρ∇µ

(
⊥σν⊥ρλ∇σV

λ
)
. (F.34)
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For the derivative of the projector we find

∇µ⊥σν = ∇µ(δσν + nσnν) = nν∇µn
σ + nσ∇µnν . (F.35)

Recalling the extrinsic curvature Kαβ = −⊥µα∇µnβ = −⊥µα⊥νβ∇µnν and using idempotence
of the projector, ⊥αµ⊥µβ = ⊥αβ, we obtain

DαDβV
γ = ⊥µα⊥νβ⊥γρ

[
(∇σV

λ)⊥ρλ∇µ⊥σν + (∇σV
λ)⊥σν∇µ⊥ρλ +⊥σν⊥ρλ∇µ∇σV

λ
]

(F.35)= ⊥µα⊥νβ⊥γρ
[
0 + (∇σV

λ)⊥ρλnσ∇µnν + (∇σV
λ)nλ︸ ︷︷ ︸

=−V λ∇σnλ

⊥σν∇µn
ρ + 0 +⊥σν⊥ρλ∇µ∇σV

λ
]

= ⊥µα⊥νβ⊥γλnσ(∇σV
λ)∇µnν −⊥µα⊥σβ⊥γρ(∇µn

ρ)V λ∇σnλ +⊥µα⊥σβ⊥γλ∇µ∇σV
λ

= −Kαβ⊥γλnσ∇σV
λ −Kα

γKβλV
λ +⊥µα⊥σβ⊥γλ∇µ∇σV

λ .

For the Ricci identity we antisymmetrize over α and β which eliminates the first term,

DαDβV
γ −DβDαV

γ = (KαλKβ
γ −KβλKα

γ)V λ +⊥µα⊥σβ⊥γλ(∇µ∇σV
λ −∇σ∇µV

λ)

= (KαλKβ
γ −KβλKα

γ)V λ +⊥µα⊥σβ⊥γλRλ
ρµσV

ρ

!= Rγ
ραβV

ρ , (F.36)

where in the last two lines we have used the four- and three-dimensional Ricci identities. Since
V ρ = ⊥ρσV σ, we find

Rγ
σαβV

σ =
[
KαρKβ

γ −KβρKα
γ +⊥µα⊥νβ⊥γλRλ

ρµν

]
⊥ρσV σ . (F.37)

Since this holds for arbitrary spatial vectors V σ, we get the Gauss equation,

⊥µα⊥νβ⊥γλ⊥ρσRλ
ρµν = ⊥Rγ

σαβ = Rγ
σαβ +Kγ

αKβσ −Kγ
βKασ . (F.38)

The contracted Gauss equation is obtained by contracting over γ and α,

⊥νβ⊥µλ⊥ρσRλ
ρµν = Rσβ +KKβσ −Kγ

βKγσ

∣∣∣∣ ⊥µλ = δµλ + nµnλ

⇒ ⊥νβ⊥ρσRρν +⊥νβ⊥ρσnµnλ Rλρµν︸ ︷︷ ︸
=Rρλνµ

= Rσβ +KKβσ −Kγ
βKγσ , (F.39)

or, renaming indices,

⊥νβ⊥µαRµν +⊥ρβ⊥µαnσnνRµνρσ = Rαβ +KKαβ −KαγK
γ
β , (F.40)

Multiplying with γαβ = ⊥αβ gives us the scalar version,

γµνRµν + γµρnσnνRµνρσ = R+K2 −KαγK
γα
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⇒ R + nµnνRµν + gµρnνnσRµνρσ + nµnρnνnσRµνρσ︸ ︷︷ ︸
=0

= R+K2 −KµνKµν

⇒ R + 2nµnνRµν = R+K2 −KµνKµν . (F.41)

Proposition: The mixed space-time projection of the four-dimensional Riemann tensor is
given by the Codazzi equation

⊥ρα⊥σβ⊥γµnνRµ
νρσ = DβKα

γ −DαKβ
γ . (F.42)

The contracted Codazzi equation is

⊥µαnνRµν = DαK −DµKα
µ . (F.43)

Proof. We apply the four-dimensional Ricci identity to the unit normal vector nµ and project
on all three free indices, which gives us

⊥(∇α∇β −∇β∇α)nγ = ⊥Rγ
µαβn

µ

⇒ ⊥ρα⊥σβ⊥γτRτ
µρσn

µ = ⊥ρα⊥σβ⊥γτ (∇ρ∇σ −∇σ∇ρ)nτ . (F.44)

Next we recall Eq. (F.9) for the extrinsic curvature, Kαβ = −∇αnβ − nαaβ, which enables us
to write the second derivative of the unit normal as

⊥ρα⊥σβ⊥γτ∇ρ∇σn
τ = ⊥ρα⊥σβ⊥γτ∇ρ(−Kσ

τ − nσaτ )

= −⊥ρα⊥σβ⊥γτ (∇ρKσ
τ + nσ∇ρa

τ + aτ∇ρnσ)

= −DαKβ
γ − aγ ⊥ρα⊥σβ∇ρnσ︸ ︷︷ ︸

=−Kαβ

. (F.45)

The projection of the Riemann tensor is given by the antisymmetrized version of this expression
which eliminates the Kαβ term,

⊥ρα⊥σβ⊥γτRτ
µρσn

µ = DβKα
γ −DαKβ

γ . (F.46)

Next, we contract on γ and α,

⊥ργ⊥σβ⊥γτnµRτ
µρσ = DβK −DγKβ

γ

⇒ ⊥ρτ⊥σβnµRτ
µρσ = (δρτ + nρnτ )⊥σβnµRτ

µρσ = ⊥σβnµ Rµσ︸︷︷︸
=Rσµ

+0 = DβK −DγKβ
γ .
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The Gauss and Codazzi equations (F.32) and (F.42) have given us two projections of the
four-dimensional Riemann tensor, the former with all indices projected onto Σ and the latter
with three spatial projections and one onto the timelike unit normal n. There is exactly one
projection left, that with two spatial and two time projections on the index pairs 1,3 and 2,4
respectively. All other projections result in zero due to the symmetry of the Riemann tensor.
For this final projection of the Riemann tensor, it turns out helpful to derive the following
auxiliary results.

Lemma : Ln⊥αβ = nαaβ + nβaα + 2Kαβ , (F.47)

Ln⊥αβ = nαaβ , (F.48)

Ln⊥αβ = −2Kαβ , (F.49)

where Ln denotes the Lie derivative along the unit normal n. This implies that
for any spatial tensor Tαβ = ⊥Tαβ,

LnTαβ = ⊥µα⊥νβLnTµν , (F.50)

i.e. the Lie derivative along n is also spatial. Note that this does in general not
hold for upstairs indices as in LnTαβ.
The acceleration vector can be expressed in terms of the lapse function,

aµ = Dµ lnα . (F.51)

Proof. The first three results follow from the definition of the Lie derivative,

Ln⊥αβ = nµ∇µ⊥αβ −⊥µβ∇µn
α −⊥αµ∇µn

β

= nµ∇µ(nαnβ) +Kβα +Kαβ

= nαaβ + nβaα + 2Kαβ . (F.52)

Likewise,

Ln⊥αβ = nµ∇µ⊥αβ −⊥µβ∇µn
α +⊥αµ∇βn

µ

= nµ∇µ(nαnβ)−∇βn
α

:::::
− nµnβ∇µn

α +∇βn
α

:::::
+ nα nµ∇βn

µ︸ ︷︷ ︸
=0

= nαaβ + nβa
α − nβaα = nαaβ , (F.53)

and

Ln⊥αβ = nµ∇µ⊥αβ +⊥µβ∇αn
µ +⊥αµ∇βn

µ = nµ∇µ(nαnβ) + gµβ∇αn
µ + gαµ∇βn

µ
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= nµnβ∇µnα + nµnα∇µnβ +∇αnβ +∇βnα

= (δµα + nµnα)∇µnβ + (δµβ + nµnβ)∇µnα

= ⊥µα∇µnβ +⊥µβ∇µnα = −Kαβ −Kβα = − 2Kαβ . (F.54)

With the Lie derivatives of the projector, we find that a spatial tensor Tαβ satisfies

LnTαβ = Ln(⊥µα⊥νβTµν) = ⊥µα⊥νβLnTµν +⊥µαTµνLn⊥νβ +⊥νβTµνLn⊥µα

= ⊥µα⊥νβLnTµν + Tανn
νaβ + Tµβn

µaα

= ⊥µα⊥νβLnTµν , (F.55)

since Tαµnµ = 0.
For the acceleration vector, we use the definition of the unit vector, n = −αdt ⇔ nµ =

−α∇µt from Eq. (F.1). Furthermore, our connection is torsion free, so that second covariant
derivatives of scalars commute. This gives us

aβ = nµ∇µnβ = − nµ∇µ(α∇βt) = − αnµ∇µ∇βt︸ ︷︷ ︸
∇β∇µt

−nµ (∇βt)︸ ︷︷ ︸
=− 1

α
nβ

∇µα

= αnµ∇β
nµ
α

+ nµnβ
α
∇µα = nµ∇βnµ︸ ︷︷ ︸

=0

−αnµnµ
∇βα

α2 + nµnβ
α
∇µα

= 1
α

(
δµβ∇µα + nµnβ∇µα

)
= ⊥µβ

∇µα

α
= Dβα

α
= Dβ lnα . (F.56)

Proposition: The space-time-space-time projection of the Riemann tensor is given by the
Ricci equation (not to be confused with the Ricci identity),

⊥µαnν⊥ργnσRµνρσ = LnKαγ + 1
α
DαDγα +KργKα

ρ . (F.57)

Proof. We start with the four-dimensional Ricci identity applied to the unit normal nµ,

∇ρ∇σn
µ −∇σ∇ρn

µ = Rµ
νρσn

ν . (F.58)

Projecting this equation twice onto space and once onto time gives us

⊥αµnν⊥ργnσRµ
νρσ = ⊥αµ⊥ργnσ(∇ρ∇σn

µ −∇σ∇ρn
µ)

∣∣∣∣ Kαβ = −∇αnβ − nαaβ

= ⊥αµ⊥ργnσ
[
∇ρ(−Kσ

µ − nσaµ) +∇σ(Kρ
µ + nρa

µ)
]
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= ⊥αµ⊥ργnσ
[
−∇ρKσ

µ − aµ∇ρnσ − nσ∇ρa
µ +∇σKρ

µ + aµ∇σnρ + nρ∇σa
µ
]

= ⊥αµ⊥ργ
[
Kµ

σ∇ρn
σ − 0 +∇ρa

µ + nσ∇σKρ
µ + aµaρ + 0

]
= Kασ(−Kγ

σ) +Dγaα +⊥αµ⊥ργnσ∇σKρµ + aαaγ

= −KασK
σ
γ +Dγaα + aαaγ +⊥µα⊥ργnσ∇σKρµ , (F.59)

where we have used nµK
µ
σ = 0 to trade ∇K for ∇n, and nσ∇ρnσ = 0.

The next step in our proof consists in expressing the covariant derivative of the extrinsic
curvature in terms of the Lie derivative along n. For this purpose, we apply the Lemma (F.50)
to the extrinsic curvature which is spatial in both indices,

LnKαβ = ⊥µα⊥νβLnKµν = ⊥µα⊥νβ
[
nρ∇ρKµν +Kρν∇µn

ρ +Kµρ∇νn
ρ
]

⇒ ⊥µα⊥νβnσ∇σKµν = LnKαβ −Kρβ⊥µα∇µn
ρ −Kαρ⊥νβ∇νn

ρ

= LnKαβ +KρβKα
ρ +KαρKβ

ρ . (F.60)
We use this result to substitute for the last term in Eq. (F.59), so that

⊥αµnν⊥ργnσRµ
νρσ = −KασK

σ
γ

::::::::
+Dγaα + aαaγ + LnKαγ +KργKα

ρ +KαρKγ
ρ

::::::::

= LnKαγ +Dγaα + aαaγ +KργKα
ρ . (F.61)

Finally, we substitute for the acceleration terms using9 Eq. (F.51),

Dβaα + aαaβ = Dβ
Dαα

α
+ Dαα

α

Dβα

α
= 1

α
DβDαα− (Dαα)Dβα

α2 + (Dαα)(Dβα)
α2

= 1
α
DβDαα = 1

α
DαDβα , (F.62)

where the last equality follows from the torsion free nature of Dµ.
The Gauss, Codazzi and Ricci equations and their contractions enable us to express the

four-dimensional Ricci tensor and scalar exclusively in terms of 3+1 variables.

Proposition: The four-dimensional Ricci tensor and scalar satisfy the relations

⊥µα⊥νβRµν = −LnKαβ −
1
α
DαDβα− 2KαρK

ρ
β +Rαβ +KKαβ ,

R = −2LnK −
2
α
DµDµα +R+K2 +KµνK

µν . (F.63)

9It is unfortunate that the letter α appears here with two meanings, first as an index and second as the lapse
function. An alternative notation found in the literature uses N for the lapse function and N i for the shift
vector – which we will define shortly. This double usage of N does not appear too much of an improvement,
though, and we will use the more common α for the lapse and βi for the shift vector.



F THE ADM 3+1 FORMULATION 89

Proof. The contracted Gauss equation (F.33) gave us

⊥µα⊥νβRµν +⊥µα⊥ρβnνnσRµνρσ = Rαβ +KKαβ −KαµK
µ
β ,

which we can combine with the Ricci equation (F.57) where we place γ by β,

⊥µαnν⊥ρβnσRµνρσ = LnKαβ + 1
α
DαDβα +KρβKα

ρ ,

such that
⊥µα⊥νβRµν = −LnKαβ −

1
α
DαDβα− 2KαρK

ρ
β +Rαβ +KKαβ . (F.64)

This is our first result. For the second we use our Lemma (F.47) to obtain

⊥αβLnKαβ = LnK −KαβLn⊥αβ = LnK −Kαβ

[
nαaβ + nβaα + 2Kαβ

]
= LnK − 2KαβK

αβ ,

since Kαµn
µ = 0. Next, we contract Eq. (F.64) with ⊥αβ,

⊥αβ⊥µα⊥νβRµν = −LnK + 2KαβK
αβ

:::::::::
− 1
α
⊥αβDαDβα− 2KαρK

αρ

:::::::::
+R+K2

⇒ R + nµnνRµν = −LnK −
1
α
DµDµα +R+K2 . (F.65)

This can be combined with the scalar Gauss equation (F.33)

R + 2nµnνRµν = R+K2 −KµνK
µν ,

which leads to
R = −2LnK −

2
α
DµDµα +R+K2 +KµνK

µν . (F.66)

We could similarly express nµnνRµν in terms of 3+1 variables, but as it will turn out, we have
this time-time projection in exactly the required from already in the scalar Gauss equation
(F.33). Finally, the mixed projection ⊥nµRαµ is already given by the contracted Codazzi
equation (F.43).

F.4 The 3+1 version of the Einstein equations
We now turn our attention to the projections of the Einstein equations which we will consider
in two forms, (i) Eq. (A.4) with the Einstein tensor expanded in terms of the Ricci tensor, and
(ii) the trace reversed form. For completeness, we will also add the cosmological constant Λ,

Rαβ −
1
2Rgαβ + Λgαβ = 8πTαβ ⇔ Rαβ = 8π

(
Tαβ −

1
2Tgαβ

)
+ Λgαβ , (F.67)

where T ..= T µµ. Here we have used that the trace of the first version is given by

−R + 4Λ = 8πT ⇒ 1
2R = 2Λ− 1

28πT . (F.68)
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For projecting the equations, we define the 3+1 decomposition of the energy momentum tensor.

Def. : The energy density, momentum density and stress tensor are defined by

ρ ..= nµnνTµν , jα ..= −⊥µαnνTµν , Sαβ ..= ⊥µα⊥νβTµν

⇒ Tαβ = ρnαnβ + jαnβ + nαjβ + Sαβ . (F.69)

A quick calculation shows that the trace T can be written as

T = gµνTµν = −ρ− 0− 0 + gµνSµν = −ρ+ (γµν − nµnν)Sµν = −ρ+ S − 0 = S − ρ . (F.70)

Now let’s project...

Proposition: The time-time, space-time and space-space projections of the Einstein equa-
tions are

H ..= R+K2 −KµνK
µν − 2Λ− 16πρ = 0 , (F.71)

Mα
..= DαK −DµKα

µ + 8πjα = 0 , (F.72)

Lnγαβ = −2Kαβ , (F.73)

LnKαβ = − 1
α
DαDβα− 2KαµK

µ
β +Rαβ +KKαβ − Λγαβ

−8π
[
Sαβ −

1
2γαβ(S − ρ)

]
. (F.74)

The first two are commonly referred to as the Hamiltonian constraint and the
momentum constraints. The third and fourth equations contain Lie deriva-
tives along n which represent time derivatives. These equations constitute a
first-order system for a second-order in time evolution of the spatial metric
γαβ with the extrinsic curvature playing the role of an auxiliary variable.

Proof. Let us start with the Hamiltonian constraint. We project the first version of the Einstein
equation (F.67) twice onto time and use the scalar Gauss equation (F.33)

nαnβRαβ + 1
2R− Λ = 8πρ

⇒ R + 2nαnβRαβ − 2Λ = 16πρ

(F.33)⇒ R+K2 −KµνKµν − 2Λ− 16πρ = 0 . (F.75)
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Next, we project the first version of the Einstein equation (F.67) once onto space and once
onto time and use the contracted Codazzi equation (F.43),

⊥µαnνRµν −
1
2 gµν⊥

µ
αn

ν︸ ︷︷ ︸
=0

R + Λgµν⊥µαnν = 8π⊥µαnνTµν

⇒ ⊥µαnνRµν = −8πjα

(F.43)⇒ DαK −DµKα
µ + 8πjα = 0 . (F.76)

The third equation (F.73) in our above set is Eq. (F.49) and has already been derived there.
Finally, we project the trace-reversed version of the Einstein equation (F.67) twice onto space
and use the first relation in (F.63), and thus obtain

⊥µα⊥νβRµν = Λγαβ + 8π
(
Sαβ −

1
2γαβT

)
(F.63)⇒ −LnKαβ −

1
α
DαDβα− 2KαµK

µ
β +Rαβ +KKαβ = Λγαβ + 8π

[
Sαβ −

1
2(S − ρ)γαβ

]

⇒ LnKαβ = − 1
α
DαDβα− 2KαµK

µ
β +Rαβ +KKαβ − Λγαβ − 8π

[
Sαβ −

1
2(S − ρ)γαβ

]

F.5 Adapted coordinates

Def. : Let (M, g) be a globally hyperbolic spacetime with a foliation Σt constructed from
a function t : M → R with dt 6= 0 according to the definitions on Page 40. A
coordinate system adapted to the foliation is a coordinate chart

xα = (t, xi) with i = 1, 2, 3 , (F.77)

where xi label points uniquely inside each Σt.

Note that adapted coordinates define a coordinate basis ∂t, ∂i for vectors and dt, dxi for
one-forms.

Def. : The shift vector is defined by
β ..= ∂t − αn . (F.78)

The shift vector is tangent to Σ since

〈dt,β〉 = 〈dt,∂t〉 − α〈dt,n〉 = 1 + 〈n,n〉 = 0 , (F.79)

where we have used dt = −αn. The shift vector and its relation to the unit normal n and
the coordinate vector ∂t are graphically illustrated in Fig. 13. There we see that the shift
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∂tαn

β

n

Σt

Σt+dt

Figure 13: Illustration of a spacetime foliation constructed from hypersurfaces Σt, t ∈ R.
Adapted coordinates are given by (t, xi) where t labels the hypersurface and xi points inside
each Σt. The coordinate vector ∂t is tangent to the curves xi = const. The shift vector is
a measure of this coordinate vector’s deviation from the direction normal to the hypersurface
given by the unit normal vector n.

measures the deviation of the coordinate vector ∂t from the direction normal to Σt. Note that
the integral curves of ∂t are determined by the way we assign spatial coordinates xi to points
inside each hypersurface; their deviation from the normal direction, i.e. the shift vector, is
therefore completely coordinate dependent. In other words, the shift encapsulates three of the
four gauge or coordinate conditions of general relativity.

The fourth and final degree of gauge freedom is contained in the lapse function α, but that
will become clearer after we have discussed how the metric components look like in adapted
coordinates. For this purpose we recall that the components of a tensor are obtained by filling
its slots with the basis vectors and one-forms. For the metric with downstairs indices, we thus
obtain

g00 = g(∂t,∂t) = g(αn+ β, αn+ β) = − α2 + βmβm ,

g0i = g(∂t,∂i) = g(αn+ β,∂i) = − 〈dt,∂i〉+ 〈βmdxm,∂i〉 = βi ,

gij = g(∂i,∂j) = γ(∂i,∂j) = γij , (F.80)

where we have used β0 = 〈dt,β〉 = 0, so that βm = gmnβ
n = γmnβ

n, and the fact that the
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vectors ∂i are spatial by construction, so that g(∂i,∂j) = γ(∂i,∂j).

Proposition: The components of the spacetime metric g are given by

gαβ =
(
−α2 + βmβm βj

βi γij

)
⇔ gαβ =

(
−α−2 α−2βj

α−2βi γij − α−2βiβj

)

⇒ ds2 = (−α2 + βiβ
i)dt2 + 2βidt dxi + γijdxi dxj

= −α2dt2 + γij(dxi + βidt)(dxj + βjdt) , (F.81)

where γij is defined as the inverse of the 3 × 3 matrix γij. In adapted coor-
dinates, the components of the unit normal vector are

nα = (−α, 0) , nα =
(

1
α
, −β

i

α

)
. (F.82)

Proof. We have already derived the components of the downstairs metric. The upstairs version
can be verified either by directly showing gαµgµβ = δαβ or by computing the inverse metric
from the cofactor matrices according to the method described on Page 50.

The components of nα directly follow from the definition n = −αdt. Raising the index with
the metric gives us

nα = gαµnµ =
[
−α−2(−α), α−2βi(−α)

]
=
[

1
α
, −β

i

α

]
. (F.83)

Proposition: The proper time measured by an observer moving with four-velocity uα = nα

from hypersurface Σt to hypersurface Σt+dt is

dτ = αdt . (F.84)

Proof. We first note that nµnµ = −1 and n is timelike, so it is a four-velocity. We parametrize
the world line of the observer moving along n with our coordinate time t. The tangent vector
to the wordline with this parametrization must be proportional to nα but will in general not be
equal to it. Let us call this tangent vector m. By definition,

mα = dxα
dt =

(
dt
dt ,

dxi
dt

)
=
(

1, dxi
dt

)
∝ nα =

(
1
α
, − βi

α

)

⇒ mα = αnα =
(
1, − βi

)
.
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The proper time along the integral curve of mα is

∆τ =
∫ t2

t1

√
−gµν

dxµ
dt

dxν
dt dt ⇒ dτ =

√
−gµν

dxµ
dt

dxν
dt dt

Using the metric components from Eq. (F.81), this gives us

dτ =
√
−g00m0m0 − 2g0im0mi − gijmimj dt =

√
α2 − βmβm − 2βi(−βi)− γijβiβj dt = αdt .

So the lapse function determines the amount of proper time (as measured by normal ob-
servers) that separates two infinitesimally close hypersurfaces Σt and Σt+dt. This amount of
proper time clearly depends on the way we label the hypersurfaces or how we slice the space-
time; for example, doubling the coordinate time value of every slice, t → t̃ = 2t, will double
the proper time separating two infinitesimally close hypersurfaces Σt̃ and Σt̃+dt̃. In summary,
the shift vector βi determines our choice of spatial coordinates xi and the lapse function deter-
mines our choice of the time coordinate t. Lapse and shift thus encapsulate the gauge freedom
of general relativity.

Adapted coordinates also enable us to formulate equations for spatial objects in terms of
three-dimensional geometry using Latin indices i, j, . . . = 1, 2, 3. Consider, for example, a
vector V α tangent to Σ. In adapted coordinates, we find

V 0 = V (dx0) = V (dt) = 〈dt,V 〉 = 0 , (F.85)

so the vector is completely determined by its three spatial components V i. By the same
argument, any tensor component with one upstairs index 0 vanishes, e.g. T 0β

µν = 0. In general,
this does not hold for downstairs indices; for example,

V0 = g0µV
µ = g0iV

i = βiV
i , (F.86)

is in general non-zero. Even in that case, however, the component V0 does not contain any
independent information, since all four components Vα are determined by the three V i (and
the spacetime metric). Furthermore, any contraction of indices acquires non-zero contributions
only from the spatial contraction, e.g.

V µTµα = V 0︸︷︷︸
=0

T0α + V mTmα = V mTmα . (F.87)

In adapted coordinates, we can therefore replace in equations for spatial objects all Greek
indices with Latin indices. In particular, this applies to our 3+1 decomposition of the Einstein
equations (F.71)-(F.74). Before we do that, however, we derive a convenient expression for the
Lie derivatives appearing in these equations.
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Proposition: In adapted coordinates

Lnγµν = 1
α
∂tγµν −

1
α
Lβγµν , (F.88)

LnKµν = 1
α
∂tKµν −

1
α
LβKµν , (F.89)

where Lβ is the Lie derivative along the shift vector.

Proof. Let Tαβ be a tensor tangent to Σ in both indices, i.e. Tµνnµ = 0 = Tµνn
ν , f be a scalar

function and n the timelike unit normal. We then obtain

LfnTαβ = fnµ∇µTαβ + Tµβ∇α(fnµ) + Tαµ∇β(fnµ)

= f (nµ∇µTαβ + Tµβ∇αn
µ + Tαµ∇βn

µ) + Tµβn
µ︸ ︷︷ ︸

=0

∇αf + Tαµn
µ︸ ︷︷ ︸

=0

∇βf

= fLnTαβ . (F.90)

Writing Eq. (F.82) as n = 1
α

(∂t − β), and bearing in mind that both Kαβ and γαβ are spatial
in both indices, this result with f = 1/α implies that

LnKµν = L 1
α

(∂t−β)Kµν = 1
α

(L∂tKµν − LβKµν) = 1
α
∂tKµν −

1
α
LβKµν , (F.91)

where we have used that the Lie derivative along a coordinate vector equals the partial derivative
with respect to this coordinate. The corresponding equation for γαβ is derived in exactly the
same way.

Since the shift vector is spatial, we can compute the Lie derivatives along β using the
standard definition in three dimensions,

Lβγij = βm∂mγij + γmj∂iβ
m + γim∂jβ

m = βm∂mγij + 2γm(i∂j)β
m , (F.92)

LβKij = βm∂mKij +Kmj∂iβ
m +Kim∂jβ

m = βm∂mKij + 2Km(i∂j)β
m . (F.93)

Likewise, we can now compute the three-dimensional Christoffel symbols and Riemann tensor
from their standard expressions analogous to Eq. (A.1),

Γ ijk = 1
2γ

im (∂jγkm + ∂kγmj − ∂mγjk) , (F.94)

Rj
kmn = ∂mΓ

j
kn − ∂nΓ

j
km + Γ lknΓ

j
lm − Γ lkmΓ

j
ln . (F.95)

Finally, we replace Greek spacetime with Latin spatial indices in Eqs. (F.71)-(F.74).
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Proposition: The ADM or 3+1 formulation of the Einstein equations is

H ..= R+K2 −KmnK
mn − 2Λ− 16πρ = 0 , (F.96)

Mi
..= DiK −DmKi

m + 8πji = 0 , (F.97)

∂tγij = βm∂mγij + 2γm(i∂j)β
m − 2αKij , (F.98)

∂tKij = βm∂mKij + 2Km(i∂j)β
m −DiDjα + α [Rij +KKij − 2KimK

m
j]

−αΛγij − 8πα
[
Sij −

1
2γij(S − ρ)

]
. (F.99)

Note that these equations fully confirm the structure of the Einstein equations that we have
uncovered in Sec. D. We have four equations that contain no time derivatives, the Hamiltonian
and momentum constraints (F.96), (F.97), and 6 evolution equations written as a first-order
system in Eqs. (F.98) and (F.99). As we have already shown on Page 44, the constraints are
preserved under the evolution equations. Furthermore, the Einstein equations do not determine
the four gauge variables α and βi; these can be freely chosen and represent the coordinate
freedom of general relativity. Finally, we can count the degrees of freedom: We start with 10
components of the spacetime metric gαβ. Four of these, the lapse and shift, can be chosen freely
leaving us with the 6 variables γij. The constraints impose 4 conditions on these 6 functions,
leaving 2 second-order in time degrees of freedom as expected.

For completeness, we list here without proof the 3+1 evolution equations for the mat-
ter variables which are obtained from projecting the conservation of energy and momentum,
∇µT

αµ = 0 onto time and space.

Proposition: The energy density ρ and momentum density ji obey the 3+1 evolution equa-
tions

∂tρ = βm∂mρ− 2jmDmα + α (ρK + SmnKmn −Dmj
m) , (F.100)

∂tji = βm∂mji + jm∂iβ
m − ρDiα− SmiDmα + α (jiK −DmS

m
i) .

(F.101)

Note that we do not have an evolution equation for the stress tensor Sij. This is expected,
since the evolution of the matter will depend on the type of matter under consideration. It is
therefore necessary to specify additional information about the matter; this often comes in the
form of an equation of state that prescribes the pressure as a function other matter variables
such as the energy density. This additional information then determines the stress tensor in
terms of the evolved variables ρ and ji. For a discussion of perfect fluids, for example, see
Sec. 5.3 in Gourgoulhon’s review [24].

With the ADM equations, we have now at our disposal a formulation of the Einstein equa-
tions as a constrained initial value problem. Unfortunately, this formulation is of limited
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practical value in numerical implementations. The reason is that the resulting equations are in
general not mathematically well posed. Well-posedness can, however, be achieved by modifying
the ADM equations using a conformal decomposition. How the problems arise and what we
can do to overcome them is the next stage in our odyssey.
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G Well-posedness, strong hyperbolicity and BSSNOK

G.1 The concept of well-posedness
The study of the well-posedness of the different formulations of the Einstein equations is still an
active area of research and extends well beyond the scope of these lectures. In this section, we
will therefore pursue the more humble goal of indicating for the case of a simple example, how
ill-posedness can arise in partial differential equations and how this property can be studied
analytically. In our discussion we follow the PhD thesis of Giuseppe Papallo [25] where readers
can also find a much more detailed discussion of this subject.

Def. : An initial value (aka Cauchy) problem is well-posed if a solution exists, is unique and
depends continuously on the initial data in the sense of a norm ||f(t, .)|| commonly
taken to be the spatial L2 norm of a function f(t, xi) at fixed time t. If these
conditions are not met, the initial-value problem is ill-posed.

Examples
(1) The potentially problematic issue of well/ill posedness is best illustrated by regarding

the two-dimensional Laplace equation as an initial-value problem; in fact it was this
specific study that led Hadamard to the above definition of well-posedness. In order
to emphasize our viewpoint of a Cauchy problem, we denote the coordinates by (t, x)
rather than the more common (x, y); of course this change of variables does not alter
the equation and its properties in any way. We are thus looking for solutions φ(t, x) of
the PDE

∆φ(t, x) = ∂2
t φ+ ∂2

xφ = 0 , (G.1)
with initial data

φ(0, x) = f(x) , ∂tφ(0, x) = g(x) .
For the specific choice of initial data

fn(x) = 0 , gn(x) = e−
√
n sin(nx) ,

the solution is given by

φn(t, x) = e−
√
n

n
sinh(nt) sin(nx) , (G.2)

as can be readily confirmed by inserting into Eq. (G.1). Taking the limit n→∞, the
initial data converge to zero,

lim
n→∞

fn(x) =.. f∞ = 0 , lim
n→∞

gn(x) =.. g∞ = 0 , (G.3)

whereas the solution (G.2) blows up exponentially for any non-zero value of t. If we
denote by φ∞ the time evolution of the initial data f∞, g∞, we clearly have

lim
n→∞

||φn−φ∞|| =∞ whereas lim
n→∞

||fn−f∞|| = 0 , lim
n→∞

||gn−g∞|| = 0 , (G.4)

and the solution at finite t does not depend continuously on the initial data.
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(2) One can show that this problem does not arise for the wave equation where we merely
change the sign in front of the second time derivative,

2φ(t, x) = −∂2
t φ+ ∂2

x = 0 , (G.5)

with initial data
φ(0, x) = f(x) , ∂tφ(0, x) = g(x) .

(3) The vacuum Maxwell equations for a magnetic fieldB(t,x) and an electric fieldE(t,x)
can be formulated as a system of linear wave equations in three dimensions,

�B(t,x) = 0 , �E(t,x) = 0 , (G.6)

with initial data B(0,x), E(0,x), ∂tB(0,x), ∂tE(0,x) subject to the constraints

∇ ·E(t,x) = 0 , ∇ ·B(t,x) = 0 . (G.7)

These equations can also be shown to be well posed. Note the similarity to the structure
of the Einstein equations with evolution and constraint equations. In fact, the Maxwell
constraints are preserved under time evolution provided they are satisfied initially, in
complete analogy to what we have seen for the Hamiltonian and momentum constraints
in GR.

G.2 Well-posedness of first-order systems
The well-posedness of PDE systems is most conveniently studied for first-order systems. In
fact, the corresponding study of second- or higher-order PDE systems is commonly performed
by reducing these systems to first-order through the introduction of auxiliary variables; readers
interested in more details can find these in Sec. 2.3 of Papallo’s thesis [25].

As is often the case with studies of PDEs, the concept of well-posedness is rigorously for-
mulated for linear systems with constant coefficients. The results are then generalized to linear
systems in the sense of local well-posedness, considering a neighbourhood of some point in
the domain where the coefficient matrices do not significantly vary. The well-posedness of
non-linear PDEs is then studied by linearizing around some background and demonstrating
that local well-posedness is obtained for arbitrary backgrounds. In practice, one often consid-
ers only a certain set of common backgrounds like the Schwarzschild solution, Minkowski or
Friedmann-Lemı̂tre-Robertson-Walker, thus obtaining candidate systems of well-posed charac-
ter whose well-posedness can be tested in experimental simulations. The beneficial features of
the Baumgarte-Shapiro-Shibata-Nakamura-Oohara-Kojima (BSSNOK)10 [26, 27, 28] formula-
tion – still the most popular formulation in numerical relativity – have actually been identified
empirically before its potential11 well-posedness was demonstrated analytically.

10In the literature, this formulation is often abbreviated to BSSN.
11We add the qualifier “potential” here, since the well-posedness of a given formulation of GR depends on the

gauge conditions used.
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Throughout this section, we consider PDEs on a d+ 1 dimensional domain Ω ⊂ Rd+1 with
coordinates (t, xi) where i = 1, . . . , d. The picture we have in mind here is a domain with
d spatial dimensions and one time direction along which data is evolved. We consider vector
valued functions u : Ω ⊂ Rd+1 → RN satisfying the PDE system

A∂tu+ Pi∂iu+ Cu = 0 , (G.8)

where A, each Pi and C are real N ×N matrices and A is invertible.
As mentioned above, we first consider the case where A, Pi and C all have constant com-

ponents independent of (t, xi). Defining the Fourier transform of a function f(xi) in d spatial
dimensions and its inverse by

f̃(ki) = F [f ](ki) = 1
√

2πd
∫
f(xi)e−ikmxmddx ,

f(xi) = F−1[f̃ ](xi) = 1
√

2πd
∫
f̃(ki)eikmxmddx , (G.9)

where we sum over repeated indices, we can compute the Fourier transform of a spatial deriva-
tive using partial integration,

F [∂if ](ki) = 1
√

2πd
∫
∂if e

−ikmxmddx = − 1
√

2πd
∫
f ∂i

(
e−ikmxm

)
ddx = ikif̃(ki) . (G.10)

Here the boundary term drops out because square-integrable functions vanish at infinity.
Fourier transforming the entire PDE (G.8) gives us,

A∂tũ+ Pmikmũ+ Cũ = 0

⇒ ∂tũ+ A−1 (iPmkm + C) ũ = ∂tũ− i
[

A−1 (−Pmkm + iC)︸ ︷︷ ︸
=..M(km)

]
ũ . (G.11)

The solution to the transformed PDE (G.11) with initial data ũ(0, ki) is then given by

ũ(t, ki) = eiMtũ(0, ki) , with M = A−1(−Pmkk + iC) , (G.12)

and the solution to the original PDE (G.8) is reconstructed from the inverse Fourier transform

u(t, xi) = 1
√

2πd
∫
eiMtũ(0, ki)eikmxmddk . (G.13)

For t = 0, the integral on the right-hand side converges since we have by assumption regular
initial data u(0, xi). But we have no guarantee that the integral converges and, hence, yields
a regular solution u(t, xi) for t > 0. To proceed with our quest to understand well-posedness,
we need to investigate under which conditions the integral in Eq. (G.13) converges.
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Proposition: If there exists a regular function f such that∣∣∣∣∣∣eiMt
∣∣∣∣∣∣ ≤ f(t) with M = A−1(−Pmkk + iC) , (G.14)

then the right-hand side of Eq. (G.13) converges and the PDE (G.8),

A∂tu+ Pm∂mu+ Cu = 0 ,

with constant matrices is well posed.

Proof. If ||eiMt|| < f(t), taking the norm of Eq. (G.12) gives us

||ũ||(t) =
∣∣∣∣∣∣eiMt

∣∣∣∣∣∣× ||ũ||(0) ≤ f(t)||ũ||(0) . (G.15)

By Parseval’s theorem (also know as Plancherel’s identity), this implies

||u||(t) ≤ f(t)||u||(0) , (G.16)

so the inverse Fourier transform (G.13) with finite norm exists.
For the well-posedness of the PDE (G.8), we consider two solutions u1, u2 corresponding

to initial data u1(0, xi) and u2(0, xi). By linearity of the PDE, the difference is also a solution,
so that

||u1 − u2||(t) ≤ f(t)||u1 − u2||(0) . (G.17)
The solution of the PDE therefore depends continuously on the initial data. We also see that
the solution for given initial data is unique since u1(0, xi) = u2(0, xi) implies ||u1−u2||(0) = 0
and therefore u1(t, xi)− u2(t, xi) ≤ f(t)× 0 = 0, so u1 = u2.

Our next step is to obtain a criterion that ensures Eq. (G.14) holds. We start with a
necessary condition.

The PDE
A∂tu+ Pm∂mu+ Cu = 0 ,

with constant matrices A, Pm and C is weakly hyperbolic if for any wave vector k̂i with unit
norm, |k̂| = 1, all Eigenvalues of

Q(k̂i) ..= −A−1Pmk̂m , (G.18)

are real.

Proposition: Weak hyperbolicity of the PDE (G.8) is a necessary condition for ||eiMt|| ≤
f(t) to hold for a regular function f(t).
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Proof. Define
t̂ ..= |k| t , k̂i ..= ki

|k|
, (G.19)

so that Eq. (G.14) becomes∣∣∣∣∣∣eiMt̂/|k|
∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣ei[A−1(−Pmkm+iC)]t̂/|k|
∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣ei[A−1(−Pmk̂m+iC/|k|)]t̂
∣∣∣∣∣∣∣∣ ≤ f

(
t̂
|k|

)
(G.20)

Note that our rescaling of ki and t stresses the dominance of short-wavelength modes: Modes
with large |k| effect substantial evolution in terms of the rescaled time t̂ even for very short
steps in physical time t. This is not surprising if we consider the original PDE written as

∂tu = −A−1Pm∂mu− A−1Cu .

Modes with very short wavelength have large gradients ∂mu which rapidly drive the evolu-
tion of u in time, completely dominating over the Cu term. Here lies the reason why the
structure of PDEs is dominated by its principal part, i.e. its highest derivative terms: Short
wavelength modes determine the convergence of the inverse Fourier transform and predom-
inantly act through the highest derivative terms in the PDE. But let us continue with our
proof.

Taking the limit |k| → ∞ at constant t̂, Eq. (G.20) becomes∣∣∣∣∣∣eiQ(k̂i)t̂
∣∣∣∣∣∣ ≤ f(0) with Q(k̂i) = −A−1Pmk̂m . (G.21)

Note that this equation must hold for arbitrarily large t̂ since for short-wavelength modes with
|k| → ∞, even the smallest advance in physical time t implies t̂→∞.

Next we consider an Eigenvector V of Q with Eigenvalue λ = λ1 + iλ2, so that

eiQt̂V = eiλ1 t̂e−λ2 t̂V . (G.22)

Equation (G.21) can only be satisfied for arbitrarily large t̂ if λ2 ≥ 0. But Q is a real matrix, so
if λ is an Eigenvalue, then its complex conjugate λ̄ = λ1 − iλ2 is also an Eigenvalue. Equation
(G.21) can therefore only be satisfied if λ2 = 0, i.e. if all Eigenvalues of Q are real.

The ADM equations discussed in Sec. F can be shown to be weakly hyperbolic; see e.g. [29].
Unfortunately, weak hyperbolicity is not sufficient for well-posedness. The reason is that off-
diagonal terms that appear in the Jordan-normal form of the matrix Q, while avoiding expo-
nential violation of Eq. (G.21), still lead to polynomial violation of this bound.

Lemma : Let
J2 =

(
λ 1
0 λ

)
, with λ ∈ C . (G.23)

Then
eiJ2 t̂ = eiλt̂

(
1 i t̂
0 1

)
. (G.24)
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Proof.
eiJ2 t̂ = 1 + (iJ2t̂) + 1

2!(iJ2t̂)2 + 1
3!(iJ2t̂)3 + . . . (G.25)

The pattern of the powers of J2 is quickly understood by computing(
λ 1
0 λ

)2

=
(
λ2 2λ
0 λ2

)
,

(
λ 1
0 λ

)3

=
(
λ3 3λ2

0 λ3

)
,

(
λ 1
0 λ

)n
=

(
λn nλn−1

0 λn

)
, (G.26)

so that
eiJ2 t̂ =

(
eiλt̂ x

0 eiλt̂

)
, (G.27)

with

x = 0 + i t̂+ 1
2!(i t̂)

22λ+ 1
3!(i t̂)

33λ2 + . . .

= i t̂
[
1 + iλt̂+ 1

2!(iλt̂)
2 + . . .

]
= i t̂eiλt̂ . (G.28)

Returning to Eq. (G.21), we see that
∣∣∣∣∣∣exp

[
iQ(k̂i)t̂

]∣∣∣∣∣∣ cannot be bound by a constant f(0) if
it contains a Jordan block of the form (G.23). One can likewise show that larger Jordan blocks
of type n × n also give rise to terms ∝ (t̂)p in eiQt̂ for some 1 ≤ p ≤ n and therefore spoil the
condition (G.21). The only way to avoid these polynomial terms is a diagonalizable matrix Q.

Def. : The PDE A∂tu + Pm∂mu + Cu = 0 with constant coefficient matrices is strongly
hyperbolic if for all wave vectors k̂i with unit norm, Q = −A−1Pmk̂m has only real
Eigenvalues and is diagonalizable, i.e. there exists a matrix S(k̂i) such that Q =
SDS−1 where D(k̂i) is diagonal. If the matrix S does not depend on k̂i, the PDE is
symmetric hyperbolic.

So far, our investigation is restricted to linear PDEs with constant coefficients. As indicated
above, the conditions for well-posedness are extended to linear PDEs by considering the local
well-posedness in a neighbourhood of some point (t0,x0) where the coefficient matrices A,
Pm and C are regarded as frozen at their values at the point (t0,x0). The justification for
this generalization is that well-posedness is a feature of short-wavelength modes, so that it is
sufficient to consider small neighbourhoods. This motivates the following definition.
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Def. : The linear PDE A∂tu+Pm∂mu+Cu = 0 is weakly hyperbolic if for all (t, xi) and k̂i
with |k̂| = 1, all Eigenvalues of Q(t, xi, k̂i) = −A(t, xi)−1Pm(t, xi)km are real. The
PDE is strongly hyperbolic if Q is furthermore diagonalizable for all (t, xi) and k̂i.
The The PDE is symmetric hyperbolic if it is strongly hyperbolic and the symmetrizer
S is independent of k̂i.

Readers may have noticed that our chain of conditions for well-posedness is a mixture of
sufficient and necessary conditions. Our recipe for analyzing the well-posedness of a given
PDE system is therefore not entirely rigorous. Violating strong hyperbolicity does not imply
ill-posedness with 100 % certainty and strong hyperbolicity does not guarantee well-posedness.
The well-posedness of non-linear PDEs is furthermore limited to studying the linearized equa-
tions around generic backgrounds. The development of stable numerical codes therefore in-
evitably involves empirical tests. The experience accumulated by the numerical relativity com-
munity over about five decades has established with high reliability that weakly hyperbolic
formulations like the ADM equations are almost guaranteed to result in numerical instability
on short timescales compared to the relevant timescales of the physical systems under consid-
eration. For example, all long-term stable evolutions of black-hole binaries employ strongly or
symmetric hyperbolic formulations. It should be noted, however, that even in that case, suitable
gauge conditions and stable numerical algorithms are required to obtain reliable simulations.

G.3 The BSSNOK formulation
The ADM formulation of the Einstein equations was used for most 3+1 simulations of the
Einstein equations well into the 1990s, despite the ubiquitous instabilities encountered in these
simulations. The realization that these problems might be a feature of the ADM equations
themselves (rather than the numerical algorithms employed for their evolution) gradually be-
came accepted by the community during the 1990s. As we have already noted above, how-
ever, this realization came about through a mixture of empirical observation and suspicion;
the weakly hyperbolic character of the ADM equations was not understood until the early
2000s. The vast improvements achieved in numerical simulations using the BSSNOK formula-
tion (e.g. [27, 30, 31]) played a key role in this realization. Following this empirical success, the
capacity of the BSSNOK system to result in strongly hyperbolic equations has been studied
intensively; see e.g. [32, 33].

We also note that the search for well-posed formulations is by no means restricted to the
BSSNOK system. Various other formulations have been studied and implemented in numer-
ical codes including the Kidder-Scheel-Teukolsky (KST) system [34], the Nagy-Ortiz-Reula
(NOR) formulation [35], the generalized harmonic gauge (GHG) formulation [36, 37, 38] and
the conformal Z4 formulation [39, 40, 41]. Indeed, the very first BH binary inspiral and merger
simulations by Pretorius [7] was obtained with the GHG formulation, followed and confirmed
about half a year later by the so-called moving puncture breakthroughs of the Brownsville and
Goddard groups using BSSNOK [8, 9]. In recent years, the conformal Z4 formalism has be-
come a particularly popular alternative to the BSSNOK formulation. We could easily arrange
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an entire Part III course on any of these formulations. Here, we have to focus our energy and
opt for a more detailed discussion of the BSSNOK system for two main reasons. (i) Its close
relation to the ADM equations makes it comparatively simple to derive and (ii) it suitably
illustrates the type of modifications that facilitate improvements over the ADM system. We
start our derivation by recalling some useful relations.

Proposition: Let gαβ be the metric, with arbitrary signature, of an n dimensional manifold
with inverse gαβ. Then the determinant g ..= det gαβ satisfies

∂g

∂gαβ
= g gαβ ,

∂g

∂gαβ
= −g gαβ . (G.29)

It follows that

∂αg = ∂g

∂gµν
∂αgµν = g gµν∂αgµν = −g gµν∂αgµν = 2gΓµµα . (G.30)

Proof. We recall that the inverse of a matrix aij is given by first constructing the co-factor
matrix Cij, crossing out row i and column j in aij, computing the determinant of the remnant
and then multiplying with (−1)i+j. The adjunct Cji divided by det aij gives us the inverse
matrix (a−1)ij. On the other hand, we can compute a ..= det aij by expanding in the ith row
using the corresponding co-factor matrices,

a = det aij =
∑
j

aijCij ⇒ ∂a

∂aik
= Cik

!= (a−1)ki a . (G.31)

Applying this relation to the metric gαβ and bearing in mind its symmetry, we obtain
∂g

∂gαβ
= g gβα = g gαβ , (G.32)

which is the first equation above. For the second equation we exchange metric and inverse
metric which gives us

∂g−1

∂gαβ
= − 1

g2
∂g

∂gαβ
!= g−1 gαβ ⇒ ∂g

∂gαβ
= −g gαβ . (G.33)

Therefore,
∂αg = ∂g

∂gµν
∂αgµν = g gµν∂αgµν = −g gµν∂αgµν , (G.34)

which also follows from gµνgµν = 4 = const. The final equality follows from the vanishing of
the covariant derivative of the metric,

∇αgµν = ∂αgµν − Γρµαgρν − Γρναgµρ = 0

⇒ ∂αg = g gµν
(
Γρµαgρν + Γρναgµρ

)
= 2gΓµµα . (G.35)

Note that theses results apply in analogy to the spatial metric γij.
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Def. : The BSSNOK variables are defined in terms of the ADM variables by12

χ = γ−1/3 , K = γmnKmn,

γ̃ij = χγij ⇔ γ̃ij = 1
χ
γij,

Ãij = χ
(
Kij − 1

3γijK
)

⇔ Kij = 1
χ

(
Ãij + 1

3 γ̃ijK
)
,

Γ̃ i = γ̃mnΓ̃ imn , (G.36)

Note that these definitions imply two algebraic and one differential constraints,

γ̃ = 1 , γ̃mnÃmn = 0 , Gi ..= Γ̃ i − γ̃mnΓ̃ imn = 0 . (G.37)

In words, we apply a conformal decomposition to the spatial metric such that the conformal
metric has unit determinant, we split the extrinsic curvature into trace and traceless part and
apply the same conformal transformation to the latter. Finally, we promote the contracted
Christoffel symbols to the status of free variables. Two key benefits arise from this rearrange-
ment of the degrees of freedom. First, we have isolated much of the spacetime curvature inside
the two variables χ and K rather than all twelve components of the metric and extrinsic cur-
vature. Second, one can show that introducing the Γ̃ i as evolution variables eliminates most
second derivatives from the Ricci tensor, leaving only the spatial part of the wave operator,
γ̃mn∂m∂nγ̃ij; see Eq. (G.76) below. Given the well-posedness of the wave equation, this is re-
garded a key ingredient of the BSSNOK formulation. We start our derivation of the BSSNOK
equations with some auxiliary relations.

Lemma : The Christoffel symbols associated with the physical metric γij and the confor-
mal metric γ̃ij are related by

Γ ijk = Γ̃ ijk −
1

2χ
(
δik∂jχ+ δij∂kχ− γ̃jkγ̃im∂mχ

)
. (G.38)

Proof. Using γ̃ij = χγij and product rule, we get

Γ ijk = 1
2γ

im (∂jγkm + ∂kγmj − ∂mγjk)

= 1
2 γ̃

im (∂j γ̃km + ∂kγ̃mj − ∂mγ̃jk) + 1
2χγ̃

im

(
γ̃km∂j

1
χ

+ γ̃mj∂k
1
χ
− γ̃jk∂m

1
χ

)
12In place of the variable χ, some numerical relativity codes have used with comparable success the alternative

variables φ ..= −(lnχ)/4 or W ..= √χ.
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= Γ̃ ijk −
1

2χ
(
δik∂jχ+ δij∂kχ− γ̃jkγ̃im∂mχ

)
. (G.39)

Lemma : A metric γij and its inverse are related by

∂iγ
jk = −γjmγkn∂iγmn , ∂iγjk = −γjmγkn∂iγmn

⇒ ∂kγ
jk = −γjmγkn∂kγmn . (G.40)

These relations hold in complete analogy for the spacetime metric gαβ and the
conformal spatial metric γ̃ij. For the conformal metric, γ̃ = 1 implies

Γ̃ i = γ̃mnγ̃il∂mγ̃nl = − ∂mγ̃mi , (G.41)

Γ̃mim = 1
2 γ̃

mn∂iγ̃mn = 0 . (G.42)

Proof.

0 = ∂iδ
j
k = ∂i(γjmγmk) = γjm∂iγmk + γmk∂iγ

jm

∣∣∣∣ × γkl or × γjl

⇒ ∂iγ
jl = −γjmγkl∂iγmk

∧ ∂iγlk = −γmkγjl∂iγjm . (G.43)

Contracting the first result over i and l gives us

∂iγ
ji = −γjmγik∂iγmk . (G.44)

The contracted Christoffel symbol of the conformal metric is

Γ̃ i = 1
2 γ̃

mnγ̃il (∂mγ̃nl + ∂nγ̃lm − ∂lγ̃mn) . (G.45)

Recalling that γ̃ = 1 and, hence,

∂iγ̃ = γ̃ γ̃mn∂iγ̃mn = −γ̃ γ̃mn∂iγ̃mn = 0 , (G.46)

we obtain
Γ̃ i = γ̃mnγ̃il∂mγ̃nl = −∂mγ̃mi . (G.47)

This also proofs (G.42) since

Γ̃mim = 1
2 γ̃

mn(∂iγ̃mn + ∂mγ̃ni − ∂nγ̃im) = 1
2 γ̃

mn∂iγ̃mn + 0 + 0 = 0 . (G.48)
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Proposition: The ADM equations (F.96)-(F.99) together with the definition of the variable
Γ̃ i in Eq. (G.36) result in the BSSNOK equation,

H = R− ÃmnÃmn + 2
3K

2 − 2Λ− 16πρ = 0 , (G.49)

Mi = 2
3∂iK − γ̃

mnD̃mÃin + 3
2Ãi

m∂mχ

χ
+ 8πji = 0 , (G.50)

∂tχ = βm∂mχ−
2
3χ∂mβ

m + 2
3αχK , (G.51)

∂tγ̃ij = βm∂mγ̃ij + 2γ̃m(i∂j)β
m − 2

3 γ̃ij∂mβ
m − 2αÃij , (G.52)

∂tK = βm∂mK − χγ̃mnDmDnα + α
[
ÃmnÃmn + 1

3K
2 − Λ + 4π(S + ρ)

]
, (G.53)

∂tÃij = βm∂mÃij + 2Ãm(i∂j)β
m − 2

3Ãij∂mβ
m + αKÃij − 2αÃimÃmj

+χ (αRij −DiDjα− 8πSij)TF , (G.54)

∂tΓ̃
i = βm∂mΓ̃

i − Γ̃m∂mβ
i + 2

3 Γ̃
i∂mβ

m + γ̃mn∂m∂nβ
i + 1

3 γ̃
im∂m∂nβ

n + 2αΓ̃ imnÃmn

−2Ãim∂mα−
4
3αγ̃

im∂mK − 3αÃim∂mχ
χ
− 16παγ̃imjm − σGi , (G.55)

where in the last expression σ is a parameter and Gi the auxiliary constraint from Eq. (G.37).

The derivation of these expressions is lengthy; we therefore mention some comments while
our memory is still fresh before we risk its erasure in the proof’s odyssey.

• The Hamiltonian and momentum constraints (G.49), (G.50) are not employed in the time
evolution, but merely serve as a diagnostic; if they are not satisfied with high precision
during the evolution, something has gone wrong. Evolutions that do not employ the
constraints are commonly called free evolutions in contrast to constrained evolutions where
the constraints are actively used in the update of variables and thereby replace some of the
time evolution equations. All 3+1 evolutions we are aware of are free evolutions, since the
repeated solving of the constraints at every time step is computationally very expensive.

• The free parameter σ in Eq. (G.55) needs to be positive to obtain stable evolutions; this
is most likely due to the fact that with σ > 0, this term damps violations of the auxiliary
constraint Gi whereas for σ < 0 such violations are enhanced. Alternatively to adding
the σGi term, empirical studies have shown that stable evolutions can also be obtained by
replacing in Eq. (G.55) all occurrences of undifferentiated Γ̃ i with their definition in terms
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of the metric γ̃ij = γ̃mnΓ̃ imn = . . . [30].
• It has also been found empirically that the auxiliary constraints Ãmm = 0 needs to be

enforced at regular intervals. This is easy to achieve by replacing

Ãij → Ãij −
1
3 γ̃ijÃ

m
m . (G.56)

Note that algebraic constraints are much easier to enforce than differential constraints like
H. All codes we are aware of enforce Eq. (G.56) at each time step.

• The second auxiliary constraint det γ̃ij = 1, in contrast, does not appear to require manual
enforcement. Most codes we are aware of, have this optionally implemented, but there
have been no reports where this enforcement has been found necessary to cure instabilities.

Proof. (1) We begin with the Hamiltonian constraint (G.49). Using

KmnKmn = γmkγnlKklKmn = χ2γ̃mkγ̃nl
1
χ2

(
Ãkl + 1

3 γ̃klK
)(

Ãmn + 1
3 γ̃mnK

)

= ÃmnÃmn + 2
3 γ̃

klKÃkl + 1
9 γ̃

klγ̃klK
2 = ÃmnÃmn + 0 + 1

3K
2 , (G.57)

the ADM version (F.96) becomes

H = R+K2 −KmnK
mn − 2Λ− 16πρ = R+ 2

3K
2 − ÃmnÃmn − 2Λ− 16πρ . (G.58)

(2) For the momentum constraint (G.50), we define Aij ..= Kij − 1
3γijK = Ãijχ

−1 which gives
us

γmnDmAin = γmn
(
∂mAin − Γ limAln − Γ lnmAil

)

= γmn
[

1
χ
∂mÃin

. . . . . . . . .
−Ãin

∂mχ

χ2
::::::::::

− 1
χ
Γ̃ limÃln

. . . . . . . . . . . .
− 1
χ
Γ̃ lnmÃil

. . . . . . . . . . . .

+ 1
2χ

(
δlm∂iχ+ δli∂mχ− γ̃imγ̃lk∂kχ

) Ãln
χ

+ 1
2χ

(
δlm∂nχ+ δln∂mχ
:::::::::::::::::

− γ̃nmγ̃lk∂kχ
)
Ãil
χ

]

= γ̃mnD̃mÃin. . . . . . . . . . . . + γ̃mn

2χ
(
Ãmn∂iχ+ Ãin∂mχ

)
− 1

2χ
(
δniγ̃

lk∂kχÃln + 3γ̃lk∂kχÃil
)

= γ̃mnD̃mÃin + 1
2χ

(
0 + Ãi

m∂mχ− Ãki∂kχ− 3Ãik∂kχ
)
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= γ̃mnD̃mÃin −
3
2Ãi

m∂mχ

χ
. (G.59)

It follows that

DmKi
m = γmnDmKin = γmn

(
DmAin + 1

3γinDmK
)

= γmnDmAin + 1
3DiK , (G.60)

and therefore

Mi = DiK −DmKi
m + 8πji = 2

3 DiK︸ ︷︷ ︸
=∂iK

−γ̃mnD̃mÃin + 3
2Ãi

m∂mχ

χ
+ 8πji = 0 . (G.61)

(3) Next, we consider the evolution equation (G.51) for the conformal factor χ. Using
Eq. (G.30) for the spatial metric γij together with chain rule and the definition of χ
gives us

∂iχ = ∂iγ
−1/3 = −1

3γ
−4/3∂iγ = −1

3γ
−4/3γγmn∂iγmn = −1

3χγ
mn∂iγmn , (G.62)

and likewise for ∂tγ. We then multiply Eq. (F.98) with γij and obtain

− 3
χ
∂tχ = − 3

χ
βm∂mχ+ 2∂mβm − 2αK

⇒ ∂tχ = βm∂mχ−
2
3χ∂mβ

m + 2
3αχK . (G.63)

(4) The evolution equation (G.52) for γ̃ij also follows from Eq. (F.98). Chain rule gives us for
γij = γ̃ij/χ

∂γij = 1
χ
∂γ̃ij −

γ̃ij
χ2 ∂χ ,

so that Eq. (F.98) becomes

∂tγ̃ij = βm∂mγ̃ij + γ̃ij
χ

(∂tχ− βm∂mχ) + 2γ̃m(i∂j)β
m − 2αχ 1

χ

(
Ãij + 1

3 γ̃ijK
)

(G.63)= βm∂mγ̃ij + γ̃ij
χ

(2
3αχK::::::

− 2
3χ∂mβ

m
)

+ 2γ̃m(i∂j)β
m − 2αÃij−

2
3 γ̃ijαK:::::::::

= βm∂mγ̃ij + 2γ̃m(i∂j)β
m − 2

3 γ̃ij∂mβ
m − 2αÃij . (G.64)

(5) For the trace of the extrinsic curvature, we will use the relations (G.40),

∂γij = −γimγjn∂γmn , ∂γij = −γimγjn∂γmn ,
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which gives us

∂tK = ∂t(γijKij) = γij∂tKij+Kij∂tγ
ij = γij∂tKij−Kijγ

imγjn∂tγmn = γij∂tKij−Kij∂tγij .

Together with Eqs. (F.98) and (F.99) we obtain

∂tK = γijβm∂mKij + 2γijKm(i∂j)β
m − γijDiDjα + α(R+K2−2KmnKmn::::::::::::

)

−3αΛ− 8πα
[
S − 3

2(S − ρ)
]
−Kij

[
βm∂mγij + 2γm(i∂j)β

m−2αKij
::::::::

]

= βmγij∂mKij − βmKij
(
−γikγjl∂mγkl

)
+ α(R+K2)− 3αΛ + 4πα(S − 3ρ)

−γijDiDjα + γijKmi∂jβ
m

::::::::::::
+ γijKmj∂iβ

m

::::::::::::
−Kijγmi∂jβ

m

::::::::::::
−Kijγmj∂iβ

m

::::::::::::

= βmγij∂mKij + βmKij∂mγ
ij + α(R+K2)− 3αΛ + 4πα(S − 3ρ)− γmnDmDnα

= βm∂mK + α(R+K2)− 3αΛ + 4πα(S − 3ρ)− χγ̃mnDmDnα . (G.65)

Next, we subtract α times the Hamiltonian constraint (G.49),

H = R+ 2
3K

2 − ÃmnÃmn − 2Λ− 16πρ ,

which is zero. Note that this addition changes the principal part of the PDE system
and also also enables us to feed back any constraint violations (which are inevitable in a
numerical implementation) into the evolution of the variables. Done the “right” way, this
may damp constraint violations and also facilitate the propagation of constraint violating
modes off the computational domain. In practice, finding the right way often involves
some trial and error. For our equation we obtain

∂tK = βm∂mK − χγ̃mnDmDnα + α
[
ÃmnÃmn + 1

3K
2 − Λ + 4π(S + ρ)

]
. (G.66)

(6) For the traceless extrinsic curvature,

Ãij = χKij −
1
3 γ̃ijK , (G.67)

we note that for a derivative operator ∂,

∂Ãij = Kij∂χ+ χ∂Kij −
1
3K∂γ̃ij −

1
3 γ̃ij∂K . (G.68)

Applying this for the time derivative, we can insert using Eq. (G.51) for ∂tχ, Eq. (F.99)
for ∂tKij and Eq. (G.52) for ∂tγ̃ij. For ∂tK, however, it turns out more convenient to use
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the intermediate result (G.65) without subtraction of the Hamiltonian constraint. The
rest is lengthy but straightforward algebra leading to

∂tÃij = Kij

{
βm∂mχ−

2
3χ∂mβ

m + 2
3αχK

}
+ χ

{
βm∂mKij + 2Km(i∂j)β

m −DiDjα

+α (Rij +KKij − 2KimK
m
j)−αΛγij. . . . . . . . − 8πα

[
Sij −

1
2γij(S − ρ)

] }

−1
3K

{
βm∂mγ̃ij + 2γ̃m(i∂j)β

m − 2
3 γ̃ij∂mβ

m − 2αÃij
}

−1
3 γ̃ij

{
βm∂mK − χγ̃mnDmDnα + α

[
R+K2−3Λ.. . . . + 4π(S − 3ρ)

]}

= βm
{
Kij∂mχ+ χ∂mKij −

1
3K∂mγ̃ij −

1
3 γ̃ij∂mK

}
+ ∂mβ

m
{
−2

3χKij + 2
9Kγ̃ij

}

−χ
{
DiDjα−

1
3 γ̃ij γ̃

mnDmDnα
}

+ α
{
χRij −

1
3 γ̃ijR

}

+2χ
[
Km(i∂j) −

1
3Kγm(i∂j)

]
βm + 4πχα

{
−2Sij + γij(S − ρ)− 1

3γij(S − 3ρ)
}

+2
3αχKKij + χαKKij − 2χαKimK

m
j + 2

3KαÃij −
1
3 γ̃ijαK

2

= βm∂mÃij −
2
3χ

(
Kij −

1
3γijK

)
∂mβ

m − χ(DiDjα)TF + αχRTF
ij + 2Ãm(i∂j)β

m

+4πχα
(
−2Sij + 2

3γijS + 0
)

+ 5
3αχKKij − 2αχKimK

m
j + 2

3αKÃij −
1
3 γ̃ijαK

2︸ ︷︷ ︸
=..Xij

,

where ‘TF’ denotes the tracefree part. The last four terms simplify to

Xij = 5
3αK

(
Ãij + 1

3 γ̃ijK
)
− 2α

(
Ãim + 1

3 γ̃imK
)(

Ãmj + 1
3δ

m
jK
)

+ 2
3αKÃij −

1
3 γ̃ijαK

2

= 5
3αKÃij + 5

9αγ̃ijK
2

::::::::

− 2αÃimÃmj −
4
3αÃijK−

2
9 γ̃ijK

2

:::::::::

+ 2
3αKÃij−

1
3 γ̃ijαK

2

::::::::::

= αKÃij − 2αÃimÃmj ,

so that

∂tÃij = βm∂mÃij + 2Ãm(i∂j)β
m − 2

3Ãij∂mβ
m + χ [αRij −DiDjα− 8πSij]TF

+αKÃij − 2αÃimÃmj . (G.69)
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(7) The evolution equation for Γ̃ i is the lengthiest derivation and requires the auxiliary re-
lations (G.40), (G.41) as well as ∂iγ̃ = γ̃mn∂iγ̃mn = 0. Our strategy is to start with
(G.41),

Γ̃ i = γ̃mnγ̃il∂mγ̃nl

⇒ ∂tΓ̃
i = γ̃il∂mγ̃nl∂tγ̃

mn + γ̃mn∂mγ̃nl∂tγ̃
il + γ̃mnγ̃il∂m(∂tγ̃nl) (G.70)

⇒ ∂tΓ̃
i = −γ̃il∂mγ̃nlγ̃mj γ̃nk∂tγ̃jk − γ̃mn∂mγ̃nlγ̃ij γ̃kl∂tγ̃jk

+ γ̃mnγ̃il∂m

[
βk∂kγ̃nl + 2γ̃k(n∂l)β

k − 2
3 γ̃nl∂kβ

k − 2αÃnl
]
, (G.71)

where in the last line, we have substituted for ∂tγ̃nl using the evolution equation (G.52).
We will likewise substitute for the other time derivatives of the metric. Note, however,
that Eq. (G.70) also holds for spatial derivatives ∂k and we will use the reverse relation to
reconstruct ∂kΓ̃ i terms from the spatial derivatives of the metric. In this process, we will
mark terms by underlining in different styles to better follow how they are combined or
cancel. We then obtain

∂tΓ̃
i = −γ̃il∂mγ̃nlγ̃mj γ̃nk

[
βr∂rγ̃jk + 2γ̃r(j∂k)β

r

::::::::::
−2

3 γ̃jk∂rβ
r − 2αÃjk

]

−γ̃mn∂mγ̃nlγ̃ij γ̃kl
[
βr∂rγ̃jk + 2γ̃r(j∂k)β

r

::::::::::
−2

3 γ̃jk∂rβ
r − 2αÃjk

]

+γ̃mnγ̃il
[
βk∂m(∂kγ̃nl) + ∂kγ̃nl∂mβ

k
::::::::::

]

+γ̃mnγ̃il∂m
[
γ̃kn∂lβ

k
:::::::

+ γ̃kl∂nβ
k

:::::::
−2

3 γ̃nl∂kβ
k − 2αÃnl

]

= γ̃il∂mγ̃nlβ
r∂rγ̃

mn + γ̃mn∂mγ̃nlβ
r∂rγ̃

il + γ̃mnγ̃ilβk∂m∂kγ̃nl

+∂rβr
(

2
3 γ̃

il∂mγ̃nlγ̃
mn + 2

3 γ̃
mn∂mγ̃nlγ̃

il − 2
3 γ̃

mnγ̃il∂mγ̃nl

)
−2

3 γ̃
mnγ̃ilγ̃nl∂m∂kβ

k

. . . . . . . . . . . . . . . . . . . . . . .

+∂mγ̃ikγ̃mj(γ̃rj∂kβr
:::::::

+ γ̃rk∂jβ
r

:::::::
)− Γ̃ kγ̃ij(γ̃rj∂kβr + γ̃rk∂jβ

r

::::::::::::::::::

)− ∂kγ̃mi∂mβk

+γ̃mnγ̃il
[
∂mγ̃kn∂lβ

k
::::::::::

+ γ̃kn∂m∂lβ
k

. . . . . . . . . . . + ∂mγ̃kl∂nβ
k

::::::::::
+ γ̃kl∂m∂nβ

k
. . . . . . . . . . .

]

+2αγ̃il∂mγ̃nlÃmn + 2αγ̃mn∂mγ̃nlÃil − 2γ̃mnγ̃il
[
Ãnl∂mα + α∂mÃnl

]
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= βr∂rΓ̃
i + 2

3∂rβ
rΓ̃ i−2

3 γ̃
mi∂m∂kβ

k

. . . . . . . . . . . . . . . .
+ γ̃il∂k∂lβ

k
. . . . . . . . . . + γ̃mn∂m∂nβ

i
. . . . . . . . . . . . + ∂mγ̃

ik∂kβ
m

:::::::::::

+γ̃mj∂mγ̃ikγ̃rk∂jβr
:::::::::::::::::

−Γ̃ k∂kβi − Γ̃ kγ̃ij γ̃rk∂jβ
r

::::::::::::::::::::::::

+ γ̃mnγ̃il∂mγ̃kn∂lβ
k

:::::::::::::::::
+ γ̃mnγ̃il∂mγ̃kl∂nβ

k
:::::::::::::::::

−∂kγ̃mi∂mβk + 2α
[
γ̃il∂mγ̃nlÃ

mn + γ̃mn∂mγ̃nlÃ
il − Ãim∂mα

α
− γ̃mnγ̃il∂mÃnl

]

= βm∂mΓ̃
i + 2

3∂mβ
mΓ̃ i + 1

3 γ̃
il∂k∂lβ

k + γ̃mn∂m∂nβ
i − Γ̃ k∂kβ

i − γ̃mj γ̃ilγ̃kn∂mγ̃lnγ̃rk∂jβr

−γ̃mnγ̃kl∂mγ̃nlγ̃ij γ̃rk∂jβr + γ̃mnγ̃il∂mγ̃kn∂lβ
k + γ̃mnγ̃il∂mγ̃kl∂nβ

k − 2Ãim∂mα

−2α
[
γ̃mnγ̃il∂mÃnl − γ̃il∂mγ̃nlÃmn − γ̃mn∂mγ̃nlÃil

]

= βm∂mΓ̃
i + 2

3 Γ̃
i∂mβ

m + 1
3 γ̃

im∂m∂nβ
n + γ̃mn∂m∂nβ

i − Γ̃m∂mβ
i − 2Ãim∂mα

−γ̃mj γ̃il∂mγ̃ln∂jβn−γ̃mnγ̃ij∂mγ̃nl∂jβl + γ̃mnγ̃il∂mγ̃kn∂lβ
k + γ̃mnγ̃il∂mγ̃kl∂nβ

k

−2α
[
γ̃mnγ̃il∂mÃnl − γ̃il∂mγ̃nlÃmn − γ̃mn∂mγ̃nlÃil

]
. (G.72)

The last line can be written as a covariant derivative (here we need γ̃mn∂iγ̃mn = 0),

D̃mÃnl = ∂mÃnl − Γ̃ rnmÃrl − Γ̃ rlmÃnr

= ∂mÃnl −
1
2 γ̃

rk(∂nγ̃mk + ∂mγ̃kn − ∂kγ̃nm)Ãrl −
1
2 γ̃

rk(∂lγ̃mk + ∂mγ̃kl − ∂kγ̃lm)Ãnr

⇒ γ̃mnγ̃ilD̃mÃnl = γ̃mnγ̃il∂mÃnl −
1
2 γ̃

mn(∂nγ̃mk + ∂mγ̃kn − ∂kγ̃nm)Ãki

− 1
2 γ̃

il(∂lγ̃mk + ∂mγ̃kl − ∂kγ̃lm)Ãmk

= γ̃mnγ̃il∂mÃnl − γ̃mn∂mγ̃nkÃki + 0− 1
2 γ̃

il(∂lγ̃mk)Ãmk

= γ̃mnγ̃il∂mÃnl − γ̃mn∂mγ̃nkÃki −
1
2 γ̃

il(∂lγ̃mk − ∂mγ̃kl − ∂kγ̃lm)Ãmk − γ̃il∂mγ̃klÃmk

= γ̃mnγ̃il∂mÃnl − γ̃mn∂mγ̃nkÃki + Γ̃ imkÃ
mk − γ̃il∂mγ̃klÃmk

⇒ γ̃mnγ̃il∂mÃnl − γ̃mn∂mγ̃nkÃki − γ̃il∂mγ̃klÃmk = γ̃mnγ̃ilD̃mÃnl − Γ̃ imnÃ
mn .

The left-hand side equals the terms in brackets on the last line of Eq. (G.72) which we
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can therefore substitute,

∂tΓ̃
i = βm∂mΓ̃

i + 2
3 Γ̃

i∂mβ
m + 1

3 γ̃
im∂m∂nβ

n + γ̃mn∂m∂nβ
i − Γ̃m∂mβ

i − 2Ãim∂mα

−2αγ̃mnγ̃ilD̃mÃnl + 2αΓ imnÃmn . (G.73)

For the final version, we use the momentum constraint (G.50) in the form,

γ̃ilγ̃mnD̃mÃnl = 2
3 γ̃

il∂lK + 3
2Ã

im∂mχ

χ
+ 8πγ̃imjm , (G.74)

and subtract σGi, so that

∂tΓ̃
i = βm∂mΓ̃

i − Γ̃m∂mβ
i + 2

3 Γ̃
i∂mβ

m + 1
3 γ̃

im∂m∂nβ
n + γ̃mn∂m∂nβ

i + 2αΓ̃ imnÃmn

−2Ãim∂mα−
4
3αγ̃

il∂lK − 3αÃim∂mχ
χ
− 16παγ̃imjm − σGi . (G.75)

We are not quite done yet; the BSSNOK equations (G.49)-(G.55) contain some auxiliary ex-
pressions that we still need to express appropriately in terms of the fundamental variables.

Proposition: The spatial Riemann tensor and second derivative of the lapse function are
given by

Rij = R̃ij + R̃χ
ij , (G.76)

R̃ij = −1
2 γ̃

mn∂m∂nγ̃ij + γ̃m(i∂j)Γ̃
m + Γ̃mΓ̃(ij)m + γ̃mnΓ̃ kimΓ̃kjn + 2γ̃mnΓ̃ km(iΓ̃j)kn ,

Rχ
ij = 1

2χ
(
D̃iD̃jχ+ γ̃ij γ̃

mnD̃mD̃nχ
)
− 1

4χ2 (∂iχ∂jχ+ 3γ̃ij γ̃mn∂mχ∂nχ) ,

DiDjα = D̃iD̃jα + 1
χ
∂(iα∂j)χ−

1
2χγ̃ij γ̃

mn∂mχ∂nα . (G.77)

Proof. We start with the Ricci tensor. Writing Eq. (G.38) in the form

Γ ijk = Γ̃ ijk − f ijk with f ijk = 1
2χ

(
δik∂jχ+ δij∂kχ− γ̃jkγ̃im∂mχ

)
,

and recalling that Γ̃mim = 0 by Eq. (G.42), we can write

Rij = Rm
imj = ∂mΓ

m
ij − ∂jΓmim + ΓnijΓ

m
nm − ΓnimΓ

m
nj
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= ∂mΓ̃
m
ij − ∂mfmij − ∂jfmim − Γ̃nijf

m
nm + fnijf

m
nm − Γ̃nimΓ̃

m
nj + fnimΓ̃

m
nj + Γ̃nimf

m
nj − fnimfmnj

=.. R̃ij +Rχ
ij , (G.78)

with

R̃ij = ∂kΓ̃
k
ij − Γ̃nimΓ̃

m
nj (G.79)

Rχ
ij = −∂mfmij − ∂jfmim − Γ̃nijf

m
nm + fnijf

m
nm + fnimΓ̃

m
nj + Γ̃nimf

m
nj − fnimfmnj . (G.80)

The conformal Ricci tensor is a good deal harder to rewrite than the two innocent terms might
suggest. Recalling Eq. (G.41), we write

γ̃mi∂j Γ̃
m = γ̃mi∂j

(
γ̃msγ̃kl∂kγ̃ls

)
γ̃miγ̃

kl∂j γ̃
ms∂kγ̃ls + ∂j γ̃

kl∂kγ̃li + γ̃kl∂j∂kγ̃li

⇒ γ̃km∂k∂j γ̃mi = γ̃mi∂jΓ̃m − γ̃miγ̃kl∂j γ̃ms∂kγ̃ls − ∂j γ̃kl∂kγ̃li (G.81)

Defining the Christoffel symbols of the first kind by

Γ̃mij = γ̃mnΓ̃
n
ij = 1

2 (∂iγ̃jm + ∂j γ̃mi − ∂mγ̃ij) (G.82)

we obtain

R̃ij = ∂k
(
γ̃kmΓ̃mij

)
− Γ̃nimΓ̃

m
nj = (∂kγ̃km)Γ̃mij + γ̃km∂kΓ̃mij − Γ̃nimΓ̃

m
nj

= ∂kγ̃
km Γ̃mij + 1

2 γ̃
km (−∂k∂mγ̃ij + ∂k∂j γ̃mi + ∂k∂iγ̃jm)− Γ̃mikΓ̃

k
mj

(G.81)= ∂kγ̃
km Γ̃mij −

1
2 γ̃

km∂k∂mγ̃ij + 1
2 γ̃mi∂j Γ̃

m − 1
2 γ̃miγ̃

kl∂j γ̃
ms∂kγ̃ls −

1
2∂j γ̃

kl∂kγ̃li

+1
2 γ̃mj∂iΓ̃

m − 1
2 γ̃mj γ̃

kl∂iγ̃
ms∂kγ̃ls −

1
2∂iγ̃

kl∂kγ̃lj − γ̃mnγ̃klΓ̃nikΓ̃lmj (G.83)

Next, we use

− γ̃kl∂iγ̃ms∂kγ̃ls = γ̃klγ̃mnγ̃sr∂iγ̃nr ∂kγ̃ls = γ̃mn∂iγ̃nr(−∂kγ̃kr)
(G.40)= γ̃mnΓ̃ r∂iγ̃nr ,

so that

R̃ij = −1
2 γ̃

km∂k∂mγ̃ij + γ̃m(i∂j)Γ̃
m + ∂kγ̃

kmΓ̃mij + 1
2 γ̃miγ̃

mnΓ̃ r∂j γ̃nr −
1
2∂j γ̃

kl∂kγ̃li

+1
2 γ̃mj γ̃

mnΓ̃ r∂iγ̃nr −
1
2∂iγ̃

kl∂kγ̃lj − γ̃mnγ̃klΓ̃nikΓ̃lmj . (G.84)
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We now notice that

Γ̃(ij)m = 1
4
(
∂j γ̃mi + ∂mγ̃ij−∂iγ̃jm+∂iγ̃mj + ∂mγ̃ji−∂j γ̃im

)
= 1

2∂mγ̃ij , (G.85)

∂kγ̃
kmΓ̃mij = −Γ̃m1

2 (−∂mγ̃ij + ∂iγ̃jm + ∂j γ̃mi) , (G.86)

which gives us

R̃ij = −1
2 γ̃

km∂k∂mγ̃ij + γ̃m(i∂j)Γ̃
m + 1

2 Γ̃
m ∂mγ̃ij︸ ︷︷ ︸

=2Γ̃(ij)m

−1
2 Γ̃

m∂iγ̃jm
:::::::::::

−1
2 Γ̃

m∂j γ̃mi + 1
2 Γ̃

r∂j γ̃ir

−1
2∂j γ̃

kl∂kγ̃li + 1
2 Γ̃

r∂iγ̃jr
::::::::

− 1
2∂iγ̃

kl∂kγ̃lj − γ̃mnγ̃klΓ̃nikΓ̃lmj (G.87)

From Eq. (G.85), we conclude

Γ̃lmj + Γ̃mlj = ∂j γ̃lm

⇒ −γ̃mnγ̃klΓ̃nikΓ̃lmj = γ̃mnγ̃klΓ̃nik(Γ̃mlj − ∂j γ̃lm) = γ̃klΓ̃mikΓ̃mlj + Γ̃nik∂j γ̃
nk , (G.88)

so that

R̃ij = −1
2 γ̃

km∂k∂mγ̃ij + γ̃m(i∂j)Γ̃
m+ Γ̃mΓ̃(ij)m−

1
2∂j γ̃

kl∂kγ̃li−
1
2∂iγ̃

kl∂kγ̃lj + γ̃klΓ̃mikΓ̃mlj + Γ̃nik∂j γ̃
nk .

The 1st, 3rd and 4th term from the back still need some manipulation. We achieve this by
considering

γ̃mnΓ̃ kmiΓ̃jkn = 1
4 γ̃

mnγ̃kr (∂mγ̃ir + ∂iγ̃rm − ∂rγ̃mi) (∂kγ̃nj + ∂nγ̃jk − ∂j γ̃kn)

= 1
4 γ̃

mnγ̃kr
(
∂rγ̃mi∂j γ̃kn−∂rγ̃mi∂kγ̃nj−∂rγ̃mi∂nγ̃jk − ∂mγ̃ir∂j γ̃kn + ∂mγ̃ir∂kγ̃nj

+ ∂mγ̃ir∂nγ̃jk − ∂iγ̃rm∂j γ̃kn + ∂iγ̃rm∂kγ̃nj + ∂iγ̃rm∂nγ̃jk
)

⇒ 2γ̃mnΓ̃ km(iΓ̃j)kn = 1
4 γ̃

mnγ̃kr
(
∂rγ̃mi∂j γ̃kn−∂mγ̃ir∂j γ̃kn. . . . . . . . . . . . . .−∂iγ̃rm∂j γ̃kn + ∂iγ̃rm∂kγ̃nj

::::::::::
+ ∂iγ̃rm∂nγ̃jk

+ ∂rγ̃mj∂iγ̃kn
::::::::::

−∂mγ̃jr∂iγ̃kn−∂j γ̃rm∂iγ̃kn + ∂j γ̃rm∂kγ̃ni + ∂j γ̃rm∂nγ̃ik. . . . . . . . . . . .
)
,

where both the dashed and dotted pairs cancel while the other pairs contain duplicate terms
and thus lead to factors of 2. We compare this with

Γ̃nik∂j γ̃
nk − 1

2∂j γ̃
kl∂kγ̃il −

1
2∂iγ̃

kl∂kγ̃lj
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= −1
2
(
∂iγ̃kn +∂kγ̃ni − ∂nγ̃ik︸ ︷︷ ︸

→0

)
γ̃nrγ̃ks∂j γ̃rs + 1

2 γ̃
krγ̃ls∂j γ̃rs∂kγ̃il + 1

2 γ̃
krγ̃ls∂iγ̃rs∂kγ̃lj

:::::::::::::::::

= 2γ̃mnΓ̃ km(iΓ̃j)kn , (G.89)

where in the second line, we have marked the terms with the same linestyles as the non-vanishing
pairs in the previous result. This allows us to replace the 1st, 3rd and 4th term in the above
result for Rij,

R̃ij = −1
2 γ̃

km∂k∂mγ̃ij + γ̃m(i∂j)Γ̃
m + Γ̃mΓ̃ (ij)m + γ̃klΓ̃mikΓ̃mjl︸ ︷︷ ︸

=γ̃mnΓ̃kimΓ̃ kjn

+2γ̃mnΓ̃ km(iΓ̃ j)kn . (G.90)

Note that second derivatives of the metric γ̃ij now appear only in the first term and in the form
of the spatial part of the wave operator. This rearrangement of second derivatives through
the introduction of the auxiliary variable Γ̃ i is an important ingredient for the success of the
BSSNOK formulation.

Next, we consider the χ contribution to the Ricci tensor. We start with Eq. (G.80),

Rχ
ij = −∂mfmij + ∂jf

m
im − Γ̃nijf

m
nm + fnijf

m
nm + fnimΓ̃

m
nj + Γ̃nimf

m
nj − fnimfmnj ,

f ijk = 1
2χ

(
δik∂jχ+ δij∂kχ− γ̃jkγ̃im∂mχ

)
,

⇒ fkjk = 1
2χ3∂jχ = 3

2
∂jχ

χ
.

Plugging the f terms into Rχ
ij gives a lengthy but straightforward expression,

Rχ
ij = −∂m

{
1

2χ (δmj∂iχ+ δmi∂jχ− γ̃ij γ̃mn∂nχ)
}

+ 3
2∂j

{
∂iχ

χ

}
− Γ̃nij

3
2
∂nχ

χ

+ 1
2χ (δnj∂iχ+ δni∂jχ− γ̃ij γ̃mn∂mχ) 3

2
∂nχ

χ
+ 1

2χ
(
δnm∂iχ+ δni∂mχ− γ̃imγ̃nk∂kχ

)
Γ̃mnj

+Γ̃nim
1

2χ
(
δmj∂nχ+ δmn∂jχ− γ̃nj γ̃mk∂kχ

)

− 1
4χ2

(
δnm∂iχ+ δni∂mχ− γ̃imγ̃nk∂kχ

) (
δmj∂nχ+ δmn∂jχ− γ̃nj γ̃ml∂lχ

)

= 1
2χ

(
−∂j∂iχ−∂i∂jχ+ ∂mγ̃ij γ̃

mn∂nχ+ γ̃ij∂mγ̃
mn∂nχ+ γ̃ij γ̃

mn∂m∂nχ. . . . . . . . . . . . . . .

)

+∂jχ∂iχ2χ2 +∂iχ∂jχ2χ2 −γ̃ij γ̃
mn∂mχ∂nχ

2χ2. . . . . . . . . . . . . . . . . . .
+ 3

2
∂j∂iχ

χ
−3

2
∂jχ∂iχ

χ2 −3
2 Γ̃

n
ij

∂nχ

χ
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+ 3
4χ2

{
∂jχ∂iχ+∂iχ∂jχ−γ̃ij γ̃mn∂mχ∂nχ. . . . . . . . . . . . . . . . . .

}
+ 1

2χ Γ̃mmj︸︷︷︸
=0

∂iχ+ 1
2χ Γ̃

m
ij∂mχ−

γ̃imγ̃
nk

2χ Γ̃mnj∂kχ

+ 1
2χ Γ̃

n
ij∂nχ+ Γ̃nin︸︷︷︸

=0

1
2χ∂jχ−

1
2χγ̃nj γ̃

mkΓ̃nim∂kχ−
1

4χ2

{
∂iχ∂jχ+3∂iχ∂jχ−∂iχ∂jχ

::::::::

+∂iχ∂jχ
::::::::

+ ∂iχ∂jχ−γ̃ij γ̃ml∂mχ∂lχ. . . . . . . . . . . . . . . . .−γ̃ij γ̃
nk∂nχ∂kχ. . . . . . . . . . . . . . . . .−∂iχ∂jχ::::::::

+∂iχ∂jχ
::::::::

}

= ∂i∂jχ

χ

{
−1

2 −
1
2 + 3

2

}
+ ∂iχ∂jχ

χ2

{1
2 + 1

2 −
3
2 + 3

2 −
5
4

}
+ 1
χ
γ̃ij γ̃

mn∂m∂nχ
{1

2

}

+ 1
χ2 γ̃ij γ̃

mn∂mχ∂nχ
{
−1

2 −
3
4 + 1

2

}
+ 1

2χ∂mγ̃ij γ̃
mn∂nχ+ 1

2χγ̃ij∂mγ̃
mn∂nχ

+ 1
χ
Γ̃mij∂mχ

{
−3

2 + 1
2 + 1

2

}
+ 1

2χ
(
−γ̃imγ̃nkΓ̃mnj∂kχ− γ̃nj γ̃mkΓ̃nim∂kχ

)

= ∂i∂jχ

2χ − ∂iχ∂jχ

4χ2 + 1
2χγ̃ij γ̃

mn∂m∂nχ−
3
4 γ̃ij γ̃

mn∂mχ∂nχ

χ2 + ∂kχ

2χ
(
∂mγ̃ij γ̃

mk + γ̃ij∂mγ̃
mk
)

− 1
2χ Γ̃

m
ij∂mχ−

1
2χ

(
Γ̃inj γ̃

nk + Γ̃jimγ̃
mk
)
∂kχ . (G.91)

The terms underlined in the last expression simplify according to

∂mγ̃ij γ̃
mk

. . . . . . . . . . + γ̃ij∂mγ̃
mk − 1

2
(
∂nγ̃ji. . . . . + ∂j γ̃in

:::::
−∂iγ̃nj

)
γ̃nk − 1

2
(
∂iγ̃mj + ∂mγ̃ji. . . . . .−∂j γ̃im:::::::

)
γ̃mk

= γ̃ij∂mγ̃
mk , (G.92)

so that

Rχ
ij = −1

4χ2 (∂iχ∂jχ+ 3γ̃ij γ̃mn∂mχ∂nχ) + 1
2χ
(
∂i∂jχ− Γ̃mij∂mχ︸ ︷︷ ︸

=D̃iD̃jχ

+γ̃ij γ̃mn∂m∂nχ+ γ̃ij∂mγ̃
mk∂kχ

)
.

Again, we have underlined terms which we can simplify, this time writing the trace of the
second covariant derivative of χ as
1

2χγ̃ij γ̃
mnD̃mD̃nχ = 1

2χγ̃ij γ̃
mn
(
∂m∂nχ− Γ̃ lnm∂lχ

)

= 1
2χγ̃ij γ̃

mn
[
∂m∂nχ−

1
2 γ̃

lk
(
∂nγ̃mk + ∂mγ̃kn − ∂kγ̃mn︸ ︷︷ ︸

→0

)
∂lχ

]

= 1
2χ

[
γ̃ij γ̃

mn∂m∂nχ− γ̃ij γ̃mnγ̃lk∂mγ̃nk∂lχ
]

= 1
2χ

[
γ̃ij γ̃

mn∂m∂nχ+ γ̃ij∂mγ̃
ml∂lχ

]
,
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which gives the final version

Rχ
ij = −1

4χ2 (∂iχ∂jχ+ 3γ̃ij γ̃mn∂mχ∂nχ) + 1
2χ
(
D̃iD̃jχ+ γ̃ij γ̃

mnD̃mD̃nχ
)
.

That leaves us with the second covariant derivative of the lapse which, fortunately, is much
easier. We merely need Eq. (G.38) for the Christoffel symbols, whence

DiDjα = ∂i∂jα− Γ̃mji∂mα = D̃iD̃jα + 1
2χ (δmi∂jχ+ δmj∂iχ− γ̃jiγ̃mn∂nχ) ∂mα

= D̃iD̃jα + 1
2χ (∂iα∂jχ+ ∂jα∂iχ− γ̃ij γ̃mn∂nχ∂mα)

= D̃iD̃jα + 1
χ
∂(iα∂j)χ−

1
2χγ̃ij γ̃

mn∂mχ∂nα . (G.93)

With the BSSNOK system, we now have a viable set of PDEs that enables us to evolve the
Einstein equations in time. But there remain two ingredients for a time evolution that we still
need to address, initial data and how to specify the gauge variables α and βi which, we recall,
are not determined by the Einstein equations.
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H Gauge and initial data

H.1 Initial data
As with so many other topic of our notes, we could again devote an entire lecture course to
the construction of initial data. For the sake of brevity, our discussion will focus on the basic
methodology and discuss the arguably most important case of black-hole binaries. Readers can
find more details in Cook’s Living Review article [42].

The calculation of initial data faces two main challenges, (i) solving the constraint equations
and (ii) obtaining data that represent a snapshot of the physical system under consideration.
For analytically known spacetimes, such as Schwarzschild or Kerr, obtaining initial data is
straightforward. The evolution of these data also serves important purposes for code testing
and calibration, but the central goal of numerical relativity is the simulation of spacetimes that
cannot be modelled with analytical means. The calculation of initial data for such spacetimes
often also involves numerical methods, but are still aided by analytic solutions which can be
used to construct initial guesses for the elliptic solvers.

The constraint equations we aim to solve are the Hamiltonian and momentum constraints
(F.96) and (F.97) which we repeat here for convenience,

H = R+K2 −KmnK
mn − 2Λ− 16πρ ,

Mi = DiK −DmK
m
i + 8πji = 0 ⇔ Mi = Dm(γmiK −Kmi) + 8πji = 0 .

In a sense that we will make clearer below, one often interprets the Hamiltonian constraint as
one constraint on the spatial metric γij and the momentum constraints as three constraints on
the extrinsic curvature Kij, leaving us with 5 independent components γij and 3 Kij. Given
that GR has 2 degrees of freedom, we would only expect 2 independent components each
for γij and Kij. This discrepancy is explained by the coordinate freedom of GR; lapse α
and shift βi determine how coordinates evolve in time, but we still have freedom in choosing
the initial coordinates. Indeed, the spatial metric γij is fully covariant in the three spatial
dimensions, so that we have three spatial coordinates to specify on the initial hypersurface.
Likewise, we determine the embedding of the initial hypersurface through specification of the
time coordinate. Taking these into account, we end up with the expected two physical degrees
of freedom for γij and Kij.

H.1.1 Conformal transformations

The central goal of this section is to formulate the constraints as an elliptic system of PDEs
suitable for numerical algorithms. As it turns out, this is most conveniently achieved in terms
of a conformal transformation similar, but not identical, to that we have encountered in our
discussion of the BSSNOK formulation in Sec. G.3. In preparation for this calculation, we
recapitulate the changes of the main curvature variables under conformal transformation.
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Def. : Let M be an n-dimensional manifold with metric γ. A conformal transformation of
the metric is given by the multiplication with a scalar function,

γ̄ij = e2ϕγij ⇔ γij = e−2ϕγ̄ij . (H.1)

Note that in this subsection, i and j run from 1 to n as we are discussing conformal trans-
formations of metrics in n dimensions. Furthermore, we do not impose any condition on det γ̄ij
here, unlike we did for the conformal metric in the BSSNOK formulation.

Proposition: The Christoffel symbols and curvature tensors associated with the two metrics
γ̄ij = e2ϕγij in n dimensions are related by

Γ ijk = Γ̄ ijk −
(
δij∂kϕ+ δik∂jϕ− γ̄jkγ̄im︸ ︷︷ ︸

=γjkγim

∂mϕ .
)

(H.2)

e2ϕRijkl = R̄ijkl + γ̄ikXjl − γ̄ilXjk + γ̄jlXik − γ̄jkXil (H.3)

with Xjl = Xlj = D̄jD̄lϕ+ ∂jϕ∂lϕ−
1
2 γ̄jl(γ̄

mn∂mϕ∂nϕ)

= DjDlϕ− ∂jϕ∂lϕ+ 1
2 γ̄jl(γ̄

mn∂mϕ∂nϕ)

Rij = R̄ij + (n− 2)
(
D̄iD̄jϕ+ ∂iϕ∂jϕ

)
+ γ̄ij γ̄

mn
[
D̄mD̄nϕ− (n− 2)∂mϕ∂nϕ

]
= R̄ij + (n− 2)

(
DiDjϕ− ∂iϕ∂jϕ

)
+ γijγ

mn
[
DmDnϕ+ (n− 2)∂mϕ∂nϕ

]
.

(H.4)

R = e2ϕ
{
R̄+ (n− 1)γ̄mn

[
2D̄mD̄nϕ− (n− 2)∂mϕ∂nϕ

]}
= e2ϕR̄+ (n− 1)γmn [2DmDnϕ+ (n− 2)∂mϕ∂nϕ] . (H.5)

Proof. (1) We start with the Christoffel symbols,

Γ ijk = 1
2γ

im (∂jγkm + ∂kγmj − ∂mγjk)

= 1
2e

2ϕγ̄im
[
∂j
(
γ̄kme

−2ϕ
)

+ ∂k
(
γ̄mje

−2ϕ
)
− ∂m

(
γ̄jke

−2ϕ
)]

= Γ̄ ijk −
(
δik∂jϕ+ δij∂kϕ− γ̄jkγ̄im∂mϕ

)
(H.6)

(2) The relation for the Riemann tensor is good deal harder to obtain. Writing

f ijl = δij∂lϕ+ δil∂jϕ− γ̄jlγ̄im∂mϕ ⇒ Γ ijl = Γ̄ ijl − f ijl , (H.7)
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⇒ ∂kf
i
jl = δij∂k∂lϕ+ δil∂k∂jϕ− γ̄jlγ̄im∂k∂mϕ− ∂kγ̄jlγ̄im∂mϕ− γ̄jl∂kγ̄im∂mϕ

∧ fmjlf
i
mk =

{
δmj∂lϕ+ δml∂jϕ− γ̄jlγ̄mn∂nϕ

}{
δim∂kϕ+ δik∂mϕ− γ̄mkγ̄ir∂rϕ

}
.

the Riemann tensor becomes

Ri
jkl = ∂kΓ

i
jl − ∂lΓ ijk + ΓmjlΓ

i
mk − ΓmjkΓ

i
ml

= R̄i
jkl − ∂kf ijl + ∂lf

i
jk − Γ̄mjlf

i
mk − fmjl Γ̄ imk + fmjlf

i
mk + Γ̄mjkf

i
ml + fmjkΓ̄

i
ml − fmjkf iml

= R̄i
jkl−δij∂k∂lϕ−δil∂k∂jϕ

::::::::::
+ γ̄jlγ̄

im∂k∂mϕ+ ∂kγ̄jlγ̄
im∂mϕ+ γ̄jl∂kγ̄

im∂mϕ

∂ij∂l∂kϕ+ δik∂l∂jϕ−γ̄jkγ̄im∂l∂mϕ. . . . . . . . . . . . . . . . − ∂lγ̄jkγ̄
im∂mϕ−γ̄jk∂lγ̄im∂mϕ. . . . . . . . . . . . . . . .

−Γ̄mjl (δim∂kϕ+ δik∂mϕ− γ̄mkγ̄in∂nϕ) + Γ̄mjk(δim∂lϕ+ δil∂mϕ
::::::

− γ̄mlγ̄in∂nϕ)

−Γ̄ imk(δmj∂lϕ+ δml∂jϕ−γ̄jlγ̄mn∂nϕ) + Γ̄ iml(δmj∂kϕ+ δmk∂jϕ−γ̄jkγ̄mn∂nϕ). . . . . . . . . . . . . . .

+
{
δij∂lϕ∂kϕ+ δik∂jϕ∂lϕ− γ̄jkγ̄ir∂rϕ∂lϕ+ δil∂jϕ∂kϕ+ δik∂jϕ∂lϕ

−γ̄lkγ̄ir∂jϕ∂rϕ−γ̄jlγ̄in∂kϕ∂nϕ− δikγ̄jlγ̄mn∂nϕ∂mϕ+γ̄jlγ̄ir∂kϕ∂rϕ
}

−
{
δij∂kϕ∂lϕ+ δil∂jϕ∂kϕ− γ̄jlγ̄ir∂rϕ∂kϕ+ δik∂jϕ∂lϕ+ δil∂jϕ∂kϕ

−γ̄klγ̄ir∂jϕ∂rϕ−γ̄jkγ̄in∂lϕ∂nϕ− δilγ̄jkγ̄mn∂nϕ∂mϕ+ γ̄jkγ̄
ir∂lϕ∂rϕ

}
= −δil

(
∂k∂jϕ− Γ̄mjk∂mϕ

)
+ δik

(
∂l∂jϕ− Γ̄mjl∂mϕ

)
+ γ̄jlγ̄

im∂k∂mϕ

+1
2 γ̄

ir
(
∂mγ̄kr + ∂kγ̄rm. . . . . . − ∂rγ̄mk

)
γ̄jlγ̄

mn∂nϕ− γ̄jlγ̄irγ̄ms∂kγ̄rs∂mϕ. . . . . . . . . . . . . . . . . . . . .

−γ̄jkγ̄im∂l∂mϕ−
1
2 γ̄

ir
(
∂mγ̄lr + ∂lγ̄rm. . . . . . − ∂rγ̄ml

)
γ̄jkγ̄

mn∂nϕ+ γ̄jkγ̄
irγ̄ms∂lγ̄rs∂mϕ. . . . . . . . . . . . . . . . . . . . .

+∂kγ̄jlγ̄im∂mϕ− ∂lγ̄jkγ̄im∂mϕ− Γ̄ ijl∂kϕ+ γ̄mkγ̄
inΓ̄mjl∂nϕ+ Γ̄ ijk∂lϕ− γ̄mlγ̄in∂nϕΓ̄mjk

−Γ̄ ijk∂lϕ−Γ̄ ilk∂jϕ+ Γ̄ ijl∂kϕ+ Γ̄ ikl∂jϕ− γ̄jkγ̄ir∂rϕ∂lϕ+ δik∂jϕ∂lϕ− δikγ̄jlγ̄mn∂nϕ∂mϕ

+γ̄jlγ̄ir∂rϕ∂kϕ− δil∂jϕ∂kϕ+ δilγ̄jkγ̄
mn∂nϕ∂mϕ+ R̄i

jkl

= −δilD̄kD̄jϕ+ δikD̄lD̄jϕ+ γ̄jlγ̄
im∂k∂mϕ−

1
2 γ̄jlγ̄

irγ̄mn
(
− ∂mγ̄kr + ∂kγ̄rm + ∂rγ̄mk

)
∂nϕ
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−γ̄jkγ̄im∂l∂mϕ+ 1
2 γ̄jkγ̄

irγ̄mn
(
− ∂mγ̄lr + ∂lγ̄rm + ∂rγ̄ml

)
∂nϕ+ γ̄im∂kγ̄jl∂mϕ

−γ̄im∂lγ̄jk∂mϕ+ γ̄mkγ̄
in1

2 γ̄
mr
(
− ∂rγ̄jl + ∂j γ̄lr + ∂lγ̄rj

)
∂nϕ

−γ̄mlγ̄in
1
2 γ̄

mr
(
− ∂rγ̄jk + ∂j γ̄kr + ∂kγ̄rj

)
∂nϕ− γ̄jkγ̄ir∂rϕ∂lϕ+ δik∂jϕ∂lϕ

−δikγ̄jlγ̄mn∂mϕ∂nϕ+ γ̄jlγ̄
ir∂rϕ∂kϕ− δil∂jϕ∂kϕ+ δilγ̄jkγ̄

mn∂nϕ∂mϕ+ R̄i
jkl

= −δilD̄kD̄jϕ+ δikD̄lD̄jϕ+ γ̄jlγ̄
im∂k∂mϕ− γ̄jlγ̄irΓ̄nkr∂nϕ− γ̄jkγ̄im∂l∂mϕ+ γ̄jkγ̄

irΓ̄nlr∂nϕ

+γ̄in∂nϕ
{
∂kγ̄jl−∂lγ̄jk−

1
2∂kγ̄jl + 1

2∂j γ̄lk + 1
2∂lγ̄kj + 1

2∂lγ̄jk −
1
2∂j γ̄kl−

1
2∂kγ̄lj

}
−γ̄jkγ̄im∂mϕ∂lϕ+ δik∂jϕ∂lϕ+ γ̄jlγ̄

im∂mϕ∂kϕ− δil∂jϕ∂kϕ− δikγ̄jlγ̄mn∂mϕ∂nϕ

+δilγ̄jkγ̄mn∂nϕ∂mϕ+ R̄i
jkl

⇒ Rijkle
2ϕ = −γ̄ilD̄kD̄jϕ+ γ̄ikD̄lD̄jϕ+ γ̄jlδi

mD̄kD̄mϕ− γ̄jkδimD̄lD̄mϕ

−γ̄jk∂iϕ∂lϕ+ γ̄ik∂jϕ∂lϕ+ γ̄jl∂iϕ∂kϕ− γ̄il∂jϕ∂kϕ

−γ̄ikγ̄jl
(
γ̄mn∂mϕ∂nϕ

)
+ γ̄ilγ̄jk

(
γ̄mn∂nϕ∂mϕ

)
+ R̄ijkl

= −γ̄il
[
D̄kD̄jϕ+ ∂kϕ∂jϕ−

1
2 γ̄jk

(
γ̄mn∂mϕ∂nϕ

)]

+γ̄ik
[
D̄lD̄jϕ+ ∂lϕ∂jϕ−

1
2 γ̄jl

(
γ̄mn∂mϕ∂nϕ

)]

+γ̄jl
[
D̄kD̄iϕ+ ∂kϕ∂iϕ−

1
2 γ̄ik

(
γ̄mn∂mϕ∂nϕ

)]

−γ̄jk
[
D̄lD̄iϕ+ ∂lϕ∂iϕ−

1
2 γ̄il

(
γ̄mn∂mϕ∂nϕ

)]
= Rijkl + γ̄ikXjl − γ̄ilXjk + γ̄jlXik − γ̄jkXil

with Xjl = D̄jD̄lϕ+ ∂jϕ∂lϕ−
1
2 γ̄jl

(
γ̄mn∂mϕ∂nϕ

)
.

Finally,

D̄jD̄lϕ = ∂j∂lϕ− Γ̄mlj ∂mϕ = ∂j∂lϕ− Γmlj ∂mϕ− fmlj∂mϕ

= DjDlϕ− ∂mϕ (δml∂jϕ+ δmj∂lϕ− γ̄jlγ̄mn∂nϕ)
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= DjDlϕ− 2∂jϕ∂lϕ+ γ̄jlγ̄
mn∂mϕ∂nϕ , (H.8)

so that

Xjl = DjDlϕ− ∂jϕ∂lϕ+ 1
2 γ̄jlγ̄

mn∂mϕ∂nϕ (H.9)

(3) We write the Ricci tensor as

Rij = γmnRminj = γ̄mne2ϕRijkl

= R̄ij + γ̄mn (γ̄mnXij − γ̄mjXim + γ̄ijXmn − γ̄inXmj)

= R̄ij + (n− 2)Xij + γ̄ij γ̄
mnXmn .

Using Xmn = D̄mD̄n + ∂mϕ∂nϕ− γ̄mn(γ̄rs∂rϕ∂sϕ)/2, we obtain

γ̄mnXmn = D̄mD̄mϕ+ 2− n
2 γ̄mn∂mϕ∂nϕ ,

and therefore

Rij = R̄ij + (n− 2)
[
D̄iD̄jϕ+ ∂iϕ∂jϕ−

1
2 γ̄ij γ̄

mn∂mϕ∂nϕ
]

+ γ̄ij

[
D̄mD̄mϕ−

n− 2
2 γ̄mn∂mϕ∂nϕ

]

= R̄ij + (n− 2)
(
D̄iD̄jϕ+ ∂iϕ∂jϕ

)
+ γ̄ijD̄

mD̄mϕ− (n− 2)γ̄ij γ̄mn∂mϕ∂nϕ .

In order to express the differences in terms of the original metric γij, we use Eq. (H.8),

Rij = R̄ij + (n− 2)
(
DiDjϕ− 2∂iϕ∂jϕ+ γijγ

mn∂mϕ∂nϕ+ ∂iϕ∂jϕ
)

+γijγmn (DmDnϕ− 2∂mϕ∂nϕ+ γmnγ
rs∂rϕ∂sϕ)−(n− 2)γijγmn∂mϕ∂nϕ

= R̄ij + (n− 2)
(
DiDjϕ− ∂iϕ∂jϕ

)
+ γijγ

mn
[
DmDnϕ+ (n− 2)∂mϕ∂nϕ

]
.

(H.10)

(4) The transformation of the Ricci scalar is obtained from

R = e2ϕγ̄mnRmn

= e2ϕ
{
R̄+ (n− 2)D̄mD̄mϕ+ (n− 2)γ̄mn∂mϕ∂nϕ+ nD̄mD̄mϕ− n(n− 2)γ̄mn∂mϕ∂nϕ

}
= e2ϕ

{
R̄+ (2n− 2)D̄mD̄mϕ− (n− 1)(n− 2)γ̄mn∂mϕ∂nϕ

}
(H.11)

Likewise, contracting Eq. (H.10) with γij gives us

R = e2ϕR̄+ (n− 2)DmDmϕ− (n− 2)γmn∂m∂nϕ+ nγmn [DmDnϕ+ (n− 2)∂mϕ∂nϕ]

= e2ϕR̄+ 2(n− 1)γmnDmDnϕ+ (n− 2)(n− 1)γmn∂mϕ∂nϕ . (H.12)
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H.1.2 The York-Lichnerowicz conformal traceless split

It is customary in the initial data literature to write the conformal factor as ψ4 instead of the
exponential e2ϕ we have used above and which enabled us to bypass some handling of tensor
densities in the derivation of the curvature tensors. The conversion to ψ4 is straightforward,
though, now that we have obtained the conformal relations. It furthermore turns out convenient
to separate the trace from the extrinsic curvature and conformally rescale the traceless part.
The conformal decomposition of the spatial metric dates back to Lichnerowicz’s work [43]
whereas the split of the extrinsic curvature was developed some decades later by York [44, 45].
The variables thus obtained are summarized as follows.

Def. : The conformal traceless decomposition of the constraint equations employs the vari-
ables

γij = ψ4γ̄ij = e−2ϕγ̄ij ⇔ γij = ψ−4γ̄ij = e2ϕγ̄ij , (H.13)

Kij = Aij + 1
3γijK , (H.14)

Aij = ψ−2Āij ⇔ Aij = ψ−10Āij . (H.15)

Here ψ is a free function. Note that we do not require det γ̄ij = 1 at this point.

Note the different conformal factor in the rescaling of Aij compared to that used for the
BSSNOK variables in Eq. (G.36). The specific choice of ψ−2 leads to some convenient cancel-
lation of terms in our calculations; the factor ψ−10 for Āij follows from raising the indices with
γ̄ij.

Lemma: For the conformal transformation (H.13), the Christoffel symbols and Ricci
scalar transform according to

Γ ijk = Γ̄ ijk + 2
ψ

(
δij∂kψ + δik∂jψ − γ̄jkγ̄im∂mψ

)
, (H.16)

R = ψ−4R̄ − 8
ψ5 γ̄

mnD̄mD̄nψ . (H.17)

Proof. Comparing the conformal transformations (H.1) and (H.13). we find

e−2ϕ = ψ4 ⇒ ϕ = −2 lnψ ⇒ ∂ϕ = −2∂ψ
ψ

⇒ D̄mD̄nϕ = D̄m

(
−2D̄nψ

ψ

)
= − 2

ψ
D̄mD̄nψ + 2

ψ2∂nψ∂mψ .
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Inserting these into Eq. (H.2), we obtain

Γ ijk = Γ̄ ijk −
(
δij∂kϕ+ δik∂jϕ− γ̄jkγ̄im∂mϕ

)

= Γ̄ ijk + 2
ψ

(
δij∂kψ + δik∂jψ − γ̄jkγ̄im∂mψ

)
, (H.18)

and inserting them into Eq. (H.5) with n = 3, we get

R = ψ−4
[
R̄+ 2γ̄mn

(
− 4
ψ
D̄mD̄nψ + 4

ψ2∂nψ∂mψ −
4
ψ2∂mψ∂nψ

)]

= ψ−4R̄ − 8
ψ5 γ̄

mnD̄mD̄nψ . (H.19)

Proposition: In terms of the conformal variables defined in Eqs. (H.13)-(H.15) the con-
straint equations become

H̄ ..= 8γ̄mnD̄mD̄nψ − ψR̄ −
2
3ψ

5K2 + ψ−7ĀmnĀ
mn + 2ψ5Λ + 16πψ5ρ = 0 ,(H.20)

M̄i ..= D̄mĀ
mi − 2

3ψ
6γ̄mi∂mK − 8πψ10ji = 0 . (H.21)

Proof. With Eq. (H.17), the Hamiltonian constraint (F.96) becomes

H = ψ−4R̄ − 8
ψ5 γ̄

mnD̄mD̄nψ +K2 −KmnK
mn − 2Λ− 16πρ = 0 . (H.22)

The definitions (H.14) and (H.15) imply

K2−KmnK
mn = K2−

(
Amn + 1

3γmnK
)(

Amn + 1
3γ

mnK
)

= K2−AmnAmn−
1
3K

2 = 2
3K

2−AmnAmn ,

so that

8γ̄mnD̄mD̄nψ − ψR̄ −
2
3ψ

5K2 + ψ5 AmnA
mn︸ ︷︷ ︸

=ψ−12ĀmnĀmn

+2ψ5Λ + 16πψ5ρ = 0 . (H.23)

The momentum constraint (F.97) can be written as

Mi = Dm

(
γimK −Kim

)
+ 8πji = 0 .
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With the definition (H.14), we find

Dm(γmiK−Kmi) = Dm

(
γmiK − Ami − 1

3γ
miK

)
= Dm

(2
3γ

miK − Ami
)

= 2
3γ

miDmK−DmA
mi .

(H.24)
With the Christoffel symbols (H.16), the last term becomes

DmA
mi = ∂m

(
ψ−10Āmi

)
+ ΓmrmĀ

riψ−10 + Γ irmĀ
mrψ−10

= ψ−10∂mĀ
mi − 10Āmiψ−11∂mψ + Γ̄mrmĀ

riψ−10 + Γ̄ irmĀ
mrψ−10

+ 2
ψ11 (δmr∂mψ + δmm∂rψ − γ̄rmγ̄mn∂nψ) Āri + 2

ψ11

(
δir∂mψ + δim∂rψ − γ̄rmγ̄ik∂kψ

)
Āmr

= ψ−10D̄mĀ
mi − 10ψ−11Āmi∂mψ + 2

ψ11

[
Āmi∂mψ + 3Āri∂rψ − Āni∂nψ + Āmi∂mψ + Āri∂rψ − 0

]

= ψ−10D̄mĀ
mi .

The cancellation of the ∂mψ terms in the last step is the simplifying benefit of the choice of the
exponent ψ−2 in the definition (H.15). The momentum constraint then becomes

Mi = 2
3γ

mi∂mK − ψ−10D̄mĀ
mi + 8πji = 2

3ψ
−4γ̄mi∂mK − ψ−10D̄mĀ

mi + 8πji

⇒ M̄i = D̄mĀ
mi − 2

3ψ
6γ̄mi∂mK − 8πψ10ji = 0 .

The key benefit of this reformulation of the constraints in terms of conformal variables arises
from the following result which we quote without proof.

Proposition: Let Āij be a symmetric and traceless tensor. There then exists a transverse,
traceless symmetric tensor Qij (i.e. D̄mQ

mi = 0 and Qm
m = 0) and a vector

field X i such that

Āij = Qij + (LX)ij ..= Qij + D̄iXj + D̄jX i − 2
3 γ̄

ijD̄mX
m . (H.25)

Note that (LX)ij is traceless by construction, (LX)mm = 0.

We have named the symmetric traceless tensor Āij here since we are interested in Eq. (H.25)
applied to our conformal traceless extrinsic curvature, but the decomposition works just the
same for any other symmetric traceless tensor Sij and for any other metric gij. Crucially,
Eq. (H.25) enables us to isolate the longitudinal part (LX)ij and express it in terms of the
vector potential X i.
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Proposition: The constraint equations in the conformal traceless decomposition are

H̄ = 8γ̄mnD̄mD̄nψ − ψR̄ −
2
3ψ

5K2 + ψ−7ĀmnĀ
mn + 2ψ5Λ + 16πψ5ρ = 0 , (H.26)

M̄i = D̄mD̄mX
i + 1

3D̄
iD̄mX

m + R̄i
mX

m − 2
3ψ

6γ̄mi∂mK − 8πψ10ji = 0 . (H.27)

Proof. The Hamiltonian constraint is the same as in Eq. (H.20), so we only need to consider
the momentum constraint (H.21). Inserting the right-hand side of Eq. (H.25) for Āmi, we get

D̄mĀ
mi = D̄mQ

mi + D̄m(LX)mi = D̄m(LX)mi = D̄m

(
D̄mX i + D̄iXm − 2

3 γ̄
miD̄nX

n
)

= D̄mD̄
mX i + D̄mD̄

iXm − 2
3 γ̄

miD̄mD̄nX
n

= D̄mD̄
mX i + γ̄inD̄mD̄nX

m − 2
3 γ̄

inD̄nD̄mX
m . (H.28)

Next, we recall the Ricci identity, applied here for the conformal metric γ̄ij,

(D̄mD̄n − D̄nD̄m)Xk = R̄k
lmnX

l

⇒ D̄mD̄nX
m = D̄nD̄mX

m + R̄m
lmnX

l = D̄nD̄mX
m + R̄lnX

l

⇒ D̄mĀ
mi = D̄mD̄

mX i + 1
3 γ̄

inD̄nD̄mX
m + R̄i

mX
m .

Substituting this expression in the momentum constraint (H.21) gives us

D̄mD̄mX
i + 1

3 γ̄
inD̄nD̄mX

m + R̄i
mX

m − 2
3ψ

6γ̄mi∂mK − 8πψ10ji = 0 .

In the asymptotically flat vacuum case, ρ = ji = Λ = 0, we can summarize the benefit of
our rearrangement of the constraint equations as follows.
(1) We can freely specify

• 5 free functions for the conformal metric γ̄ij,
• 1 function for the mean curvature K,
• 2 free functions for the transverse traceless part Qij of the extrinsic curvature.

(2) We then solve
• the Hamiltonian constraint (H.26) for the conformal factor ψ,
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• the momentum constraint (H.27) for the three components of the vector potential X i.
The benefit of this procedure is best illustrated with some examples. From this point on, we
assume asymptotic flatness and set Λ = 0.

Examples
(1) Spatial slices where K = 0 are often referred to as maximal slices since their three-

dimensional proper volume is maximized relative to other slices where K 6= 0. In this
case the constraints decouple and can be solved separately. More specifically, (H.27)
does not involve the conformal factor ψ and can therefore be solved on its own to
determine X i. Note that the momentum constraint is linear in X i which allows us to
superpose individual solutions to obtain new solutions. Once X i is determined, it is
inserted into the Hamiltonian constraint (H.26) which becomes a single PDE for the
conformal factor ψ.

(2) In the case of vacuum (ρ = 0 = ji), time symmetry (Kij = 0) and conformal flatness,
γ̄ij = δij, the Hamiltonian constraint simplifies to

δmn∂m∂nψ = 0 , (H.29)

and the momentum constraint in its original form (F.97) vanishes completely. In that
case, we merely have to solve the flat-space Laplace equation for the conformal factor
which is solved, for example, by

ψ = A

r
+B , (H.30)

with r =
√
x2 + y2 + z2 and constants A, B ∈ R. Strictly speaking, 41

r
= −4πδ(r),

which is the solution of a point charge. In the case of black holes, the Einstein equations
become irregular at the singularity and when we refer to black holes as vacuum solutions
of the Einstein equations we are implicitly excluding singularities. The point r = 0
we cut out from the domain for this purpose is commonly referred to as a puncture13.
With appropriate rescaling of the coordinates, we can set A = M

2 , B = 1, so that

ψ = 1 + M

2r ,

which is initial data for a Schwarzschild black hole in isotropic coordinates,

ds2 = −
(

1− M
2r

1 + M
2r

)2

dt2 +
(

1 + M

2r

)4
(dr2 + r2dθ2 + r2 sin2 θdφ2)

= −
(

1− M
2r

1 + M
2r

)2

dt2 +
(

1 + M

2r

)4
(dx2 + dy2 + dz2) . (H.31)

13In this case, the point r = 0 is a coordinate singularity and actually represents an asymptotically flat spatial
infinity compressed into a single point.
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Of course, evolving these initial data in time will simply reproduce the analytically
known Schwarzschild solution which can be valuable for code testing but does not
provide us with new physical insight. The linear character of the Laplace equation
(H.29), however, allows us to superpose multiple solutions of the form (H.31) centered
at spatial points xi(1), xi(2) etc. In this case, the conformal factor is given by

ψ = 1 +
n∑
i=1

M(i)

2|r − r(i)|
, (H.32)

which gives us initial data for n BHs with masses M(1), M(2), . . . initially at rest at
locations x(1), x(2) etc. These data are known as Brill-Lindquist data [46] and are still
available in closed analytic form. For n > 1, however, the time evolution of these data
is not known analytically and can only be obtained using numerical simulations. For
the case n = 2, for example, Brill-Lindquist data represent two BHs some distance d
apart and initially at rest. Evolved in time, they will collide head-on, merge into one
single BH and emit GWs in the process. In fact, this emission of GW carries away
some energy from the binary, so that the final BH has a mass a bit below M(1) +M(2)
[47].

H.1.3 Bowen-York and puncture data

Brill-Lindquist data is still rather limited since it only gives us initial data for non-spinning
(Schwarzschild) BHs at rest. A slight generalization of our specified variables, however, turns
out to overcome these restrictions. We still consider vacuum and conformally flat initial data
but instead of requiring full time symmetry Kij = 0, only impose the vanishing of the mean
curvature K = 0 and the transverse part Qij = 0. But we allow for a non-zero longitudinal
traceless contribution

Āij = D̄iXj + D̄jX i − 2
3 γ̄

ijD̄mX
m (H.33)

to the extrinsic curvature. This case leads to the so-called Bowen-York data [48] for the traceless
extrinsic curvature and initial data for general BH binaries commonly referred to as puncture
data [49]. We will discuss this case in more detail in the remainder of this section. For the case
of Bowen-York data, i.e. γ̄ij = δij, Qij = 0 and K = 0 in vacuum, the momentum constraint
(H.27) becomes

M̄i = ∂m∂mX
i + 1

3∂
i∂mX

m = 0 . (H.34)

Once again, we have a linear differential equation that allows us to superpose solutions. This
turns out particularly convenient for BH initial data since it not only allows us to superpose
multiple BHs but also different features of each BH. To see how this is achieved, we start with
solutions X i that carry angular momentum.
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Proposition: The momentum constraint equation (H.34) for Bowen-York data is solved by

X i = εijk
xj
r3 Jk , (H.35)

where εijk is the totally antisymmetric Levi-Civita symbol (which equals the
Levi-Civita tensor since we have a flat conformal metric) and Jk is a constant
vector.

Proof. Using ∂ir = xi/r, we obtain

∂mX
i = εijkJk

(
δjm
r3 −

3
r5xjxm

)
(H.36)

⇒ ∂mX
m = emjkJk

(
δjm
r3 −

3
r5xjxm

)
= 0 (H.37)

∧ ∂l∂mX
i = εijkJk

[
− 3
r4
δjmxl
r
− 3
r5 (δjlxm + δmlxj) + 15

r6
xlxjxm
r

]

= εijkJk

[
− 3
r5 (δjmxl + δjlxm + δmlxj) + 15

r7 xjxlxm

]

⇒ ∂m∂mX
i = εijkJk

[
− 3
r5 (xj + xj + 3xj) + 15

r7 r
2xj

]
= εijkJk

[
−15xj

r5 + 15xj
r5

]
= 0 .

So both terms in the middle of Eq. (H.34) vanish individually.

The extrinsic curvature is readily computed for this vector potential. We start with Eq. (H.33)
where the last term vanishes by Eq. (H.37), so that

Āij = ∂jX i + ∂iXj (H.36)= εinkJk

(
δn
j

r3
:::

− 3
r5xnx

j

)
+ εjnkJk

(
δn
i

r3
:::

− 3
r5xnx

i

)

= −3xn
r5 Jk

(
εinkxj + εjnkxi

)
(H.38)

⇒ Kij = Aij + 1
3γijK = ψ−2Āij = − 3xn

r5 Jkψ
−2
(
εi
nkxj + εj

nkxi
)
. (H.39)

For asymptotically flat spacetimes, the total angular momentum of the spacetime can now be
computed from Eq. (8.83) of Ref. [24],

J∞m = 1
8π lim

r→∞

∮
Sr

(Kij −Kγij)(φm)ix
j

r
r2 sin θdθdφ , (H.40)
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where Sr is the sphere of radius r and

φx = −z∂y + y∂z ⇔ (φx)i = (0, −z, y)

φy = −x∂z + z∂x ⇔ (φy)i = (z, 0, −x)

φz = −y∂x + x∂y ⇔ (φz)i = (−y, x, 0)

 ⇔


φm = εmj

kxj∂k

⇒ (φm)i = φm(dxi) = εmj
kxjδk

i

⇒ (φm)i = εmj
ixj

.

(H.41)
Note that the integrand (Kij −Kγij)(φm)ixj/r is a scalar14 and therefore can be evaluated in
Cartesian coordinates even though we use spherical polar coordinates for the integration over
the sphere. For the evaluation of this integrand, we need the product of two Levi-Civita tensors
which in three dimensions for a Riemannian metric is given by

εijkε
lmn = δi

lδj
mδk

n + δi
mδj

nδk
l + δi

nδj
lδk

m − δilδjnδkm − δinδjmδkl − δimδj lδkn

⇒ εijkε
imn = 3δjmδkn + δj

nδk
m + δj

nδk
m − 3δjnδkm − δknδjm − δjmδkn = δj

mδk
n − δjnδkm .

For asymptotically flat spacetimes

lim
r→∞

ψ = 1 ⇒ lim
r→∞

Kij = Āij , (H.42)

and together with the condition K = 0, we can write the integrand in Eq.(H.40) as

Āij(φm)ixj = Āijεml
ixlxj

= − 3
r5Jk

[
εi
nkxnxjεml

ixlxj + εj
nkxnxiεml

ixlxj
]

= − 3
r5 δms

[
εinkε

islxnxjxlx
jJk + 0

]
= − 3

r3

[
(δnmδkl − δnlδkm)xnxlJk

]

= − 3
r3

(
xmxkJ

k − xlxlJm
)

= 3
r

(
Jm −

xmxk
r2 Jk

)
. (H.43)

Next, we use the freedom that we can always rotate our coordinate system such that Jk points
in the z direction. With Jk = (0, 0, J), we obtain

xmxkJ
k = (xzJ, yzJ, z2J) , and xlxlJ

m = (0, 0, r2J) . (H.44)

With these expressions, Eq. (H.40) returns J∞x = J∞y = 0 because the integrand is ∼ z ∼ cos θ
which is odd across θ = π

2 . For the z component, on the other hand, we get

J∞z = lim
r→∞

1
8π

∮
Sr

(3
r
J − 3

r3 z
2J
)
r sin θdθdφ = lim

r→∞

1
8π

∮
Sr

3J(1− cos2 θ) sin θdθdφ . (H.45)

With ∫ π

0
sin θdθ = [− cos θ]π0 = 2 , (H.46)

14The coordinate xj is not a proper vector, but the outgoing unit normal vector on the sphere xj/r is.
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∫ π

0
sin θ(1− cos2 θ)dθ = 2−

∫ π

0
cos2 θ sin θdθ = 2 +

[1
3 cos3 θ

]π
0

= 2− 2
3 = 4

3 ,

we get J∞z = J , so the vector parameter Jk in our vector potential (H.35) represents the
angular momentum. So Eq. (H.35) gives us an extrinsic curvature contribution with angular
momentum. We will now consider an alternative solution that gives us linear momentum.

Proposition: The momentum constraint equation (H.34) for Bowen-York data is also solved
by

X i = − 1
4r

(
7P i + xixk

r2 P k

)
, (H.47)

where P i is a constant vector.

Proof. We again consider Eq. (H.34) and compute

∂mX
i = 7

4r2P
ixm
r

+ ∂m

[
−1

4
xixk
r3 P k

]
= 7

4r2P
ixm
r

+ 3xixkxm
4r5 P k − 1

4
δimxk + xiδkm

r3 P k

= 7
4P

ixm
r3 + 3xixkxm

4r5 P k − δimxkP
k + xiPm

4r3 (H.48)

⇒ ∂mX
m = 7

4P
mxm
r3 + 3xkP k

4r3 − 3xkP k + xmPm
4r3 = 3

2
xmP

m

r3 (H.49)

∧ ∂l∂mX
i = 7

4P
i

[
δml
r3 − 3xmxl

r5

]
+ 3

4P
k

[
δilxkxm
r5 + xiδklxm

r5 + xixkδml
r5 − 5x

ixkxmxl
r7

]

−1
4

[
δimδklP

k

r3 − 3δ
i
mxkP

kxl
r5 + δilPm

r3 − 3x
iPmxl
r5

]

⇒ ∂m∂mX
i = 7

4P
i
[ 3
r3 − 3 1

r3

]
+ 3

4P
k

[
xkx

i

r5 + xixk
r5 + 3xixk

r5 − 5x
ixk
r5

]

−1
4

[
P i

r3 − 3x
ixkP

k

r5 + P i

r3 − 3x
ixmP

m

r5

]
= 1

2

[
3x

ixkP
k

r5 − P i

r3

]

∧ ∂i∂mX
m = 3

2P
m

[
δim
r3 − 3xmx

i

r5

]
= 3

2

[
P i

r3 − 3x
ixmP

m

r5

]

⇒ ∂m∂mX
i + 1

3∂
i∂mX

m = 0 . (H.50)
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The extrinsic curvature for this vector potential is given by

∂jXi
(H.48)= 7

4P(i
xj)
r3 + 3x(ixj)xk

4r5 P k −
δijxkP

k + x(iPj)
4r3 = 3

2P(i
xj)
r3 + 3

4
x(ixj)xkP

k

r5 − δijxkP
k

4r3

∂mX
m (H.49)= 3

2
xmP

m

r3

⇒ Āij = 3
2
Pixj + xiPj

r3 + 3
2
xixjxk
r5 P k − 1

2
δijxkP

k

r3 − δij
xmP

m

4r3

= 3
2r3

[
Pixj + xiPj +

(
xixj
r2 − δij

)
xmP

m
]

(H.51)

The total linear momentum of the spacetime can be computed from Eq. (8.78) of Ref. [24],

PADM
i = 1

8π lim
r→∞

∮
Sr

(Kik −Kγik)
xk

r
r2 sin θ dθ dφ . (H.52)

Using again K = 0 and asymptotic flatness with ψ → 1 at infinity, we have Kik −Kγik = Āik
and can write the integrand of Eq. (H.52) as

Āikx
k = 3

2r3

[
r2P i + xiPkx

k + (xi − xi)xmPm
]

= 3
2r3P

k(r2δik + xixk) . (H.53)

Let us again rotate our coordinate system such that P k points in the z direction, P k = (0, 0, P ),
so that

Āikx
k = 3P

2r3

(
xz, yz, r2 + z2

)
.

As before, integrands ∼ z ∼ cos θ in Eq. (H.52) result in vanishing integrals since cos θ is odd
across θ = π

2 , so that Px = Py = 0, whereas

PADM
z = 1

8π lim
r→∞

∮
Sr

3P
2 (1 + cos2 θ) sin θ dθ dφ .

With our above result (H.46), we find∫ π

0
sin θ(1 + cos2 θ)dθ = 2 + 2

3 = 8
3 ,

and
PADM
z = 1

8π2π8
3

3
2P = P , (H.54)

so that the parameter vector P k denotes the linear momentum. Does it also contribute to the
total angular momentum? To see why it does not, we use Eqs. (H.53) and (H.41) to compute

Āij(φm)ixj = 3
2r3P

k(r2δik + xixk)εmlixl = 3
2r εmlkx

lP k .
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For P k = (0, 0, P ), this gives us

Āij(φm)ixj = 3P
2r (y, −x, 0) ,

which, inserted into Eq. (H.40), gives us

J∞m = 1
8π lim

r→∞

∮
Sr
Āik(φm)ixk r sin θdθ dφ = 0 , (H.55)

since
∫ 2π

0 cosφdφ =
∫ 2π

0 sinφdφ = 0.
Likewise, the extrinsic curvature contribution (H.38) to the angular momentum,

Āij = −3xn
r5 Jk

(
εi
nkxj + εj

nkxi
)

⇒ Āijx
j = −3xn

r3 Jkεi
nk , (H.56)

has zero linear momentum. We see that by again rotating the coordinate system such that
Jk = (0, 0, J), so that

Āijx
j = − 3

r3 (y, −x, 0) ,

which, inserted into Eq. (H.52) gives us

PADM
i = 1

8π lim
r→∞

∮
Sr
Āikx

kr sin θ dθdφ = 0 ,

since again
∫ 2π
0 cosφdφ =

∫ 2π
0 sinφdφ = 0.

Let us summarize our findings so far.
• For γ̄ij = δij, K = 0 and Qij = 0, the momentum constraint reduces to the linear

differential equation (H.34) for the vector potential.
• This equation has the solutions (H.35) and (H.47) that contribute angular momentum Jk

and linear momentum P k, respectively.
• We can superpose these solutions in two ways, (i) to construct combinations of (H.35)

and (H.47) that carry angular and linear momentum and (ii) to add such combinations
centered at different points, say xiA and xiB. These solutions will ultimately give us initial
data for multiple BHs with spin and boost15 .

The Bowen-York solutions (H.35) and (H.47) give us analytic solutions to the momentum
constraints, but we still have to compute the conformal factor ψ from the Hamiltonian constraint
(H.26)

H̄ = 8∂m∂mψ + ψ−7ĀmnĀ
mn .

15The extrinsic curvature Āij derived in the original Bowen & York paper [48] contains some extra terms
which merely ensure isometry under reflection across a sphere, but do not change the momenta. These terms
were regarded as beneficial for solving the Hamiltonian constraint at the time, but turn out to be not necessary
in more recent methods to solve the Hamiltonian constraint, so that we can safely ignore them.
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Solving this highly non-linear PDE is no longer possible through analytic means, but we can
still simplify the numerical process considerably by exploiting the fact that we already know
the solution for the special case Āmn = 0, the Brill-Lindquist conformal factor (H.32),

ψBL = 1 +
n∑
i=1

M(i)

2|r − r(i)|
,

where M(i) were free parameters determining the mass of the ith BH. We now make the Ansatz

ψ = ψBL + u , (H.57)

where u is the function we need to solve for and ψBL satisfies the Laplace equation ∂m∂mψBL = 0.
On the domain R \ {0}, we therefore obtain

8∂m∂mu+ (ψBL + u)−7ĀmnĀ
mn = 0

⇒ ∂m∂mu+ ĀmnĀ
mn

8ψ7
BL

(
1 + u

ψBL

)−7

= 0 . (H.58)

For asymptotic flatness, we impose the boundary condition u = 1 +O(r−1) as r →∞. Brandt
& Brügmann [49] have shown that there then exist unique solutions u to Eq. (H.58) that are
regular on all R3. The regularity of the function u implies in particular that near the puncture
locations r(i), the Brill-Lindquist contribution ψBL dominates the conformal factor, so that the
BH character of the solutions is preserved. Superposing the Bowen-York solutions for multiple
BHs centered at xiA, xiB, . . . the data represent a snapshot of a spacetime containing n BHs with
spin and boost given by the parameters J (i) and P (i). These solutions are commonly known
as puncture data and are the most common type of initial data used for BH binary simulation.
Highly efficient elliptic solvers have been developed for the calculation of ψ from Eq. (H.58),
most notably Ansorg’s spectral solver [50] which has been ported to many codes in the form of
the TwoPunctures module; see e.g. [51].

We conclude our discussion of initial data with some comments on the limitations of punc-
ture data and ongoing approaches to circumvent these.

• The conformal transverse traceless decomposition leading to the constraint equations
(H.26) and (H.27) is not the only way to apply a conformal rearrangement of the con-
straint equations. The most popular alternatives are the physical transverse traceless split
and the conformal thin sandwich method; more details about these can be found in the
reviews [42, 24].

• Puncture data typically contain some other “stuff” besides the n BHs located at the
punctures. This feature arises from the conformal flatness approximation. In particular, it
has been shown that the Kerr spacetime does not admit conformally flat spatial slices [52].
Bowen-York puncture data for a single spinning BH can therefore not represent an initial
snapshot of a quiescent rotating BH. Instead, it contains some additional field contributions
which in practice manifest themselves as a brief burst of unphysical gravitational radiation,
colloquially referred to as junk radiation.
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• Whereas the junk radiation is only a relatively minor inconvenience for BHs with mild to
moderate spin and/or boost and can be removed by cutting off early “contaminated” parts
of the GW signal, it grows rapidly as the dimensionless spin and/or boost velocity get close
to 1. In particular, Bowen-York data are limited to BHs with dimensionless spins J/M2 .
0.93 [53]. In simple terms, further increasing the parameter Jk in Eq. (H.35) adds more
angular momentum to the junk radiation rather than the BH. A similar feature is observed
for boosts close to the speed of light. These observations have motivated adjustments to
the Bowen-York construction or the construction of alternative, non-conformally flat initial
data [54, 55, 56].

H.2 Gauge conditions
We have seen in Sec. D that the Einstein equations make no predictions about the metric com-
ponents g0α or, in the language of the 3+1 formalism, about the lapse and shift; cf. Eq. (F.81).
Rather, we are free to specify these variables freely in fixing the gauge or coordinate freedom
of GR. We can classify the methods to do so into four main categories.

1. We prescribe lapse α and shift βi as functions of the spacetime coordinates (t, xi).
2. We prescribe α and βi in terms of other evolution variables such as the spatial metric’s

volume element γ = χ−3 or the BSSNOK variable Γ̃ i.
3. We can impose elliptic differential equations. A popular example is the maximum slicing

condition K = 0. By combining Eqs. (F.96), (F.98) and (F.99), we find after a straight-
forward calculation that

∂tK = βm∂mK − γijDiDjα + α [KmnK
mn − Λ + 4π(S + ρ)] = 0 . (H.59)

Setting K = 0 in this equation gives us the elliptic differential equation

4α ..= γijDiDjα = α [KmnK
mn − Λ + 4π(ρ+ S)] . (H.60)

4. We can evolve the gauge variables α and βi according to hyperbolic or parabolic differential
equations.

H.2.1 What can go wrong?

Before discussing some of the choices in more detail, it will be instructive to demonstrate with
a concrete example the dangers and problems that can arise in choosing coordinates. For
this purpose, we recall the Kruskal-Szekeres coordinates for the Schwarzschild spacetime; see
e.g. Chapter D in Ref. [57] for more details. Starting with the standard Schwarzschild BH
metric

ds2 = −
(

1− 2M
r

)
dt2 +

(
1− 2M

r

)−1
dr2 + r2(dθ2 + sin2 θdφ2) , (H.61)

we perform successive coordinate transformations

t̄ = t+ 2M ln |r − 2M | , t̃ = t− 2M ln |r − 2M | ,
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v = t̄+ r , u = t̃− r ,

v̂ = e
v

4M , û = −e− u
4M ,

t̂ = 1
2(v̂ + û) , r̂ = 1

2(v̂ − û) . (H.62)

In the resulting coordinates (t̂, r̂), the metric becomes

ds2 = 16M2

r
e−

r
2M (−dt̂2 + dr̂2) + r2(dθ2 + sin2 θ dφ2) , (H.63)

and slices of constant Schwarzschild time t = const or radius r = const are given by the
equations

t̂

r̂
= tanh t

4M for r > 2M and r̂

t̂
= tanh t

4M for r < 2M ,

or t̂2 − r̂2 = −e r
2M (r − 2M) =.. C(r) . (H.64)

The resulting Kruskal-Szekeres diagram is illustrated in Fig. 14 together with several slices of
constant Schwarzschild time and radius. We summarize the key insights of this solution as
follows.

• The spacetime adds a mirror image of the Schwarzschild BH in the form of a white hole
and a second asymptotically flat region on the left, resulting in four regions in total.

• Null geodesics follow lines of t̂ ± r̂ = const, i.e. 45 degree slopes in this diagram. This
implies causal disconnection of the two asymptotically flat regions on the left and right.

• Slices r = const > 2M are timelike whereas slices r = const < 2M are spatial, i.e. r
becomes a timelike coordinate inside the horizon.

• The region t = 0, r ≥ 2M in Schwarzschild coordinates is mapped either to the semi-
hypersurface t̂ = 0, r̂ > 0 or that with t̂ = 0, r̂ < 0, depending on which of the two
asymptotically flat ends we choose. The region t = 0, r < 2M is mapped to the vertical
curve r̂ = 0 bounded by the singularities r = 0.

• One can show that the hypersurface t = 0 of the isotropic Schwarzschild spacetime (H.31)
is instead mapped to the complete slice t̂ = 0, r̂ ∈ R of the Kruskal diagram.

Let us now assume that we start our numerical evolution with the initial slice t̂ = 0 or,
equivalently, isotropic Schwarzschild data at t = 0.

Proposition: With geodesic slicing α = 1 and βi = 0, a numerical evolution starting on
the hypersurface t̂ = 0 will encounter the BH singularity at r = 0 after πM
time units, as illustrated in Fig. 15.
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Figure 14: Kruskal-Szekeres diagram for the Schwarzschild BH with the singularity r = 0
marked in red, the horizon r = 2M in orange and several slices of constant Schwarzschild time
and radius in gray, magenta and sky blue. Each point represents a two-sphere with angles
θ ∈ [0, π] and φ ∈ [0, 2π).

Proof. The coordinate time of a numerical evolution is related to the proper time of observers
moving with four-velocity nµ by Eq. (F.84). Here we have α = 1, so that tnum = τ , assuming
both are initialized as zero. We add here the subscript “num” to the coordinate time to
distinguish it from the Schwarzschild coordinate t. Slices of constant coordinate time are
therefore slices τ = const.

Next, Eq. (F.51) tells us that the acceleration

aµ = nρ∇ρnµ = Dµα = 0 for α = 1 , (H.65)

so that the observers moving along nµ are following geodesics, i.e. are freely falling. From the
symmetry of the Kruskal-Szekeres diagram, we furthermore notice that at t̂ = 0, the derivative
of the Schwarzschild radius along the normal direction nµ vanishes, so our observers start with
dr/dτ = 0. We therefore need to compute the geodesics for observers starting at Schwarzschild
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Figure 15: Kruskal-Szekeres diagram for the Schwarzschild BH with hypersurfaces of a numer-
ical evolution starting at t̂ = 0 using geodesic slicing α = 1 and vanishing shift vector βi = 0.
After πM units of evolution time, the hypersurfaces hits the singularity r = 0. The black
solid curves display the trajectories of individual observers in the (r̂, t̂) plane spanned by the
Kruskal-Szekeres coordinates.

time t = 0 from rest at initial radius r ≥ 2M . Note that this corresponds to the semi-
hypersurface t̂ = 0, r̂ ≥ 0 in the Kruskal-Szekeres diagram; the evolution of observers starting
at r̂ < 0 follows from symmetry across r̂ = 0.

Timelike geodesics with zero angular momentum in the Schwarzschild spacetime (H.61) are
obtained from the equations (see for example chapter D4.2 in Ref. [57])(

1− 2M
r

)
ṫ = E , −E2 + ṙ2 = −1 + 2M

r
, (H.66)

where ˙ ..= d/dτ and E is a constant of motion determined by the initial conditions of the
observer. Our observers start with ṙ = 0 at r(0) = r0, so that

E =
√

1− 2M
r0
∈ [0, 1) for r0 ∈ [2M,∞) ,
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⇒ dr
dτ = ṙ = −

√
2M
r
− 2M

r0
,

where the negative root is used for infalling observers. Introducing the rescaled radius x =
r/r0 ⇔ r = r0x, obtain

r0ẋ = −
√

2M
r0

√
1
x
− 1

⇒
∫ √

x

1− xdx = −
√

2M
r3

0

∫
dτ (H.67)

The integral on the left is readily evaluated using substitutions,

u =
√
x ⇒ du = 1

2
√
x

dx ⇒ 2udu = dx

⇒
∫ √

x√
1− x

dx =
∫ u√

1− u2
2u du = 2

∫ u2
√

1− u2
du

∣∣∣∣ u = sin ξ ⇒ du = cos ξ dξ

= 2
∫ sin2 ξ

cos ξ cos ξ dξ = 2
∫

sin2 ξ dξ = − cos ξ sin ξ + ξ = −u
√

1− u2 + arcsin u

⇒
∫ √

x

1− xdx = −
√
x(1− x) + arcsin

√
x .

Equation (H.67) thus becomes

−
√

2M
r3

0
(τ − τ0) =

[
−
√
x(1− x) + arcsin

√
x
]r/r0

1
= arcsin

√
r

r0
− π

2 −
√
r

r0

(
1− r

r0

)

⇒ τ = τ0︸︷︷︸
=0

+r0

√
r0

2M

(
π

2 − arcsin
√
r

r0

)
+ r0

√
r

2M

√
1− r

r0
, (H.68)

and the singularity r = 0 is reached at τ = r0

√
r0/(2M)π/2. The first observer to disintegrate

in the singularity is the one starting at r0 = 2M after τ = πM , presumably deriving little
consolation from the shared destiny of her loyal followers whose demise is only marginally
delayed thanks to their larger starting radius r0.

A numerical code exclusively operates with arrays of numbers and can therefore not repre-
sent the physical singularity at r = 0, where some or all evolution variables grow out of bounds.
In practice, computer codes react to such situations by producing non-assigned numbers or16

16Some programming languages will print the partially capitalized version NaN we are using here while others
print “nan” instead; of course it doesn’t matter whether the doom of our simulation is spelled in lower or upper
case.
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“NaN”s. Without so-called NaN-checkers, computer codes will in fact happily continue crunch-
ing NaNs; to avoid wasting computational resources one should therefore check ones runs either
using automated tools or by manually inspecting the log files.

Equation (H.68) gives us a neat analytic expression for the proper time of geodesic observers.
In order to construct the slices in the Kruskal diagram, however, two further tasks need to be
accomplished. First, we need to invert the relation τ(r) to obtain the radial position as a
function of time, r = r(τ). This cannot be done in closed analytic form, but is straightforward
to achieve numerically given the monotonic and smooth nature of τ(r). We use a Newton-
Raphson[58] iteration which accomplishes this inversion with very high precision.

The second task involves more work; we need to compute one further variable along the
observers’ trajectories in order to determine their position in the (t̂, r̂) plane. The Schwarzschild
time t is not suitable for this purpose, since it diverges at r = 2M , but we have multiple options
for non-diverging coordinates such as t̄ or v̂. Unfortunately, the author has not found a variable
that allows for analytic evaluation17 as done in Eq. (H.68). We can, however, proceed with a
relatively mild use of numerical methods; for this purpose, we inspect the evolution of the
variable v in Eq. (H.62) which is given by

dv = dt̄+ dr = dt+ 2M
r − 2M dr + dr = dt+ r

r − 2M dr

⇒ v̇ = ṫ+ r

r − 2M ṙ = E
r

r − 2M + r

r − 2M

(
−
√

2M
r
− 2M

r0

)

= r

r − 2M

[√
1− 2M

r0
−
√

2M
r
− 2M

r0

]
. (H.69)

Introducing the above rescaled radius r = r0x as well as a ..= 2M/r0, we can write this as

v̇ = x

x− a

[√
1− a−

√
a

x
− a

]
=..

f

g
, (H.70)

with

f(x) =
√

1− a−
√
a
√

1
x
− 1 ⇒ f ′(x) =

√
a

2x
√
x
√

1− x
,

g(x) = x− a
x

⇒ g′(x) = a

x2 . (H.71)

v̇ has one singular point at x = a which, however, is a removable singularity for a > 1⇔ r0 >
2M as we see with l’Hôpital’s rule,

v̇

∣∣∣∣
x=a

= f

g

∣∣∣∣
x=a

= f ′

g′

∣∣∣∣
x=a

= 1
2
√

1− a
. (H.72)

17If someone knows such a variable, this would be welcome news.
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For r0 > 2M , we can therefore evaluate v(τ) by numerically integrating18 Eq. (H.70) which
gives us v(τ).

The case r0 = 2M is even simpler since by symmetry, this observer has to remain at r̂ = 0
which directly gives us her t̂(τ) by inserting r(τ) into Eq. (H.64).

For all other observers, we have r(τ) and v(τ) along their journey which gives us their
trajectory by computing through Eq. (H.62)

t̂+ r̂ = v̂ = e
v

4M and t̂2 − r̂2 = e−
r

2M (r − 2M) .

The slices thus obtained for an ensemble of observers is shown in Fig. 15 for several values of
τ ∈ [0, πM ]. As we have already shown above, the observer starting at r0 hits the singularity
r = 0 at τ = πM unit. The solid black curves in the upper right quadrant of this figure show
the trajectories of four specific observers; note that along their trajectories the Kruskal-Szekeres
radius r̂ increases but their Schwarzschild radius decreases (as expected for infalling observers).

We identify two key problems for the gauge choice of geodesic slicing and zero shift.
(A) The code reaches the singularity after πM time units and crashes by producing NaNs.
(B) A less evident problem is the gradual divergence of the individual observer’s trajectories;

see the four black solid lines in Fig. 15. This effect is known as slice stretching and implies
that neighbouring grid points in a numerical implementation can separate to ever larger
distance as time evolves. While not necessarily crashing a simulation, this can degrade
the accuracy.

The first of these problems needs to be cured by better choices for the lapse function, the second
is addressed by using non-zero shift vectors. Note in this context that the shift vector has no
influence on the spacetime slicing. The surfaces τ = const in Fig. 15 look identical if we use a
non-zero shift because the coordinate time of a numerical simulation is related to the proper
time of observers moving with four velocity nµ, irrespective of whether these observers have
constant spatial coordinate position xi in our numerical simulation; for βi = 0 they do, but this
is inconsequential for the proper time they measure as they advance from coordinate time t to
t+ dt.

H.2.2 Singularity avoiding slicing

The key method that is used to address problem (A) in our above list is singularity avoiding
slicing. The analysis of gauge condition is still an active area of research based on a combina-
tion of empirical findings and mathematical investigations. One of the most intensively studied
scenario is the avoidance of singularities where the spatial volume element √γ =

√
det γij

vanishes. This is realized, for example, for the Schwarzschild metric in Kruskal-Szekeres coor-
dinates (H.63) at r=0, but also occurs due to the focusing of the world lines of normal observers.
We do not really care too much whether the vanishing of √γ arises due to a physical singularity
or merely a failure of the coordinates; either will break our simulations, so we seek for a way
to avoid this happening. In doing so, we largely follow the work of Refs. [59, 60] which readers
will find a good starting point for a more detailed discussion.

18The standard Trapezium rule works perfectly well for this simple problem.
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The idea behind singularity avoiding slicing is to drive the lapse function α to zero in the
vicinity of “dangerous regions” in the spacetime. From Eq. (F.84), we see that in that case, the
proper time along the normal direction nµ will slow down, essentially freezing the evolution near
singular points while the simulation proceeds well and fine everywhere else in the spacetime.
In terms of Fig. 15, a reduction of the lapse close to the singularity r = 0 means that slices of
constant coordinate time t will freeze prior to reaching the singularity but continue evolving in
the regions further away at larger r̂. We therefore are looking for a way to prescribe the lapse
function in a way that measures the local volume element √γ and reduces α where γ becomes
small.

Many of the slicing conditions employed in practical simulations are encompassed by the
Bona-Massó family of hyperbolic slicing conditions introduced in the mid 90s [61].

Def. : In the Bona-Massó family of slicing conditions, the lapse function is evolved according
to

dα
dt

..= (∂t − Lβ)α = (∂t − βm∂m)α = −α2f(α)K , (H.73)

where Lβ denotes the Lie derivative along the shift vector β and f(α) is a positive
but otherwise free function.

It turns out convenient to derive an alternative representation of the Bona-Massó equation
(H.73).

Lemma : In coordinates adapted to the 3+1 split, the components Γ0
µν of the spacetime

Christoffel symbols can be written as

Γ0
00 = 1

α
(∂0α + βm∂mα)− 1

α
βmβlKml , (H.74)

Γ0
0i = ∂iα

α
− 1
α
βmKim , (H.75)

Γ0
ij = − 1

α
Kij . (H.76)

Proof. The spacetime metric components in adapted coordinates are given by Eq. (F.81), so
that

Γ0
00 = g0ρ

2 (∂0g0ρ + ∂0gρ0 − ∂ρg00) = g0ρ
(
∂0g0ρ −

1
2∂ρg00

)
= g00

2 ∂0g00 + g0m
(
∂0g0m −

1
2∂mg00

)

= −α−2 1
2∂0(−α2 + βmβm) + α−2βm

[
∂0βm −

1
2∂m(−α2 + βnβn)

]

= 1
2

2α
α2 ∂0α−

1
2α2 (βm∂0β

m + βm∂0βm) + 1
α2β

m∂0βm −
1

2α2β
m [−2α∂mα + βn∂mβn + βn∂mβ

n]
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= ∂0α

α. . . .
− 1

2α2βm∂0β
m− 1

2α2β
m∂0βm−

1
2α2β

mβn∂mβn−
1

2α2β
mβn∂mβ

n + 1
α
βm∂mα

. . . . . . . . . .
+ 1
α2β

m∂0βm

= 1
α

(∂0α + βm∂mα)− 1
2α2 (βm∂0β

m − βm∂0βm)− 1
2α2β

m (βn∂mβn + βn∂mβ
n)

= 1
α

(∂0α + βm∂mα)− 1
2α2

(
βm∂0β

m − γmlβm∂0β
l − βmβl∂0γml

)

− 1
2α2β

m
(
βnγnl∂mβ

l + βnβl∂mγnl + βn∂mβ
n
)

= 1
α

(∂0α + βm∂mα) + 1
2α2β

mβl∂0γml −
1

2α2β
mβnβl∂mγnl −

1
α2β

mβl∂mβ
l

= 1
α

(∂0α + βm∂mα) + 1
2α2β

nβl
[
2γk(n∂l)β

k − 2αKnl

]
− 1
α2β

mβl∂mβ
l

= 1
α

(∂0α + βm∂mα)− 1
α
βmβlKml . (H.77)

For Γ0
0i, we likewise find

Γ0
0i = 1

2g
0ρ (∂0giρ + ∂igρ0 − ∂ρg0i)

= 1
2g

00 (∂0g0i + ∂ig00 − ∂0g0i) + 1
2g

0m (∂0gim + ∂igm0 − ∂mg0i)

= 1
2g

00∂ig00 + 1
2g

0m (∂0γim + ∂iβm − ∂mβi)

= − 1
2α2∂i(−α

2 + βmβm) + 1
2α2β

m (∂0γim + ∂iβm − ∂mβi)

= ∂iα

α
− 1

2α2

(
βm∂iβ

m + βm∂iβm
)

+ 1
2α2β

m∂0γim + 1
2α2β

m∂iβm −
1

2α2β
m∂mβi

= ∂iα

α
− 1

2α2βm∂iβ
m + 1

2α2β
m
{
βk∂kγim. . . . . . . . . + γki∂mβ

k
. . . . . . . . . + γkm∂iβ

k − 2αKim

}
− 1

2α2β
m∂m(γilβl)

. . . . . . . . . . . . . . . . . . . .

= ∂iα

α
− 1
α
βmKim . (H.78)

Finally, we get

Γ0
ij = 1

2g
00 (∂igj0 + ∂jg0i − ∂0gij) + 1

2g
0m (∂igjm + ∂jgmi − ∂mgij)
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= − 1
2α2

(
∂iβj + ∂jβi−∂0γij

)
+ 1

2α2β
m

(
∂iγjm + ∂jγmi−∂mγij

)

= 1
2α2

{
γmi∂jβ

m

. . . . . . . . . + γmj∂iβ
m

::::::::
− 2αKij

}
− 1

2α2∂i(γjmβ
m)

::::::::::::::::

− 1
2α2∂j(γimβ

m)
. . . . . . . . . . . . . . . . . .

+ 1
2α2β

m∂iγjm
::::::::::::

+ 1
2α2β

m∂jγim
. . . . . . . . . . . . . .

= − 1
α
Kij . (H.79)

Proposition: The Bona-Massó slicing condition (H.73) implies[
gµν +

(
1− 1

f

)
nµnν

]
∇µ∇νt = 0 , (H.80)

Proof. First, we note that in adapted coordinates

∇µ∇νt = ∂µ∂νt− Γρνµ∂ρt = ∂µδ
0
ν − Γρνµδ0

ρ = −Γ0
µν . (H.81)

Next, using γαβ = gαβ + nαnβ, we obtain

−
[
gµν +

(
1− 1

f

)
nµnν

]
∇µ∇νt = γµνΓ0

µν −
1
f
nµnνΓ0

µν

∣∣∣∣ nµ =
(
− 1
α
,
βi

α

)

= γijΓ0
ij −

1
f

(
1
α2 Γ0

00 − 2 β
i

α2 Γ0
0i + βiβj

α2 Γ0
ij

)

= −γ
ij

α
Kij −

1
f

[ 1
α3∂0α + 1

α3β
m∂mα−

1
α3β

mβnKmn
:::::::::::::::

− 2 β
i

α2

(
∂iα

α
− 1
α
βmKim

:::::::::::

)
− βiβj

α2

( 1
α
Kij

:::::

)]

= − 1
α
K − 1

f

[ 1
α3 (∂0 − βm∂m)α

]
= − 1

fα3

[
(∂0 − βm∂m)α + α2fK

]
= 0 , (H.82)

where the terms in square brackets on the last line are exactly the Bona-Massó condition
(H.73).

The Bona-Massó family also turns out very convenient to analyze quantitatively how the
lapse behaves in the neighbourhood of singularities. We illustrate this for so-called focusing
singularities following Alcubierre [60].
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Def. : A focusing singularity is a point where the volume element√γ vanishes at a bounded
rate as a function of the proper time measured by normal observers traveling with
four-velocity nµ.

The convenient nature of Bona-Massó slicing for analytic studies becomes clear if we consider
the time evolution of the volume element γ. Recalling Eq. (G.51) for the conformal factor χ
and its definition (G.36), we find

(∂t − βm∂m)χ = −2
3χ∂mβ

m + 2
3αχK

⇒ (∂t − βm∂m)γ1/2 = (∂t − βm∂m)χ−3/2 = − 3
2χ
−5/2(∂t − βm∂m)χ = χ−3/2∂mβ

m − αχ−3/2K

⇒ (∂t − βm∂m)γ1/2 = γ1/2∂mβ
m − αγ1/2K .

Recalling furthermore that the Lie derivative along a vector field X of a tensor density T α...β...
of weight w is

LXT α...β... = Xµ∂µT α...β... − (∂µXα)T µ...β... − . . .+ (∂βXµ)T α...µ... + . . .+ w(∂µXµ)T α...β... ,

we can write the evolution of the volume element as

d
dtγ

1/2 = (∂t − Lβ)γ1/2 = −αγ1/2K . (H.83)

Examples
(1) For f(α) = 1, we obtain

d
dtα = −α2K

(H.83)= α
√
γ

d
dt
√
γ

⇒ d
dt lnα = d

dt ln√γ

⇒ α = h(xi)√γ , (H.84)

where h(xi) is a function of integration that may depend on the spatial coordinates,
but not on time. Setting f = 1 in Eq. (H.80), we see that this case corresponds to

�t = ∇µ∇µt = 0 , (H.85)

which is known as harmonic slicing. We will see below that it plays a special role in
our classification of singularity avoidance.
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(2) For f(α) = N = const, we similarly obtain

d
dtα = −α2NK = αN

√
γ

d
dt
√
γ

⇒ lnα = N ln√γ + h̃(xi)

⇒ α = h(xi)√γN . (H.86)

(3) One of the most popular slicing conditions is obtained for f = N
α

,

d
dtα = −αNK = N

√
γ

d
dt
√
γ

⇒ α = h(xi) +N ln√γ . (H.87)

For h(xi) = 1 and N = 2, we obtain the special case

d
dtα = ∂tα− βm∂mα = −2αK ⇒ α = 1 + ln γ . (H.88)

This class of gauge conditions is often referred to as “1+log” slicing, sometimes implying
only the special case (H.88) and sometimes the more general Eq. (H.87). In particular,
Eq. (H.88) is the slicing employed in most (if not all) moving puncture simulations,
including the breakthroughs [8, 9].

(4) In the general case, we can still relate the volume element and the lapse through an
integral equation,

d
dtα = αf

√
γ

d
dt
√
γ

⇒ 1
αf

d
dtα = 1

√
γ

d
dt
√
γ

⇒ ln√γ + h̃(xi) =
∫ 1
αf(α)

d
dtαdt =

∫ dα
αf(α) (H.89)

⇒ √
γ = h(xi) exp

{∫ dα
αf(α)

}
. (H.90)

The last two relations greatly help our analysis of the singularity avoidance. In partic-
ular, we already see that for finite α > 0, the integral

∫ dα
αf(α) is finite and γ cannot drop

to zero. Read in reverse, this implies that Bona-Massó slicing will inevitably result in
a “collapse of the lapse”, i.e. α→ 0, if the volume element shrinks to zero. We we will
see below, this is a necessary, but not a sufficient condition for singularity avoidance.
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Let us now assume that a focusing singularity is encountered at proper time τs as measured
by a normal observer19 Recalling that dτ = αdt, this corresponds to coordinate time

∆t =
∫ τs

0

dτ
α

(H.91)

We now have three possibilities.
(1) The volume element √γ vanishes and α remains finite. As have just seen, this does not

happen for Bona-Massó slicing.
(2) The lapse α vanishes as √γ vanishes. In this case, the singularity may be reached at finite

or infinite coordinate time, depending on the rate at which α → 0. If the singularity is
reached at infinite coordinate time, we call this case marginally singularity avoiding.

(3) α vanishes before √γ drops to zero. We call this case strongly singularity avoiding.
Let us now consider the concrete case

√
γ ∼ (τs − τ)m as √

γ approaches 0 ,

f(α) = Aαn as α approaches 0 , (H.92)

where A > 0 for f(α) > 0 and m > 1 to ensure √γ vanishes at a bounded rate.

Proposition: 1. For n < 0, Bona-Massó slicing results in strong singularity avoidance.

2. For n = 0 and mA ≥ 1, we have marginal singularity avoidance.

3. For n > 0 or (n = 0 and mA < 1), the lapse collapses to zero at the
singularity which, however, is reached at finite coordinate time, so that
we have no singularity avoidance.

Proof. With Eq. (H.92), we obtain

∫ dα
αf(α) = 1

A

∫ dα
αn+1 =


ln
(
α1/A

)
for n = 0

− 1
An
α−n for n 6= 0

.

Inserting the n 6= 0 case into Eq. (H.90) gives us

√
γ = h(xi) exp

{−1
nA

α−n
}
.

For n < 0, this results in a finite γ as α → 0, so the lapse collapses before the singularity is
reached. This proofs the first item in our proposition.

19Note that we always consider the proper time as measured by a normal observer. This is not necessarily
the proper time measured along the integral curves of the timelike basis vector ∂t. The two integral curves
coincide only for vanishing shift vector; cf. Fig. 13.
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For n ≥ 0, √γ and α vanish simultaneously and we need to determine the coordinate time
at which the singularity is reached. Recalling dτ = αdt, we get

∆t =
∫ τs

0

dτ
α

=
∫ 0

α0

dτ/dα
α

dα . (H.93)

We have two possibilities:
(i) If dτ

dα vanishes as αp for some p > 0 or faster as α → 0, then the integral and, hence, ∆t
is finite, so that we have no singularity avoidance.

(ii) If dτ
dα is finite or larger as α → 0, then the integral diverges, ∆t is infinite and we have

marginal singularity avoidance.
To calculate dτ/dα, we differentiate Eq. (H.89) with respect to proper time,

d ln√γ
dτ = 1

αf

dα
dτ . (H.94)

Inserting Eq. (H.92) leads to
d
dτ [m ln(τs − τ)] = 1

αf

dα
dτ

⇒ m ln(τs − τ) =
∫ 1
αf

dα

⇒ τ = τs − exp
{

1
m

∫ 1
αf

dα
} ∣∣∣∣ f(α) = Aαn

= τs − exp
{ 1
mA

∫ 1
αn+1 dα

}
=


τs −

(
α
α0

) 1
mA for n = 0

τs − exp
[
−1
nmA

(
1
αn
− 1

αn0

)]
for n > 0

.

• We first consider n > 0 which gives us

dτ
dα = − exp

[
−1
nmA

(
1
αn
− 1
αn0

)]
1
mA

1
αn+1 .

As α→ 0, this drops faster than αp due to the exponential suppression, so ∆t remains
finite by Eq. (H.93) and we have no singularity avoidance.

• For n = 0, we obtain

dτ
dα = − 1

mA

(
α

α0

) 1
mA
−1

α→0−→


0 if mA < 1
−1 if mA = 1
−∞ if mA > 1

. (H.95)

The case mA < 1 gives us a power law falloff αp, so that again ∆t remains finite in
Eq. (H.93) and we do not have singularity avoidance. The cases mA ≥ 1, on the other
hand, lead to a diverging ∆t and are thus marginally singularity avoiding.
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For m = 1, i.e. a singularity √γ ∼ (τs − τ), the case n = 0, A = 1, i.e. the harmonic slicing
condition f(α) = 1 from Example 1 on Page 148, marks the threshold between singularity
avoidance and non-avoiding slicings.

H.2.3 Shift conditions

In our discussion of the normal observer’s trajectories in the Kruskal diagram on Page 144,
we have noticed the problem of slice stretching whereby the paths of neighbouring observers
can deviate to increasingly large coordinate distance as time progresses. This effect is less
catastrophic than the encounter of a singularity due to inappropriate slicing conditions, but
can still have significant adverse effects on the performance of a code; as neighbouring grid
points get far apart, discretization schemes may become inaccurate or even suffer from numerical
instabilities. The methods for prescribing shift conditions to avoid this effect are on yet less solid
mathematical ground than the derivation of singularity avoiding slicings, but they nonetheless
work well in practice.

The exploration of “good” shift conditions dates back to the so-called minimal-distortion
shift condition of Smarr & York [62]; see also Alcubierre et al [63] for a more recent discussion
that we largely follow here. In simple terms, the idea is to introduce a measure for the divergent
motion of neighbouring observers and prescribe the shift in a way that minimizes this quantity
or, as is usually sufficient, to control and limit its growth.

Def. : The distortion tensor is

Σij
..= 1

2γ
1/3∂tγ̃ij = 1

2χ∂tγ̃ij , (H.96)

where γ, γ̃ij and χ are as defined in Eq. (G.36) for our BSSNOK variables.

The minimal distortion shift condition attempts to minimize the integral of ΣmnΣmn over
the spatial hypersurface which leads to the elliptic differential equation (4.11) of Ref. [62],

DjΣij = 0 ⇔ Dj
[
Diβj +Djβi −

2
3γijDkβ

k
]

= Dj
[
2α
(
Kij −

1
3γijK

)]
. (H.97)

We can intuitively interpret the distortion tensor as a measure for the change in the conformal
metric weighted by the spatial volume element. By limiting or even minimizing the gradient of
this quantity, we avoid neighbouring grid points drifting far apart. Unfortunately, the elliptic
differential equation (H.97) is challenging and computationally costly to solve numerically, but
with relatively minor adjustments, it leads to a highly convenient and successful evolution
equation for the shift vector. To achieve this, we will establish a relation between the distortion
tensor and the time derivative of the contracted conformal Christoffel symbols ∂tΓ̃ i. We proceed
in several steps.
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Lemma : The distortion tensor can be written as

Σij = χ

2

[
−βm∂mγ̃ij + γ̃jl∂lβ

i + γ̃il∂lβ
j − 2

3 γ̃
ij∂mβ

m − 2αÃij
]
, (H.98)

and it has zero trace,
γ̃mnΣmn = 0 . (H.99)

Proof. Using Eq. (G.52) to replace ∂tγ̃ij in the definition of the distortion tensor (H.96) gives
us

Σij = γikγjlΣkl = χ2γ̃ikγ̃jl
1

2χ∂tγ̃kl

= χ

2 γ̃
ikγ̃jl

[
βr∂rγ̃kl + γ̃mk∂lβ

m + γ̃ml∂kβ
m − 2

3 γ̃kl∂mβ
m − 2αÃkl

]

= χ

2

[
−βm∂mγ̃ij + γ̃jl∂lβ

i + γ̃ik∂kβ
j − 2

3 γ̃
ij∂mβ

m − 2αÃij
]

(H.100)

The vanishing trace is easiest to show using the unit determinant of the conformal metric
whence ∂tγ̃ = 0 and therefore

γijΣij = χγ̃ij
1

2χ∂tγ̃ij = 1
2 γ̃

ij∂tγ̃ij︸ ︷︷ ︸
=0

= 0 . (H.101)

Proposition: The distortion tensor is related to the contracted conformal Christoffel symbols
by

2∂j(χ−1Σij) = 2
χ

(
DjΣij − Γ̃ ijkΣjk + 3

2
∂jχ

χ
Σij

)
= ∂tΓ̃i . (H.102)

Proof. Using Eq. (G.38), we first compute

DjΣij = ∂jΣij + Γ imjΣmj + Γ jmjΣim

= ∂jΣij + Γ̃ imjΣmj + Γ̃ jmj︸︷︷︸
=0

Σim − 1
2χ

(
δij∂mχ+ δim∂jχ− γ̃mj γ̃in∂nχ

)
Σmj

− 1
2χ

(
δjj∂mχ+ δjm∂jχ− γ̃mj γ̃jn∂nχ

)
Σim



H GAUGE AND INITIAL DATA 154

= ∂jΣij + Γ̃ imjΣmj − 1
2χ

(
5∂mχΣmi − γ̃in∂nχ γ̃mjΣmj︸ ︷︷ ︸

=0

)

= ∂jΣij + Γ̃ imjΣmj − 5
2χ∂mχΣmi . (H.103)

Inserting this for DjΣij in the middle term of Eq. (H.102), we get

2
χ

[
DjΣij − Γ̃ ijkΣjk + 3

2
∂jχ

χ
Σij

]
= 2
χ

[
∂jΣij + Γ̃ imjΣmj − 5

2
∂mχ

χ
Σmi − Γ̃ ijkΣjk + 3

2
∂jχ

χ
Σij

]

= 2
χ

[
∂jΣij − ∂mχ

χ
Σmi

]
= 2∂j

(
χ−1Σij

)
, (H.104)

which proves the first equality in (H.102). For the second equality, we take the derivative of
Eq. (H.98) and make some use of the identity Γ̃ i = −∂mγ̃mi from Eq. (G.41),

2∂j(χ−1Σij) = −∂j(βm∂mγ̃ij) + ∂j γ̃
jl∂lβ

i + γ̃jl∂j∂lβ
i + ∂j γ̃

il∂lβ
j + γ̃il∂j∂lβ

j

−2
3∂j γ̃

ij∂mβ
m−2

3 γ̃
ij∂j∂mβ

m − 2∂jαÃij − 2α∂jÃij

= −βm∂m(∂j γ̃ij)−∂mγ̃ij∂jβm − Γ̃ l∂lβ
i + γ̃jl∂j∂lβ

i + ∂j γ̃
il∂lβ

j + 1
3 γ̃

im∂m∂jβ
j

+2
3 Γ̃

i∂mβ
m − 2Ãij∂jα− 2α∂jÃij

= βm∂mΓ̃
i − Γ̃ l∂lβ

i + γ̃jl∂j∂lβ
i + 1

3 γ̃
im∂m∂jβ

j + 2
3 Γ̃

i∂mβ
m − 2Ãij∂jα− 2α∂jÃij .

For the final expression, we need the momentum constraint (G.50) in the form

2γ̃imMm = 4
3 γ̃

im∂mK − 2D̃mÃ
im + 3Ãim∂mχ

χ
+ 16πγ̃imjm = 0

⇒ −2∂mÃim = 2Γ̃ inmÃnm + 2 Γ̃mnm︸︷︷︸
=0

Ãin − 4
3 γ̃

im∂mK − 3Ãim∂mχ
χ
− 16πγ̃imjm .

We use this result to replace the term −2α∂jÃij, so that

2∂j(χ−1Σij) = βm∂mΓ̃
i − Γ̃ l∂lβ

i + γ̃jl∂j∂lβ
i + 1

3 γ̃
im∂m∂jβ

j + 2
3 Γ̃

i∂mβ
m − 2Ãij∂jα

+α
(

2Γ̃ inmÃmn −
4
3 γ̃

im∂mK − 3Ãim∂mχ
χ
− 16πγ̃imjm

)
(G.55)= ∂tΓ̃

i ,
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where the last equality arises from the evolution equation for Γ̃ i dropping the auxiliary con-
straint term σGi which is zero in the continuum limit.

Equation (H.102) motivates a modification of the minimal distortion shift condition by
imposing ∂tΓ̃i = 0. This choice is known as the Gamma freezing condition and results in the
elliptic equation obtained by setting the right-hand-side of Eq. (G.55) to zero which gives us
a second-order elliptic PDE for βi. It differs from the minimal distortion equation DjΣij = 0
only by terms containing first metric derivatives multiplied with the distortion tensor itself. In
particular, the two equations do not differ in any terms involving second derivatives of βi.

The Gamma freezing shift still involves solving a complicated PDE, but only on the initial
hypersurface; afterwards, it can be maintained by simply not evolving the variable Γ̃ i. There is,
however, an even more convenient way to achieve Gamma freezing shift without elliptic solving.
The idea behind this approach is known as the Gamma driver condition. Driver type gauge
conditions were introduced by Balakrishna et al [64] and inspired the Gamma driver established
for BH evolutions by Alcubierre et al [63]. The idea is to source the evolution of the shift vector
by ∂tΓ̃ such that the shift ceases to change once Gamma freezing is achieved. In the parabolic
version, this leads to

∂tβ
i = F∂tΓ̃

i , (H.105)
where F is a function of space and time. Empirically it has been observed that F needs to
be positive to drive ∂tΓ̃ i towards the freezing condition. We can also construct a second-order
shift condition,

∂2
t β

i = F∂tΓ̃
i − η̃∂tβi , (H.106)

where F and η̃ are functions of space and time that, again, need to be positive. Furthermore,
in practical evolutions, the dissipation term η̃∂tβ

i is required to avoid oscillations of the shift.
In particular the hyperbolic version has been employed with great success in the literature,
typically in the form of a first order system with constant F = 3/4 and Mη = O(1), where M
is the ADM mass of the spacetime,

∂tβ
i = 3

4B
i , ∂tB

i = ∂tΓ̃
i − ηBi .

As a further adjustment, some evolutions replace the time derivative operator with the advection
derivative ∂t−βm∂m. Together with the 1+log slicing condition (H.88), we can write this gauge
choice as

∂tα = κβm∂mα− 2αK ,

∂tβ
i = κβm∂mβ

i + 3
4B

i ,

∂tB
i = κβm∂mB

i + (∂t − κβm∂m)Γ̃i − ηBi . (H.107)

Here κ is a parameter set to 0 or 1 to ex- or include the advection derivatives. These con-
ditions are often referred to as moving puncture gauge since they are used with great success
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in the evolution of BH binaries starting with puncture data, including the moving puncture
breakthroughs [8, 9].

That leaves us with just one question, how to initialize α and βi? It turns out that the
moving-puncture gauge is so robust that it works with a great variety of initial α and βi. The
most common choices are to start with vanishing shift and Bi as well as α = 1 or α = √χ;
other choices have, however, been used with comparable success. As a final comment, we note
that the shift equations in (H.107) can be integrated analytically, resulting in

∂tβ
i = κβm∂mβ

i + 3
4 Γ̃

i − ηβi . (H.108)

This condition is not necessarily equivalent to the second-order version in (H.107) due to inte-
gration constants, but also works very well in practice.
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I Gravitational-wave diagnostics
In our final chapter, we discuss the extraction of gravitational waves and the corresponding
radiated energy and momenta from numerical simulations. Here, we can be comparatively
brief, since we have already done the hard work in Sec. E.

I.1 Gravitational-wave strain and the Newman-Penrose scalar
In Eqs. (E.102), (E.106) we have seen that in the limit r →∞, the GW strain can be expressed
in terms of projections of the Riemann tensor according to

Rµνρσkµmνkρmσ = − i
r
∂2
uc̄ = − i

r
∂2
u

(
r

2h+ − i r2h×
)

= −1
2(i∂2

uh+ + ∂2
uh×) . (I.1)

Here, k and m are part of a tetrad given by Eq. (E.98),

k ' −1
2(eT − eR) , ` ' eT + eR , m ' eθ + eφ

2 + i eθ − eφ
2 . (I.2)

In the more recent literature, it is common to work with a rescaled version of these tetrad
vectors asymptotically related to the unit vectors eT , eR, eθ and eφ by

k̃ ' eT − eR√
2

, ˜̀ ' eT + eR√
2

, m̃ ' eθ + ieφ√
2

. (I.3)

This tetrad obeys the normalization

g(k̃, ˜̀) = −1 , g(m̃, m̃) = 1 , (I.4)

with all other inner products vanishing, and thus differs from Eq. (E.95) only by the minus sign
in g(k̃, ˜̀). Inverting Eq. (I.3) for the angular base vectors gives us

eθ = m̃ + m̃√
2

, eφ = m̃− m̃√
2i

= − i m̃− m̃√
2

⇒ m = 1 + i
2 eθ + 1− i

2 eφ = 1 + i
2
√

2
(m̃ + m̃) + 1− i

2
√

2
(−i)(m̃− m̃)

= 1
2
√

2
(
m̃ + m̃ + im̃ + im̃− im̃ + im̃− m̃ + m̃

)
= 1

2
√

2
(
2m̃ + 2im̃

)

= 1 + i√
2

m̃ . (I.5)

Bearing also in mind that k = −k̃/
√

2, we can now rewrite Eq. (I.1) as

Rµνρσkµmνkρmσ = Rµνρσ
k̃µ√

2
1 + i√

2
m̃ ν k̃ρ√

2
1 + i√

2
m̃σ = i

2Rµνρσk̃µ m̃ ν k̃ρ m̃σ (I.6)
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In numerical relativity, it is more common to extract the GW signal in terms of the Newman-
Penrose scalar Ψ4 [65].

Def. : The Newman-Penrose scalar Ψ4 is defined as20

Ψ4 = Cµνρσk̃µ m̃ ν k̃ρ m̃σ
, (I.7)

where Cµνρσ is the Weyl tensor related to the Riemann tensor in n spacetime dimen-
sions by

Cαβγδ = Rαβγδ −
2

n− 2
(
gα[γRδ]β − gβ[γRδ]α

)
+ 2

(n− 1)(n− 2)Rgα[γgδ]β . (I.8)

Proposition: In vacuum, Ψ4 is related to the GW strain by

Ψ4 = −ḧ+ + iḧ× = ∂2
TH with H ..= −h+ + ih× . (I.9)

Proof. In vacuum, the Riemann and Weyl tensors are equal, so that by Eqs. (I.1) and (I.6)

Ψ4 = 2
i

[
−1

2(i∂2
uh+ + ∂2

uh×)
]

= − ∂2
uh+ + i∂2

uh× . (I.10)

Furthermore, the derivatives with respect to retarded time u = T − R and “normal” time are
equal, ∂u = ∂T .

I.2 Gravitational-wave energy and momentum
The energy and linear momentum carried by the GWs can be computed from the averaged
stress energy tensor for the effective energy contained in high-frequency GWs first computed by
Isaacson [66, 67] (see also [13] for more details). This tensor is constructed from second-order
perturbation theory around the Minkowski spacetime and consists of the terms quadratic in
the first order perturbations that appear on the right-hand side of the Einstein equations at
second perturbative order. In terms of the trace reversed first-order perturbation, the Isaacson
stress-energy tensor is given by

tµν = 1
32π

〈
∂µh̄ρσ ∂ν h̄

ρσ − 1
2∂µh̄ ∂ν h̄− 2∂σh̄ρσ ∂(µh̄ν)ρ

〉
. (I.11)

Here 〈 . 〉 denotes the average over volumes that are large compared to the (cube of the)
gravitational wave length. Crucially, 〈tµν〉 can be shown to be gauge invariant, so that we can
calculate it in the convenient transverse-traceless or “TT” gauge, where

tµν = 1
32π 〈∂µh

TT
ij ∂νh

TT
ij 〉 , (I.12)

20Some authors have an overall minus sign in the right-hand side of this definition of Ψ4.



I GRAVITATIONAL-WAVE DIAGNOSTICS 159

where we sum over i and j. We henceforth drop the superscript “TT” and implicitly assume
that hij is given in the transverse traceless gauge.

The energy flux across a surface xk = const is given by

t0k = 1
32π 〈∂

0hij ∂
khij〉 = 1

32π 〈−∂0hij ∂khij〉 . (I.13)

The flux across a surface element dA with unit outgoing normal nk is therefore given by
dE

dt dA = t0knk = 1
32π

〈
−∂0hij ∂khij

xk
R

〉
= 1

32π 〈−∂Thij ∂Rhij〉 , (I.14)

where we have used the outgoing unit normal for a surface element on a sphere of constant
radius, nk = xk/R, and chain rule (xk/R)∂k = ∂R. In the limit R → ∞, the perturbation hij
is an outgoing plane wave and therefore a function of21 T −R, so that ∂Rhij = −∂Thij and

dE
dt dA = 1

32π 〈∂0hij ∂0hij〉 .

At each point on a sphere of constant radius R, we can rotate the Cartesian coordinates such
that the z axis coincides with the radial direction, so that

hij =

h+ h× 0
h× −h+ 0
0 0 0

 ⇒ ∂0hij ∂0hij = 2(∂0h+)2 + 2(∂0h×)2

⇒ dE
dt dA = 1

16π 〈(∂0h+)2 + (∂0h×)2〉 . (I.15)

Note that this is equivalent to Eq. (E.107) for the rate of change for the Bondi mass; of course,
it is reassuring to obtain this agreement with the fully non-linear characteristic calculation.
With H = −h+ + ih× we obtain

|∂TH|2 = ∂TH ∂T H̄ = (−∂Th+ + i∂Th×)(−∂Th+ − i∂Th×) = (∂Th+)2 + (∂Th×)2

(I.9)=
∣∣∣∣∣
∫ T

−∞
Ψ4dt̃

∣∣∣∣∣
2

, (I.16)

so that Eq. (I.15) gives us the total energy flux

dE
dt = lim

R→∞

R2

16π

∮
|∂TH|2dΩ = lim

R→∞

R2

16π

∮ ∣∣∣∣∣
∫ T

−∞
Ψ4dt̃

∣∣∣∣∣
2

dΩ . (I.17)

21There is a subtle issue here. Despite being a function of T − R, the perturbations will in general vary
with the angular direction – otherwise, all GWs would be spherically symmetric which they cannot be due
to Birkhoff’s theorem. Derivatives transverse to the direction of propagation, however, are suppressed by
the conversion from angular to Cartesian derivatives, as for example in ∂x = r,x∂r + θ,x∂θ + φ,x∂φ. Here,
θ,x ..= ∂θ/∂x = zx/(ρR2), φ,x = −y/ρ2 with ρ =

√
x2 + y2, so these derivatives decay ∝ 1/R and even for finite

angular derivatives, derivatives of the wave in Cartesian coordinates vanish at R → ∞ except in the direction
of the wave propagation. It is for this reason that we can ignore angular derivatives and write hij = hij(T −R).
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For the linear momentum we use the relation
∂

∂xl
hij = ∂R

∂xl
∂Rhij + ∂θ

∂xl
∂θhij + ∂φ

∂xl
∂φhij

R→∞−→ ∂R

∂xl
∂Rhij ,

which allows us to write
dP l

dt dA = tlknk = 1
32π

〈
∂lhij ∂khij

xk

r

〉
= 1

32π

〈
xl
R
∂Rhij ∂Rhij

〉
= 1

32πnl〈∂Thij ∂Thij〉 . (I.18)

Here, the components of the unit normal can be written as

nl = xl
R

= (sin θ cosφ, sin θ sinφ, cos θ) . (I.19)

Using Eq. (I.16), the total momentum flux becomes

dPl
dt = lim

R→∞

R2

16π

∮
nl|∂tH|2dΩ = lim

R→∞

R2

16π

∮
nl

∣∣∣∣∣
∫ T

−∞
Ψ4dt̃

∣∣∣∣∣
2

dΩ . (I.20)

This proofs the following result.

Proposition: The energy and linear momentum carried by gravitational radiation is

dE
dt lim

R→∞

R2

16π

∮
|∂TH|2dΩ = lim

R→∞

R2

16π

∮ ∣∣∣∣∣
∫ T

−∞
Ψ4dt̃

∣∣∣∣∣
2

dΩ (I.21)

dPl
dt = lim

R→∞

R2

16π

∮
nl|∂tH|2dΩ = lim

R→∞

R2

16π

∮
nl

∣∣∣∣∣
∫ T

−∞
Ψ4dt̃

∣∣∣∣∣
2

dΩ ,

with nl = (sin θ cosφ, sin θ sinφ, cos θ) . (I.22)

Computing the angular momentum carried by the gravitational radiation is more involved
since the averaging used for the derivation of the Isaacson stress energy tensor does not take
into account contributions ∝ r−3 which are essential for the angular momentum. We only quote
here the final result; see Ref. [68] for more details.

Proposition: The angular momentum carried by gravitational radiation is given by

dJi
dt = − lim

R→∞

R2

16πRe
{∮

ĴiH ∂T H̄ dΩ
}

= − lim
R→∞

R2

16πRe
{∮

Ĵi

(∫ T

−∞

∫ t̂

−∞
Ψ4dt̃ dt̂

)
×
(∫ T

−∞
Ψ̄4dt̃

)}
,

with Ĵx = − sinφ∂θ − cosφ
(

cot θ∂φ −
2i

sin θ

)
,

Ĵy = cosφ∂θ − sinφ
(

cot θ∂φ −
2i

sin θ

)
and Ĵz = ∂φ . (I.23)
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I.3 The multipolar decomposition of Ψ4

Gravitational wave signals are most commonly plotted as functions of one variable, typically
time, sometimes frequency. These plots result from a multipolar decomposition of the signal
which we summarize here for the Newman-Penrose scalar Ψ4, but which works in complete
analogy for the strain function H.

Given a GW signal Ψ4(T,Rex, θ, φ) extracted on a sphere of constant extraction radius Rex,
we obtain the individual multipoles of indices l = 2, 3, . . ., m = −l, −l+ 1, . . . , l by projecting
Ψ4 onto spherical harmonics Y −2

lm of spin-weight −2,

ψlm ..= 〈Y −2
lm ,Ψ4〉 ..=

∫ 2π

0

∫ π

0
Ψ4Ȳ

−2
lm sin θ dθ dφ .

⇒ Ψ4(t, θ, φ) =
∞∑
l=2

l∑
m=−l

ψlm(t)Y −2
lm (θ, φ) . (I.24)

Ideally, the extraction and decomposition should be performed at Rex →∞, but in practice, it
is commonly done at several large finite radii. The results at different radii can be extrapolated
to infinity, either in an attempt to improve the result or to calibrate the uncertainties incurred
when using finite Rex.

The spin-weighted spherical harmonics Y s
lm for arbitrary weight s are defined in terms of

the Wigner d functions (see e.g. Ref. [69]),

Y s
lm = (−1)s

√
2l + 1

4π dlm(−s)(θ)eimφ ,

where dlms(θ) =
C2∑

κ=C1

(−1)κ[(l +m)!(l −m)!(l + s)!(l − s)!
(l +m− κ)!(l − s− κ)!κ!(κ+ s−m)!

(
cos θ

2

)2l+m−s−2κ (sin θ
2

)2κ+s−m

,

with C1 = max(0, m− s) , C2 = min(l +m, l − s) . (I.25)

For l = 2, for example, this results in

Y −2
22 (θ, φ) =

√
5

64π (1 + cos θ)2e2iφ ,

Y −2
21 (θ, φ) =

√
5

16π sin θ(1 + cos θ)eiφ ,

Y −2
20 (θ, φ) =

√
15

32π sin2 θ ,

Y −2
2−1(θ, φ) =

√
5

16π sin θ(1− cos θ)e−iφ ,
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Y −2
2−2(θ, φ) =

√
5

64π (1− cos θ)2e−2iφ . (I.26)

The spherical harmonics form a complete orthonormal basis, so that

〈Y −2
lm , Ȳ −2

l′m′〉 = 〈Ȳ −2
lm , Y −2

l′m′〉 = δll′δmm′ . (I.27)

This allows us to determine the GW energy contained in individual modes by inserting the
multipolar decomposition (I.24) into Eq. (I.21) for the radiated energy,

dE
dt =

∑
l,m

Ėlm with Ėlm = lim
R→∞

R2

16π

∣∣∣∣∣
∫ T

−∞
ψlmdt̃

∣∣∣∣∣
2

. (I.28)

A similar analysis for the linear momentum is significantly more complicated and involves
overlap integrals of different multipoles, so that a linear momentum contribution can only be
assigned to a set of ≥ 2 modes rather than individual ones. Details of this calculation can be
found in Sec. 3 of Ref. [70].

I.4 An example of a GW signal
Many of the topics of these notes have been actively employed in the calculation of a GW
signal from the numerical simulation of a black-hole binary with mass ratio q = 1 : 4 inspiraling
for about 11 orbits before merging into a single BH. This simulation has used the BSSNOK
formulation of Sec. G.3 together with the moving puncture gauge conditions (H.107); for more
details see Ref. [71]. In Fig. 16 we show the real parts of the leading multipoles of the GW
strain extracted at two different extraction radii together with the extrapolation to Rex →∞.
The imaginary parts look identical up to a 90◦ phase shift. Here the multipoles are defined in
complete analogy to Eq. (I.24) by

Hlm = 〈Y −2
lm , H〉 =

∫ 2π

0

∫ π

0
HȲ −2

lm sin θ dθ dφ . (I.29)

Note that the second and third strongest multipoles H32 and H42 are amplified by factors of
40 and 400, respectively, in the figure, demonstrating that the signal is dominated by the (2, 2)
and (2,−2) quadrupoles; H2−2, which equals H̄22 for this binary, is not shown in the figure to
avoid overcrowding.

Calculations of this type played a key role in the first detection of a gravitational-wave signal
by LIGO in 2015 [11]. This discovery was awarded the 2017 Nobel Prize and has inaugurated
the new research field of GW astronomy. The methodology summarized in these lecture notes
remains an essential technology to make theoretical predictions about astrophysical sources of
GWs that provide us with the GW analog of a finger print data base that we can compare with
actual observations to try and identify the signals’ origins in the Universe.
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Figure 16: The real parts of some GW multipoles (Rex/M)Hlm are plotted for an 11 orbit
inspiral of a non-spinning BH binary with mass ratio 1 : 4 is plotted as a function of retarded
time. The different panels show the signals extracted at Rex = 64M and 96M as well as
extrapolated to infinite extraction radius. Note that the subdominant H32 and H42 are amplified
by factors of 40 and 400, respectively; the signal is dominated by the quadrupole modes H22
and H2−2 (not shown here).
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[2] A. Einstein. Über Gravitationswellen. Sitzungsber. Preuss. Akad. Wiss. Berlin (Math.
Phys. ), 1918:154–167, 1918.

[3] H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner. Gravitational waves in general
relativity VII. Waves from axi-symmetric isolated systems. Proc. Roy. Soc. A, 269:21–52,
1962.

[4] R. K. Sachs. Gravitational Waves in General Relativity. 8. Waves in asymptotically flat
Space-times. Proc. Roy. Soc. A, 270:103–126, 1962.

[5] R. Arnowitt, S. Deser, and C. W. Misner. The dynamics of general relativity. In L. Witten,
editor, Gravitation an introduction to current research, pages 227–265. John Wiley, New
York, 1962, gr-qc/0405109.

[6] J. W. York, Jr. Kinematics and dynamics of general relativity. In L. Smarr, editor, Sources
of Gravitational Radiation, pages 83–126. Cambridge University Press, Cambridge, 1979.



REFERENCES 164

[7] F. Pretorius. Evolution of Binary Black-Hole Spacetimes. Phys. Rev. Lett., 95:121101,
2005. gr-qc/0507014.

[8] J. G. Baker, J. Centrella, D.-I. Choi, M. Koppitz, and J. van Meter. Gravitational-Wave
Extraction from an inspiraling Configuration of Merging Black Holes. Phys. Rev. Lett.,
96:111102, 2006. gr-qc/0511103.

[9] M. Campanelli, C. O. Lousto, P. Marronetti, and Y. Zlochower. Accurate Evolutions of
Orbiting Black-Hole Binaries without Excision. Phys. Rev. Lett., 96:111101, 2006. gr-
qc/0511048.

[10] U. Sperhake. The numerical relativity breakthrough for binary black holes. Class. Quant.
Grav., 32(12):124011, 2015.

[11] B. P. Abbott et al. Observation of Gravitational Waves from a Binary Black Hole Merger.
Phys. Rev. Lett., 116(6):061102, 2016, 1602.03837.

[12] C. W. Misner, K. S. Thorne, and J. A. Wheeler. Gravitation. W. H. Freeman, New York,
1973.

[13] zzz8. Harvey Reall’s lecture notes on General Relativity:
http://www.damtp.cam.ac.uk/user/hsr1000/teaching.html.

[14] U. H. Gerlach and U. K. Sengupta. Gauge Invariant Perturbations on most General
Spherically Symmetric Space-Times. Phys. Rev. D, 19:2268–2272, 1979.

[15] U. H. Gerlach and U. K. Sengupta. Gauge Invariant Coupled Gravitational, Acoustical,
and Electromagnetic Modes on most General Spherical Space-Times. Phys. Rev. D, 22:
1300–1312, 1980.

[16] S. Chandrasekhar. The Mathematical Theory of Black Holes. Oxford University Press,
USA, 1983.

[17] M. Leclerc. Geodesic deviation and gravitational waves. 5 2006, gr-qc/0605033.

[18] R. Courant and D Hilbert. Methods of Mathematical Physics, II. Wiley-Interscience, New
York, 1962.

[19] R. P. Woodard. Ostrogradsky’s theorem on Hamiltonian instability. Scholarpedia, 10(8):
32243, 2015, 1506.02210.

[20] Emanuele Berti et al. Testing General Relativity with Present and Future Astrophysical
Observations. Class. Quant. Grav., 32:243001, 2015, 1501.07274.

[21] R. J. Le Veque. Numerical Methods for Conservation Laws. Birkhäuser Verlag, second
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