Topics in Convex Optimisation (Michaelmas 2019) Lecturer: Hamza Fawzi

11 Dual methods

Last lecture we saw that to any convex optimization problem with an affine constraint, one can

associate a Lagrange dual. The optimal value of the dual problem is equal to the optimal value of

the original, primal, problem under some mild conditions (e.g., Slater’s condition). In some cases,

the dual problem has a structure that is more amenable to algorithms than the original, primal,

problem. We explore the possibility of applying various optimization methods to the dual problem.
Consider an optimization problem of the form

a?el]iRI}L f(z) + h(Ax). (1)

Problems of the type (1) arise often in statistics and inverse problems where, e.g., f(z) is a data-
fidelity term, and h(Ax) is a regularization term. Typically f is smooth and strongly convex, and
h is nonsmooth with a simple prox. Note that even if prox;, is easy to compute, computing prox;,, 4
can be hard.

Example (Signal denoising using total variation). Consider the problem of denoising a 1D signal
u € R™ with total-variation regularization

n n—1

min Z(wz _Uz')2+)\z‘$i+1 —l’l".

z€R™
i=1 =1

This problem can be put in the form (1) with f(z) = ||z — ul|3, h(z) = ||z||1 and A is the discrete
difference operator.

We can rewrite problem (1) as

min  f(z)+ h(y) subject to y= Ax.
1‘7y

The Lagrangian is
L(z,y,2) = f(z) + h(y) + 2" (Az —y) (2)

and the dual function is

g(z) = min L(z,y, z) = min f(z) + 27 Az + h(y) — 2Ty
x?y x7y

= min {f(z)+ 2" Az} + myin {n(y) — 2"y} (3)
= —f*(—AT2) — h*(2).
So the dual problem is

max —f*(—ATz) = 1"(2) (4)



Proximal gradient to dual If f is strongly convex then z +— f*(—ATz2) is smooth and its
gradient has Lipschitz constant ||A||?/m where m is the strong convexity parameter of f. One can
apply the proximal gradient method to the dual problem (4). This gives the iteration rule:

2T = prox,,« (z + tAV f*(— AT 2)). (5)

where t > 0 is the time step. We can simplify the iteration rule using the definitions of V f* and of
prox. Indeed, we saw before that since f is strongly convex

V§*(y) = argmax {y"z - f2)} = argmin {f(x) - y'z}.
Thus Equation (5) takes the form
& = argmin { f(z) + 27 Az}
2t = proith* (z +tAz).

We can further simplify the equations above using Moreau’s identity (see exercise sheet 2) which
tells us that prox,.(z) = = — prox,(z) for any closed convex function ¢. With ¢ = th* we get
¢*(y) = (th*)*(y) = th(y/t) (check!). Also one can verify that prox,,. () =t prox,—1,(x/t). At
the end, after all simplifications, the proximal gradient method applied to the dual problem (4)
takes the form:

& = argmin { f(z) + 2{ Az}

Proximal gradient

A . £
applied to dual pb (4): §j = ergmin {h(y) — 2y + 5|45 - yl!%} (6)

Zk+1 — 2 + tk(Ai‘ - g)

In the signal denoising example (where f(z) = ||z — u||3 and h(z) = ||z]|1) note that Z and § can
be computed easily with a closed-form expression.

Remark 1. It is instructive to compare (6) to a gradient ascent method applied to the dual problem
(4). Assuming that h is also strongly convex (so that h* is smooth) the gradient ascent iteration
formax, g(z) is zx11 = 2k +txVg(zk). Using the expression of the dual function in (3) dual ascent
takes the form
& = argmin { f(z) + 2{ Az}
Gradient ascent N

. ) T
applied to dual pb (4): y= arg;nln {h(y) — zx v} (7)

Zp+1 = 2 + U (AT — g).
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