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A local renormalisation group equation which realises infinitesimal Weyl rescalings of
the metric and which is an extension of the usual Callan-Symanzik equation is described. In
order to ensure that any local composite operators, with dimensions so that on addition to
the basic lagrangian they preserve renormalisability, are well defined for arbitrarily many
insertions into correlation functions the couplings are assumed to depend on x. Local
operators are then defined by functional differentiation with respect to the couplings just
as the energy momentum tensor is given by functional differentiation with respect to the
metric. The local renormalisation group equation contains terms depending on derivatives
of the couplings as well as the curvature tensor formed from the metric, constrained by
power counting. Various consistency relations arising from the commutativity of Weyl
transformations are derived, extending previous one loop results for the trace anomaly to
all orders. In two dimensions the relations give an alternative derivation of the c-theorem
and similar extensions are obtained in four dimensions. The equations are applied in detail
to general renormalisable o models in two dimensions. The Curci-Paffuti relation is derived
without any commitment to a particular regularisation scheme and further equations used
to construct an action for the vanishing of the § functions are also obtained. The discussion
is also extended to ¢ models with a boundary, as appropriate for open strings, and relations
for the additional § functions present in such models are obtained.



1. Introduction

In principle the requirements of Weyl symmetry, or invariance under local rescaling
of the spatial metric v, — e_%'yw for arbitrary o(z), are much stronger than simple
scale invariance where o is taken to be a constant. For Weyl invariance the trace of the
conserved symmetric energy momentum tensor 7}, vanishes, which is a local equation,
whereas for scale invariance it is only necessary that the trace is a total divergence. When
a Weyl invariant theory is restricted to a flat metric, assuming that it is also invariant under
diffeomorphisms, then the theory is symmetric under the full conformal group, which of
course is infinite dimensional in two dimensions, whereas scale or dilation invariance by
itself adds just one additional generator to the Lorentz or Poincaré algebra. However
in many simple field theories scale invariance is sufficient to imply symmetry under the
conformal group as well [1]. Assuming any couplings with dimensions, or generalised
mass terms, are absent the requirements for such an invariance in the quantum theory are
then identified with the vanishing of the g function for all dimensionless couplings. This
condition ensures that physical amplitudes or correlation functions in the quantum field
theory are independent of the renormalisation mass scale pu.

As an instance of the possibility of scale invariance implying Weyl symmetry if a field
theory is such that, after applying the equation of motion and restricting the flat space,
the operator equation

VHVT;U/ =0 = ﬁzoz 5 (1'1)

is valid for some basis of scalar operators O;(z) associated with couplings g* for which
the 8 functions are 3, then manifestly 3° = 0 implies also v**T},, = 0 as required for
Weyl symmetry (the conserved currents whose charges generate the conformal group are
Jg = TH¢, where V.6, + V., &, = v A, dXA = 2VH#E, for dimension d). On curved space
there are generally additional curvature dependent terms on the r.h.s. of (1.1). In two
dimensions, for renormalisable theories, these are proportional to just the scalar curvature
R and when 3¢ = 0 the coefficient is, up to a factor, just the central charge c of the Virasoro
algebra.

Nevertheless since the (3 functions indicate only the response of the couplings ¢° to
constant rescalings of the renormalisation scale © we may expect generically instead of

(1.1)

0 = 50, + V2" + curvature dependent terms , (1.2)

with Z#(x) a local current. On flat space with 3° = 0 this still implies scale invariance
(the conserved current whose charge generates dilations is Tz, — Z#). If ZF =V, L*
for some operator L#” = L"F then a local redefinition of 7, — T}, maintaining 7}, =
1,,, V*T,, = 0 is possible which cancels the Z# term in (1.2) (for d = 2 Z# = VHS
is necessary) [2,3]. Hence in this case conformal invariance is still valid when * = 0
with the charges expressed in terms of Tl'“,. On the other hand Z* may be a current
associated with the generators of a symmetry GG and by using the corresponding operator
conservation equation, involving the equations of motion, V,Z# may be expressible in
terms of the basis of scalar operators ;. This then induces a redefinition of the 3 functions
Bt — B = B + 6%g" where §%g’ denotes the action of some infinitesimal symmetry
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variation on the coupling ¢°, with §§ determined by the current Z# [4]. Effectively in
this situation the 3 functions are arbitrary, 3* ~ 5% + 6% ¢*, so that the condition for scale
invariance is then 3% ~ 0 [5] whereas for Weyl invariance the necessary condition is that
B® = 0 in which this freedom cancels.

A crucial constraint on the allowed form of the trace of the energy momentum tensor
follows from the requirement that (©(x)) is determined by the response of the vacuum
self energy functional W to an infinitesimal Weyl rescaling, §, W, of the metric and should
therefore satisfy an appropriate integrability condition derived from the fact that the group
of Weyl transformations is abelian, (0,0, — 0570,)W = 0. Indeed for classically Weyl
invariant theories such consistency conditions, analogous to those which constrain the
axial anomaly, have been applied in 2, 4 and 6 dimensions to determine the possible
form of the curvature terms in (1.2) [6,7]. In such models ® = 0 classically but at one
loop in the quantum theory there is a local Weyl anomaly given by the various possible
scalars of dimension d formed from the curvature tensor and its covariant derivatives. Of
course (O(x)) is arbitrary up to terms which arise from additional finite contributions to
W given by integrals over local scalars of dimension d formed from the Riemann tensor
and its covariant derivatives. Thus the possible form of the Weyl anomaly becomes a
cohomological problem. In four dimensions the consistency condition implies that there
are no R? terms, as opposed to terms proportional to the square of the Weyl tensor F or
the Euler density G, and further any V2R terms are trivial in the sense that they can be
removed by a local redefinition [6,7].

Beyond one loop (©(z)) is no longer a local functional of the metric and its derivatives
at x and the consistency conditions are not immediately obvious. In this paper A =
(©) — BY(0;) — V,(ZE)), where Z! is the operator part of Z¥, is assumed to remain a
local expression to all orders allowing therefore an extension of the usual arguments. In
order to apply the discussion to A it is necessary to be precise about defining O;, and
also Zf, as finite local composite operators. To achieve this we adopt the trick [8,9]
of allowing all the couplings ¢’ to be arbitrary functions of = and, assuming W is still
determined as a finite functional by the regularised quantum field theory to all orders,
correlation functions of arbitrarily many finite local operators O;(z) at non coincident
points may then be defined by functional differentiation with respect to g*(z), just as
insertions of T}, (x) are given by functional derivatives with respect to the metric v (x).
In this case A is a local function involving the metric and also derivatives 9,,¢°. Such terms
are relevant, even for ¢* constant, when considering correlation functions of products of the
operators O; and are directly related to the additional divergences present in such cases
beyond those removed in the definition of O; itself as a finite local operator. The results
include non trivial relations between the purely curvature dependent terms in A and those
involving 8,,¢" which in principle allow the former to be determined by purely flat space
calculations (save for the F' term in 4 dimensions). Thus the R? term in A in 4 dimensions
is determined and is non zero at sufficiently high order.

Such results were first obtained by Brown and Collins in scalar ¢* field theory using
dimensional regularisation although the derivation is seemingly very different and depended
quite strongly on the particular regularisation scheme [10]. Their work was extended, also



in the framework of dimensional regularisation, to include the G term by Hathrell [11] and
also to gauge theories by Hathrell and Freeman [12]. More recently the essential equations
of this paper, which extend the work of Brown and Collins, Hathrell and Freeman to a
more general situation with many couplings, were obtained in the context of dimensional
regularisation and using the idea of x dependent couplings in two dimensions, in particular
for general non linear ¢ models [13], and four dimensions [9,14]. In both cases detailed
calculations have been made of the various new coefficients introduced at two or more loops
using dimensional regularisation [8,13,14,15]. The consistency conditions derived in this
paper give identical equations but without any commitment to a particular regularisation
scheme. This should allow extensions to cases, such as heterotic o models, where there are
anomalies in some symmetries and dimensional regularisation becomes problematic. The
starting point is an equation expressing the essential content of (1.2) where the curvature
dependent includes now also an arbitrary dependence on 6Mgi consistent with the usual
symmetries and each term having an overall dimension d. This is in effect a local version
of the Callan-Symanzik equation and from which consistency conditions necessary for the
integrability of W can readily be computed. As with the Callan-Symanzik equation the
basic equations may presumably be derived within the loop expansion in a well defined
regularisation scheme but should also be valid non perturbatively.

In section 2 the consistency relations are obtained in a simplified two dimensional
model containing only dimension two operators. The resulting equations are essentially
those at the basis of Zamolodchikov’s c-theorem [16] and in this section it is shown how
the crucial positive definite metric on the space of couplings may be obtained by adding
a cohomologically trivial (from the point of view of Weyl scaling) terms to a symmetric
tensor x;; defined in terms of the local Callan-Symanzik equation. Alternatively, even
on flat space and with constant couplings, x;; is determined by the inhomogeneous term,
proportional to 92§2(z), in the conventional Callan-Symanzik equation for the two point
correlation function (O;(x)O;(0)) which is symmetric and positive definite and, after re-
moving the leading singularity = as x — 0, serves to define Zamolodchikov’s metric. The
extension of the consistency relations to two dimensional theories defined on a space with
a boundary is also discussed. In this case there are additional boundary contributions to
the local renormalisation group equation which involve the extrinsic curvature K.

In four dimensions the full set of consistency relations, which are derived in section
3, become rather complicated although they include equations of essentially the same
form as those defining the c-theorem in two dimensions with the c-function given in terms
of the coefficient of the GG term in the energy momentum tensor trace, but without the
corresponding tensor to x;; being related to a manifestly positive correlation function
and so defining a metric as yet. This possible form for a four dimensional c-function
was first suggested by Cardy [17] and has subsequently been analysed in a perturbative
framework [14]. Various other possibilities for a four dimensional c-theorem have recently
been discussed by Capelli et al [18]. We also show how to obtain a result inspired by the
c-theorem which has been recently derived by Shore [19] using a spectral representation of
the two point function for the energy momentum tensor in which positivity properties are
clear cut. The resulting equation expresses the behaviour of a function of the couplings,
which is related to the coefficient of the F' term in th energy momentum tensor trace
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in four dimensions, under a change of scale, as controlled by the renormalisation group.
However this equation contains an additional term away from two dimensions so that the
crucial monotonic flow of the c-function as originally defined by Zamolodchikov is no longer
obtained. In order to extend the analysis of consistency relations to realistic field theories
the modifications of the consistency relations arising from the presence of lower dimension
operators, such as are present in general renormalisable field theories in four dimensions,
are also discussed.

In section 4 the consistency conditions are applied to general bosonic ¢ models in two
dimensions. These are of interest in string theory since the vanishing of the  function
may be identified with the equations of motion for the low energy degrees of freedom [20],
generalising the Einstein equations for gravity, and the analysis is complicated by the pres-
ence of lower dimension operators such as those representing the tachyon. The c-function
is now in general a scalar operator which leads to an extra piece in the equation for the
renormalisation flow of the c-function arising from the anomalous dimension of the scalar
operator, only if the equation can be restricted to the dimension zero c-number part of the
operator is the simple form of Zamolodchikov’s equation obtained. However the resulting
equations include the Curci-Paffuti relation [21] which shows how the dilaton § function
3%, or rather B®, becomes a constant at the conformal point and also another equation
which determines how B? depends on the target space metric G;; and antisymmetric ten-
sor B;; which are the essential couplings in these o models. This equation was used by us
previously, subject to some caveats, to construct an action to all orders whose variation
vanishes when Bg = Bg = 0 [13]. This action generalises a suggestion of Tseytlin [22] to
a form which allows local redefinitions of G;;, B;;. Related ideas were discussed by Forge
[23] who introduced into the couplings G;, B;; a dependence on an extra field ¢°(z), in
addition to those fields ¢’(z) parameterising the target manifold, so that Weyl symmetry
is part of an enlarged diffeomorphism group on the extended set of coordinates. This in
effect mimics the arbitrary x dependence required for our discussion and may allow for
further geometrical insight.

In section 5 the analysis of the consistency relations is extended to ¢ models with a
boundary, where the additional terms present in a boundary contribution to the action
correspond to the tachyon and massless vector field present in the open string. The results
provide relations between the open string and closed string 3 functions. Some issues con-
cerned with boundary conditions for such general o models are discussed in an appendix.

Finally in a conclusion a few remarks on possible extensions of the results obtained in
this paper are given.

2. Two Dimensional Field Theories

The analysis of consistency relations is significantly simpler for two dimensional the-
ories. We consider here an idealised renormalisable field theory for fields ¢, characterised
by an action S which is classically conformally invariant and depends on a set of cou-
plings ¢° corresponding to a complete set of dimension two local scalar operators O;. For
the discussion in this section we assume the absence of any lower dimension operators.

4



In order to derive the full set of consistency conditions for the associated quantum field
theory the couplings ¢* are assumed to be arbitrary functions of z, so that they also play
the role of sources for the operators O;, and S is further required to be defined for a
general curved background spatial metric v,,, with the lagrangian density a scalar under
reparameterisations of z. Hence we may define

0 o)
— n S , T v XTr) = 2 S P
59 (@) (@) = )

Oi(x) (2.1)
for T"" the energy momentum tensor, under the equations of motion V,T"" = 0 and
classically v,,TH*" = 0.

As usual in the corresponding quantum field theory S — Sy where Sy includes all nec-
essary counterterms of dimension two or less in some definite regularisation prescription.
In this case the counterterms, besides those obtained by g — g¢(g), depend on 8ugi and,
assuming the the regularisation scheme preserves manifest covariance under reparameter-
isations of the coordinates z, also on the scalar curvature R formed from the metric v, .
Sp may include additional couplings associated with operators with dimensions > 2 intro-
ducing a cut off scale A and which are a necessary part of the regularisation procedure but
the couplings for such irrelevant operators are supposed to be determined in terms of the
finite couplings ¢° by the requirement that correlation functions and hence physical am-
plitudes are independent of A as A — oco. Any such correlation function may be expressed
in terms of the vacuum energy functional W by functional differentiation with respect to
appropriate sources. W is defined by

W = /d[ng] 350 (2.2)

where ¢ is a loop counting parameter. The functional derivatives of W with respect to g
and v*¥ then give the connected correlation functions of the finite local quantum operators
[O0;] = 0S0/6g" and the quantum energy momentum tensor 1), = 25.5y/0v"".

For a local Weyl rescaling dy** = 20v"*” we define

AZV:2/dva'y’“’ 0 , dvzd%cﬁ,
dyHv
5 (2.3)
Ag = /dvaﬁi—. ,
09"

where 3(g) is the beta function for the coupling g°. For classically conformally invariant
theories of the form described here the operator equation v**7T},, = © = '(0;], relating
the non zero (8 functions at one and higher loops to the breaking of scale invariance,
is usually presumed to follow from a careful treatment of composite operators in a well
defined regularisation scheme. However acting on the vacuum energy functional W this is
assumed to be extended, for a general background metric and arbitrary g*(x), to

1 . . 1 ,
AW = APW — 7 /dv U(% BPR — %Xijaug@”gj) + 7 /dv oo w;0"g" | (2.4)
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which is in effect a local version of the renormalisation group equation. In general AW W =
— [ dvo(©) /¢ where (B(z)) does not just depend locally on the fields at 2 but the content of
(2.4) is that the non local contributions are given entirely by 3°([0;(z)]) and the remaining
part is restricted to just the form prescribed by the integrals over local expressions of
dimension 2 involving ¢ and 9,0. In a more general context we are tacitly also assuming
a gap in dimension between ¢ numbers of dimension zero and other possible operators in
the field theory and further that there is no need for any separate infra red cut off even
on restriction to flat space. The terms o ¢ have just the same form as the additional
counterterms necessary for curved space and x dependent couplings g°. Of course for a
classical scale invariant theory the r.h.s. of (2.4), without the AW W term, is the quantum
scale invariance anomaly, © = %ﬂq’R, at one loop on curved space which has a local
form to this order. The essential assumption here is that (2.4) expresses the appropriate
generalisation to all orders in the loop expansion with 3%(g), x:;(g), wi(g) perturbatively
calculable in a well defined mass independent regularisation scheme. Equivalent equations
of the form (2.4) have been obtained by us earlier using dimensional regularisation. For

no dimensional couplings we may also impose the requirement
0 4]
22 [ dvyr )W =0, 2.5
(“a,fr / o (2.5)

where p is the arbitrary mass scale introduced in the process of renormalisation. Hence for
o constant, and on flat space with constant couplings ¢*, (2.4) reduces to the conventional
homogeneous Callan-Symanzik equation.

The consistency relations then follow by commuting two different local scale transfor-
mations (using for dv*¥ = 209", §R = 20R + 2V?0)

1
0=[AY —AZ Al — Ag,]W =7 /dv (0’00 — 00,0\ VH |

o 9 . (2.6)
Vu = uﬁé - Xijaugzﬁ] + ﬁ]@(wiaugz) .
Since g*(z) is arbitrary the condition V,, = 0 becomes
0:8% = xi; — Lowi ,  Lpw; = FOjw; + 0if w; (2.7)
where L3 denotes the Lie derivative defined by the vector field 3. From (2.7)
0:5% = xi ) + (Oiw; = wi)B ,  B% =B +w (2.8)
and hence o o
BT = xij B0 . (2.9)

Of course W is arbitrary up to the addition of local functionals of the fields and the
couplings. If

1 . .
W =5 /dv (3bR — 3ci;0,9'0"g7) (2.10)



then, for b(g), cij(g) an arbitrary scalar, tensor respectively on the space of couplings,

6B% = B'ob dxij = Lpcij

' . o (2.11)
5?1)2' = — 821) + Cijﬁj N (Sﬁ = Cijﬂzﬁj .
It is easy to see that (2.7), or (2.8), are invariant under the changes (2.11). In general it

is not possible to set w; = 0 under such a redefinition except when w; = 9; X.

To investigate the consequences of (2.4) we consider the correlation functions sensitive
to the additional terms depending on R and 0,g after restricting to flat space v,, — 9,
and ¢* constant. Thus

(T, (£)[0:(0)]) — (B(@)[0;(0)]) = — Lw;0%0%(z), ©=0F10;], (2.12a)
(T,p(2) T, (0)) = (O(2) T (0)) = — £ (9?6, — 0,0,)6%(x) , (2.120)

and hence 3
(T,,(2)T,,,(0)) = (O(2)O(0)) — £ 3*9?5°(x) . (2.13)

Furthermore (2.4) and (2.5) give
0 0

D(T,(2)T5,(0)) = D= W + 5'08 -, (2.14a)
D{[Oi(x) TLW(O)>+815]<[ § (@) T3 (0)) = £0;8% (976, — 0,0,)8%(x) , (2.14b)

D{[0:(2)][0;(0)])+0;3* ([Or(2)][0;(0)]) +8; 8 ([0s (2)][Or (0)]) = £x:;0%6% () .(2.14c)
)

The r.h.s. of (2.14b) is dictated by consistency with (2.14a) and (2.12b) and then combining
(2.12a) with (2.14b,c) leads to the essential relation (2.7) once more.

As a consequence of the conservation equation 9,7}, = 0 we may write
<Tuv Tap<0)> = (82(5#1/ - au&/) (82500 - 8089)Q(t) )
([0:(@)][0;(0)]) = **Qi(t) ,  t=glnp’a®.

From (2.13) and (2.14a,c), choosing for simplicity ¢ = 4,

(2.15)

DO =0, Qf+DU,;+0;,80, + 0,85, =2x;;, @ =-28°+Q,56, (2.16)

where ' denotes the derivative with respect to ¢ (as introduced in (2.15) Q, §;; are
arbitrary up to the addition of a constant). In this case (2.9) is crucial for consistency.
Using (2.15), (2.16)

2?)*([03(2)][0;(0)]) = 8Gy;(2) ,

2.17

Gij = 5% — ‘Qm + g0y = xi + Lacij iy = —5%; + 505 — g 210
defines G;; to be positive definite and then

C=3(8"+¢;Bp) =30+ 30" - 20" (2.18)



satisfies

C' = —B0,C = —3G,;3 3 <0, (2.19)

with equality only if 3¢ = 0. Of course this is just Zamolodchikov’s c-theorem and is thus
shown to be effectively equivalent to the equations (2.9) given the freedom expressed in
(2.11). The positive definiteness of G;; is of course crucial for the powerful consequences
that have been obtained in applications of the c-theorem. It is easy to show that C as given
in (2.18) is exactly the same linear combination of 2*(T,.(x)T..(0)), 222*(T..(x)T.=(0))
and (22)?(T,z(x)T.z(0)) considered by Zamolodchikov. At increasing distance scales t —
oo and C' decreases monotonically until it reaches a fixed point when 3* = 0. At such a
critical point then from (2.15) with ¢ = 47

(T..(2)T.-(0)) = 6% , (T (2)T,,(0)) = —4n329%6% (z) (2.20)

The residual local contribution to (7},,(x)7}.,(0)) may be removed by an appropriate coun-
terterm breaking two dimensional reparameterisation invariance in S. We should stress
that although (7}, (z)T,,(0)) and ([O;(x)][O;(0)]) have non integrable singularities O(z~*)
as x — 0 in general writing expressions for them in the form (2.15), in terms of  and
2;;, ensures that there is a well defined Fourier transform, after integrating the deriva-
tives acting on 2, ;; by parts, giving therefore suitable regularised momentum space
amplitudes.

It is also of interest to consider the extension of the consistency relations to field
theories defined on a two dimensional manifold with a boundary as would be relevant for
the consideration of open strings. In general it is necessary to specify appropriate boundary
conditions for the fields but a natural extension of (2.4) to this case is

1 ~ ~ 1 -
AW = AP — 7 /dv 0(%5(13]% — %Xijﬁugla“gj) + 7 /dv Opo w;0"g"

1 i ; 1
~7 /ds o(B*K + n"w;0,9") + 7 /ds duonte .

(2.21)

Here s is the arc length along the boundary, n* is the unit inward normal to the boundary
while K is the extrinsic curvature. Under a local scale transformation

dds = —ods, ont' =on", (K =0K+ntd,0, (2.22)
Hence (2.6) is modified and in addition to (2.7) we obtain the relation
8% — B = wiB' + Foje (2.23)
If instead of (2.10)

1 PPN j '
W = 7 /dv (30R — 1¢;;0,9'0"g") + 7 /ds(bK +ntd;i0ug') (2.24)
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then, as well as (2.11),
58% = Bioh, Se=b—b—diS, bw;=Lpsd;, (2.25)

so that it is possible to set € = 0. When 9,9 = 0 the requirement of local scale invariance
so that n*0,0 terms are absent on the boundary requires e = 0 and then the result (2.23)
shows that at a critical point when also 3¢ = 0 the Weyl anomaly is proportional to the
Euler density.

3. Four Dimensional Field Theories

The analysis described in the previous section may be extended analogously to four
dimensional field theories although the elegant simplicity of Zamolodchikov’s c-theorem
appears to be lost. We assume a similar framework and suppose now that ¢’ are the
couplings corresponding to a complete set of scalar dimension four operators O; in a
renormalisable field theory defined with some definite regularisation prescription. For the
most part we neglect lower dimension operators which generally require treatment within
the context of specific field theories.

As before we allow g*(z) to be arbitrary functions so that they act as sources for the
local operators O;(x), defined as in (2.1), and also consider a general curved background
metric 7y, (z). The extension of the local renormalisation group equation (2.4) to the
present case is then (taking ¢ = 1).

AW = AgW%—/dvaB-R%—/dU@/pZ“ , dv=d'z\/v, (3.1)

Where B = (ﬁaa6b7ﬁ6;Xf?X{jangj7xgjaxgjk7xgjk£) and

B-R=3,F+pG+ 356 R
+ IX00u9" "R + 1x1,0,9'0" g7 R+ 1x{,0,9'009° GM (3.2)
+AIXG V29V 4 I 0,9 0 VP gF + 1XS i 0ug 097 009" 0" g

Besides the scalar curvature R this also involves

F=R"Rug.5 — 2R Rag + 1R?

3.3
G=R"""Rg,s —4RRog + R*,  Gop = Rap — 37asR . 3.3)

F' is the square of the conformal Weyl tensor while G is the Euler density. Z,, may also
be expanded in the general form

Z, =G w;0"g" + 19,(dR) + 1 RY;0,9"

. 0 . . o (3.4)
+0,(U;V?g' + 2V;50,9'0"¢") + Si; 0,9'V? ¢ + 31551 0,9'0" ¢° 09"
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up to terms with a vanishing divergence. In (3.2) and (3.4) the various components intro-
duced are scalars or appropriate tensors under redefinition of the couplings, ¢* — ¢"*(g),
except for X?j k> Xijre and Vij, Tiji as a consequence of V24" not transforming as a con-
travariant vector. As before the essential content of (3.1) is that the response to a Weyl
rescaling given by v*(T),,) is equal to (©), © = £°[O;], up to local terms of the form
prescribed by (3.2) and (3.4).

The consistency relations follow from the requirement
[AY —AS AW AW =0. (3.5)
To compute this we use for vy = 20 y*

OF =40F , 6G =40G —8G**V Vo, 6R=20R+6V30

0Gu =2(V, Vo — 7, V30) | 6V? = 20V? — 20V00), , (3.6)
Evaluating (3.5) we find for the term proportional to 8,0'V?0 — V20'9,,0 the requirement
¢=Y;, - U; — 0,8°U; — (Vi + Sij) B, (3.7)

and for d;,0'0, 0
wii g = Sjis) = 03" Sk — 38" Ty (3.8)

while for ¢'0,0 — 00’0
89,0y — X6 0ug” + 305 (wiBug") = 0,
4.+ X{B — B0 =0,
40,8 — 2x50,9" -l—xz]ﬁz g0 — 305 (0,d + Yi0,u9') =
2V, V., (x{8"¢") = V, (X”(?Mg’a” 7

. . (3.9)
— 3, (O = x8)0vg'0" g7 — X8V — IxbikDug 0" g7 ")
— 2x%0,9' V2 — X0i10,9'0" 7 09" — 20,6V g7
— Xk (80,97 V25" + 0,9'0" 70, 8) — X0 304970 6" 01"
+ 8501 (0,(U V29! + 1Vi;8,9°8" ¢7) + Sij0,9'V?¢’ + 1T3j10,9°0" ¢ 8,6") = 0 .
This may be decomposed into the separate equations
80:B — X3 3 = —Lpwi (3.10a)
2x5 + x3; ¥ = —LsU; (3.100)
80, — X, 0'3 = Lg(2d + Ui | (3.100)
408 + (xl; + X33 = La(Qid +Y; — Uy) | (3.10d)
ngj T2y + Ny = LpSiy Ay = QazﬂkXZj + 6kXZij ) (3.10e)
2(xd; + X3) + Mg + B (X0 5y — Xijw) = Lo (S — X — 2UGj) + Vig) 5 (3:10f)

- b
X%k = X?j,k — Xk(ij)
Xejk + Xagi ) — 3X0n T O6B X0 + XGueB" = 5L Tijn + 0:0;8°Ske ,  (3.109)
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where L is again the Lie derivative defined by the vector field 5°. These equations are not
independent. Using Xf.;,0/ 8" + Ai; 37 = 9;(x%,76%) it is clear that (3.10f), (3.10b) and
(3.7) are sufficient for the compatibility of (3.10d) with (3.10c). Furthermore contracting
(3.10g) with 8, antisymmetrising on j, k and combining with (3.10e) gives

0 (X9eB") = L5(Sis) — 0B Sk — 56 Thpig))

so that (3.8) is necessary for the integrability of (3.10a).

In the four dimensional case the potential arbitrariness in W is given by, with a similar
notation to (3.2),

oW = /dUB ‘R, B =(a,b,c, e, fij, gij» ij, bijk, Cijre) - (3.11)
This gives

6(Bas o Bes X5, X050 Xy XE5) = Lola,by ¢, e, fig 9ig aig)
OXijk = Labiji +20:0; 3 an ,
OXijke = Lpcijre + 0:05 8™ bom + O0e ™ bijm

dw; = — 80ib+ gi; 3, 6d = dc+e; 5", (3.12)
6U; = —2e; —ag/¥ | 8Y; = —2¢; — 9i(e;8) + fi;87 .
0Vij = —deq g+ 2fij — gij — bigrB*

6Si; = gij + 2aij + 20:8%ar; + bri; B*
6Ty = 2Gk(i.g) — gk + 2bik + 20, 8bij0 + 2¢ijre 8 .

It is straightforward to check that the consistency equations (3.7), (3.8) and (3.10) are
invariant under this arbitrariness. Clearly this freedom may be partially fixed by setting
d, Y; or Uy, Vij, S(ijy, Tijr to zero. The results for 63y, dw; and the equation (3.10a) are
essentially identical to (2.11) and (2.7) which led to the c-theorem for two dimensional
theories. In this case we may also obtain as in (2.9)

B0:iBy = sxLB'B . By =B+ gwif (3.13)
which might bear the same relation to a four dimensional version of the c-theorem as (2.9)
to (2.19).

In the same fashion as previously we may explore the consequences of the basic equa-
tion (3.1), with (3.2) and (3.4), for two point correlation functions after restricting to flat

space, Y = Ouu, and g' constant when we suppose also that ([O;]) = 0. Analogous to
(2.12) we have

(T, (2)[0:0)]) = (B(@)[0:(0)]) = — U:020%6* () ,  © = B[0,] , (3.14a)
(Tpp(@) T (0)) = (O(2) Ty (0)) = — 2d.8,,0%6%(x), Sy = 026 — 00, ,(3.14D)
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and hence now
(T, (2)T0(0)) = (B(2)0(0)) — 2d 820%6*(x) , d=d+ U3 . (3.15)

If
(T ()T (0)) = £5,,55,00(%) + (S0 Spy — 2S,S0p) a(x) (3.16)

then the renormalisation group equation from (3.1), (3.2) and (2.5) becomes
DQo(z) = —33.6%(x), DN(z) = —4B.6"(z) , (3.17)
as well as
D([0;()]T, >+8Zﬂj< (0)) = 2x58,,0°6% (z) | (3.18a)
D{[0:()][0;(0)] >+87;6 ([Ox(@)]10;(0 )]>+3yﬂ’“<[ #(2)][0k(0)]) = —x{;0°05" (x) .(3.18b)

It is easy to check that the consistency of (3.17) and (3.18a,b) with (3.14a,b) is equivalent
0 (3.10b,c). Other relations in (3.10) require the consideration of correlation functions
involving three or more operators.

As an illustration of the consequences of (3.17) we obtain here a result due to Shore [19]
by following analogous steps in four dimensions to the derivation of the original c-theorem.
For flat space letting

G(t) = 2n*(2®)* (T, (2) T, (0)) — (T}, (2)T,,,(0))) = 107 (2*)*0%0%*Qa(x) ,  (3.19)

for ¢ = +In p%2? again, defines G(t) as positive definite. If

Qy(z) = @ F(t) + c64(z) = &2 (% h(t)) . f=—20 41,

where the expression in terms of h ensures a well defined Fourier transform for the mo-
mentum space amplitude, then (3.17) and (3.19) imply

| gi_o= % . G=10m"(192f — 224" + 92f" — 16" + f") . (3.20)
Hence
Cp = 107" (96f — 64f" + 14" — f) (3.21)
satisfies
= G, COplg_y=—30x647° 5, (3.22)

as obtained by Shore. Clearly in this case the renormalisation flow of Cr is not monotonic.
For a free theory with ny vectors, np Dirac fermions and ng scalars [24]

Cr=12ny +6ng +ng . (323)
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In the above we have neglected operators of dimension lower than four. In general to
remedy this requires a separate discussion in each particular theory but here we consider
the presence of a set of dimension two operators O™ (z) with couplings, or mass? terms,
m®(x) as occurs in scalar field theories corresponding to operators ¢?. In this case (3.1)
may in general be written in the form

AVw = (Ag+A;”)W+/dval§-72+/dv8uo’2“ ,

B-R=B R+ %pabmamb + ma(%qaR T ra V2 + %saijaugia“gj) 7 (3.24)
2“ = Z, + M JaiOug’ + 0u(ka) , W =m" — LR,
where
AW — AW o AB — A8 a, b 0
A=A +2 [ dvom®— AP = AP — | dvomiy, :
om® Smb
. )
m 1 na av72 1 1 _a i
A= - /dva (3677 R+06{V7g" + 5€i;0u9 augj) S (3.25)

+/dv3“09?0“giia—/dvvzaﬂ 0

om dma’

with 7,%(g) the anomalous dimension matrix for the operators coupled to m® and similarly
the various coefficients appearing in (3.24), (3.25) depend on the dimensionless couplings
g*. For scalar field theories AZVS is non zero, unless the kinetic term has the conformally
invariant form 3(0¢)? + {5 R$?, but this may be compensated at zero loop order in (3.24)
by the appropriate choice of 7%. In (3.24) defining the additional contributions in terms

of m®, rather than just m®, ensures some simplification subsequently. Since [AT', A”}] =0

the consistency conditions flowing from (3.24), (3.25) can be decomposed as
[AY — A AT — (0= o) =0, (3.26a)
(AW — A8 - A?)(/dva'1§~7€+ /dv&ua'2“> (o) =0.  (3.26D)

From (3.26a) we obtain
238 — 603" = —Lpm" = — LaT" — 709", (3.27a)
208 +20;376% + €&,0 = — Lgb¢ (3.27b)
where ﬁg is the extension of the Lie derivative defined by 3? to include also transformation

by the matrix ,°. Allowing for a local change in the couplings m® effected by

)
oma

SW = /dv (3f*R+diV?g' + Lel0,9'0"g") W, (3.28)

then R R R

| | , 3.29
bt = 2 diE 6 = 2] — 20— o
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so that it is possible to set 7% and 6] to zero. (3} is related to the so called improvement
term in the energy momentum tensor on flat space for scalar field theories.

The extra terms arising in (3.26b) may be calculated by using (3.27a) to obtain
(AY — AP — A™)in® = 20 m® + o mly,?

+ 0 (30! R+ 07V + $€8,0,9'0" g7 ) — Duo 630" 9" (3:30)

The part proportional to m gives
2qa — Taif}' = ﬁgka = Lgkq — Y2k (3.31a)
2rqi + 28iﬁjraj + Saijﬁj + papb? = ﬁﬁjai ) (3.31d)

In addition (3.26b) leads to additional terms in all the previous consistency equations
except (3.10a). Thus we find

2xf =Yi — Ui = 0,°U; — 5(Vij + Sij)8 — 07'ka
= —X§ 8 + 67 ka — LU
80c — X58'3 + 260 ka = L (2d + U; ') |
0: (88 + 65 ko) +20c]; + x5 — 267k + 2040 + Jui85 5
=2L3(0id+Y; = U;)
X3+ 2X5 + Nij + i = LsSij s pij = 07Taj + 05 Jai
Q(Xifj +X55) + Ay + pij + ﬁk@ﬁ(ij) — Xiin) — 200:(85 ka) + €fka
= Ls(Si; — x§j — 2U) + Vij) -
A non trivial check is that, as before, the equation for 9;8. is implied by the explicit
equation for (.. The modifications of the earlier relations are a reflection of operator

mixing involving derivatives of the scalar operators O]". As an illustration of this we may
note that from (3.24) now, on flat space and for constant couplings,

0 = B1[0;] — r9*[O™] + O(m) | (3.33)

(3.32)

where the finite local operator [O]*(z)] is defined by functional differentiation with respect
to m?(x), and the operators have anomalous dimensions again determined by (3.24) so

that )
o(55)- (5 ()
p(im) = (707 18 (p)

The compatibility of the operator equation 7}, = © with (3.33), (3.34) requires (3.27a).
Instead of (3.14a,b) we now have, with © given by (3.33),

(3.34)

(T (x)[0:(0)]) — <@ (0)]) = — U; 0°9°6%(z) , (3.35a)
(T (2)[O7(0)]) — (O 0)]) = — k, 0°6*(2) , (3.35b)
(T,p(2)T,(0)) — <@ (0)) = — 2(2d — 7%kq) S 0°6*(z) | (3.35¢)
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and in addition the renormalisation group equations for the two point correlation functions
from (3.24) become instead of (3.17)

DQo(z) = —% (86C + papTiT? — 4qa7'a) , (3.36)
and replacing (3.18a,b)
D{[O0; ()T, (0)) + ... = $(2X§ + T7ai) S,,0%0% () (3.37a)
D0 ()T, (0)) + ... = — 2(2¢a — PapT’) S 6 (2) | (3.37b)
<[ ()] J(O)]> +.o= =Xy 920%6%(x) | (3.37¢)
DO (2)][0;(0)]) + ... = —1rq; 070%(z) | (3.37d)
D07 (@)][OF(0)]) + .. = —pap0*(x) (3.37e)

neglecting anomalous dimension terms, as required by (3.34), on the Lh.s. of each of the
above equations. By applying D to both sides of (3.35a,b,c) and using (3.33) and (3.36),
(3.37a,b,c,d) we may rederive the consistency relations for 5., x§ in (3.32) and also (3.31a).
Presumably the remaining results could be obtained similarly by looking at higher point
functions.

For theories containing scalar or fermion fields ¢ there are also spin 1 composite
operators of dimension 3. To allow for arbitrary such operators in this framework we
suppose that the maximal non anomalous symmetry group G of the kinetic term (O(n) for
n real scalar fields) is extended to a symmetry of the interacting theory by requiring that
under an infinitesimal transformation d¢p = —w¢o, where w is an element of the Lie algebra of
G, the couplings also transform according to the appropriate representation dg* = —(w9g)°
to ensure S is invariant. For simplicity we neglect other lower dimension operators, the
analysis is straightforwardly extended to include these. This symmetry becomes a local
gauge symmetry when external background gauge fields A, also belonging to the Lie
algebra of G with 04, = D,w = 0w + [A,, w], are introduced so that 0,¢ — 0,¢ + A, ¢.
For generators of the quantum gauge group it is of course necessary that (w%g)* = 0. The
arbitrary vector fields A, (z) are then treated as additional couplings, like g’(z), whose
variation define the currents as local composite operators (J*) = —6W/JA,. Assuming
the regularisation procedure preserves local gauge invariance then

) 0
— — (W9g)* =
/dv (Dﬂw SA, (w9g) 5gi>W 0, (3.38)

with - denoting the invariant scalar product on the Lie algebra of G. This is equivalent
to the partial conservation equation for D, (J") expressing an operator identity for J*
subject to the equations of motion. The essential equation (3.1) may then be extended to
allow for dimension 3 vector operators by replacing

Oug" — Dyug' = 0u9' + (Adg)" (3.39)
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and also taking

» o o
B_} B A A: oo L
AT — A+ AL AZ /dv (JDug pi 5A, oo S 5A“> ,

B-R—B-R+1F, kF"+iF".(;D,g'D,g , Z'— ZF4+F".n,D,g",

(3.40)

for p;, Cij, mi, S belonging to the Lie algebra of G and, like x which defines an invariant
product on the Lie algebra, depending on ¢°. F,, = d,A, — 0, A, + [A,, A,] is the usual
field strength. Alternatively we may define ﬁ;‘ = p;D,g" as an additional § function,
this has been shown to be necessary by explicit calculation at one loop. The additional
contributions in B-R involving &, (;; produce inhomogeneous terms in the renormalisation
group equations involving correlation functions for (J#.J¥) and (J*O,;0;) after setting A,
and 0,¢° to zero. By using (3.38) the term involving S in Z# may be eliminated at the
expense of letting

ﬁiﬁBi:ﬁi—(Sgg)i , pi—>Pi:pi+8¢S . (341)

In dimensional regularisation with minimal subtraction there is a well defined prescription
for determining S, although to the low orders calculated S = 0 [14]. This modification
cancels the potential arbitrariness in the  functions as a consequence of the freedom to

make G transformations on the couplings so that © is unambiguously defined. When
D, g =0

©=B'0;)] - B F— 3G — 3. R+ 2dV?R— L F,, k- FI" (3.42)

With the changes necessitated by (3.40) there are modifications to the consistency
relations. These may be calculated by using

(A% + AN)D,g" = 0,0 B' + 0(v';Dug’ + (S9D,g)") , ~'; = 0;B" + (P%g)" ,
(AZ + Af)DQ ‘= D"(8,0 B'+07%D,g’) + 0 (P%D,g)'D'g’ + o (S9D%g)" , (3.43)
(A% + A F,, =2Dy,(0P)D, g + o (F9,9)'P; — 0 [Fu, 5] .

Hence

4]

[Ag + A4, Ag, + A?,} = —/d’U (000" —0'0,0) B’ Pi.dT 7
m

so that it is necessary that .
B'P,=0. (3.44)
By computing the action of A? + A4 on the F, wv dependent terms we obtain
T]BZ =0,
o . 3 . . (3.45)
ta kP +ta-GiB) =ta-Lpni + (t39)’ Py-ni . Lpni=BOjm +m;7vs

where t, form a basis for the Lie algebra of G and £ p is a modified Lie derivative. In egs.
(3.10a,b,c,d) the only necessary changes are that 3* — B® and Lz — L5, which is defined
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by analogy to (3.45). From (3.40) by considering local changes in A, it is easy to see that
pi, S are arbitrary up to . .

4. Non Linear ¢ Models

In order to demonstrate the significance of the Weyl scaling consistency relations in
a specific context we here apply the framework described in section 2 to general bosonic
renormalisable o models in two dimensions. In this case it is necessary to take account of
lower dimension operators and also of the various symmetries preserved by the quantum
field theory. For such o models the fields ¢’(z) are coordinates on a target manifold
M, of dimension D, and the essential classical action, with x belonging to a general two
dimensional space with metric v,,, is

S = /dv (2 Gij0,0' 0" ¢ + i B;;0,4'0,¢" + 3 PR+ V,,;0"¢" +T) . (4.1)

e" is the two dimensional antisymmetric symbol, €'2 = 1/ VY Vee” = 0. Gj; defines
a metric on M and in a string context G;;, ® correspond to the graviton, dilaton while
B;; = —Bj; is the antisymmetric tensor field and T represents the tachyon of the closed
bosonic string. V),; is introduced since the presence of a coupling for operators involving a
single 0,,¢, having spin 1, is necessary for a consistent quantum field theory subsequently.
These real couplings, denoted collectively by

A = (Gij, Bij, ®, Vi, T) g = (Gij, Byj) , (4.2)

are assumed to have an arbitrary dependence on z, A(¢, =), in addition to being appropriate
tensor fields on M, so that they also act as sources for the local composite operators of
dimension 2 or less, with spin 0 or 1, in the quantum ¢ model defined by the action in (4.1),
g(¢, x) are the essential renormalisable couplings in the non linear o model corresponding
to the dimensionless couplings ¢* of section 2.

The action S prescribed by (4.1) enjoys gauge invariance under the symmetries

5)\ =)\ = (0, (dw)ij, 0, GZFM — ieﬂ”(%wi, V/MFM) s

o (4.3)
Jw = (07 <dw)ij) , (dw);; = Ow; — Ojw; ,

for arbitrary w;(¢, ) and F, (¢, x). 0, denotes the derivative with respect to x at constant
¢. It is useful to define invariants under (4.3)

Hyjx = 5(dB)iji. = 5(9:Bjk + 9;Bri + 0 Byj) (4.4)
A = (dV,)i + Z'EHVC%BZ']' , T, =0,T — V'“Vm- , .

where

(dAu)ijk = 2ieu”6LH¢jk 5 V/’uAm‘j = —(dT’)ij . (45)
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S(¢, ) is also invariant under complex conjugation in association with the operation,
denoted by a bar, on the couplings determined by A — X where B;j = —B;; with otherwise
the remaining couplings left unchanged, thus § = (G;j, —B;;). These symmetries are all
assumed to be manifestly preserved by the process of regularisation, without therefore any
anomalies, and hence are also symmetries of the bare action Sy defining a finite quantum
field theory as in (2.2). Since (4.1) involves €, it is potentially dangerous using dimensional
regularisation but appropriate prescriptions preserving the symmetry (4.3) have proved
possible [13].

In addition it is essential to maintain invariance under diffeomorphisms on M when

S¢t = —v', A=A gy = (LoGij, 2H;j0%)

; ; 4.6
AY = (LoGij, 2Hijp0", Lo®, —Ayijv?, Tiv') | (4.6)

for £, the Lie derivative defined by the v*(¢) acting on tensor fields on M. ), differs from
L, A by symmetry transformations of the form (4.3), specifically

L,Bij = 2H;j0" — (dit)s; i; = Bijv’
L,Vyi= —Auijvl +ie 0 + 0;(V,07) — i€, B0’ (4.7)
L,T =Tp' + V'™ V,v") = VH5o0"

allowing now for general v*(¢, z).

The requirement of preserving the symmetry of Sy under diffeomorphisms is expressed

as
AYSy= —APS,

D _ i \p 9 D _ VIR (4.8)
Ay = /dv (—v 5 + A, 5) . A —/dv (Gwﬁuvj)-évm ,

while invariance under (4.3) is formally specified by

4] J
A Sy =0, AI = /dv (dw);j == —ie/ Ow; ——) , (4.9a)
< J 5Bl] K 5V/u>
A% Sy =0 AY = /dv (&-F SN + V'*F, i) . (4.90)
F, ’ F, 1% 5‘/“2 H ST

With these definitions

[AD, AQ] =AP, 4+ A LAY [v/, 0] = 07 0,0° — I 00",

v v [v’,v] w F, J J

[AD, AP] = [AD, AP = AR + A, (4.10)
w; = 2Hijkv’jvk , B, = Auijv’ivj . F, =Gy (viaiﬂ/j — v’i(%vj) .

The equations expressing invariance under the symmetries (4.3) and (4.6) are equivalent to
relations between the finite local composite operators obtained by functional differentiation
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with respect to A(¢,z), (4.8) corresponds to the equation of motion for V[0 ¢"u;| while
(4.9a,b) give operator identities for V,ie"” [0, ¢'w;] and 8, [F] respectively.

The discussion in section 2 was in terms of the vacuum energy functional W. Here, for
reasons elucidated later, we apply similar arguments to Sy. The generator of local Weyl
scaling AW is extended to

W J J J
= p . \V& —
A 2/dvcr (7 5y +T 5 ) /dv o®- 5T (4.11)

so that AW Sy =0, [AY, A] = 0. For ﬁw, g the appropriate 3 functions corresponding

to the couplings Gj;, B;;, which by power counting and invariance under (4.3) depend

locally only on GG, H and we assume G = g, B ﬁw, we define

)
= [d b 4.12
[ 3 5 (4.12)
h=G,B
To express the corresponding equation to (2.4) it is convenient to define
ICM = (%g + ieu'/gvy = (8;6’”, Z.GMVAW']') s (413)

which forms a gauge invariant tangent vector to the space of dimensionless couplings. Then
the general form, compatible with manifest invariance under (4.3) and the requirements of
power counting, is

AV S, = APS,

+ / av o (0K + e OikC,): 0

OV

+(LRp* —UT - X)-—T>SO

B) ) -

_ A ) 12 y YV —
/dv auO'(SZ 5V + ie"5; SV + (WKH +ie""WK,)
BP=00+0, X=3K'xK,—ie"K, %K) .

Here O;, O;, W, W, U, Q are appropriate linear operators while X, X are quadratic forms
on vectors of the form K,, xI = x, ¥! = —x, each depending locally on G, H and
restricted by So(¢, A\)* = So(¢, A). In B% 0 is a scalar and, along with the vectors s;, 3;,
is also formed from G, H with § = 0, 5, = s; while §; = —5;. Instead of the residual ¢
number term as in (2.4) the extra contributions in (4 14) to the difference between v**T),,
and (3'[0;], which in this case is %[ﬁ O, P' O 7] + [ze‘“’ ﬂB 0,,0'0,¢’], have a similar form
but the coefficients may now depend on the dlmenswnless coordinate ¢ and so become
scalar operators. Also additional terms containing the vector operators of dimension 1
present in the general o model described by (4.1) are now allowed. By virtue of (4.9b) the

expression for (AW — A8)Sj is arbitrary up to contributions of the form A%ﬂ So. Thus the

result as written in (4.14) depends on V’#V,,; through 77 but this particular contribution
can be removed by use of the relation (4.9b) at the cost of introducing other V,, dependent
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terms. Moreover as a consequence of the second of eqs. (4.5) we can arrange that WICN is
independent of A,;; at the expense of changes in O;, x and U, in particular we require

Wgw =0, (4.15)
and this leads to an arbitrariness under variations of the form
SWad,g=0w, 060,0,9=-00w, ©=-w. (4.16)

For o constant the extra contribution in (4.14) may also be identified with the 3 functions

m’ BT, thus, neglecting inhomogeneous terms containing V, or Ky, BT = —UO,T.

Although the symmetry under (4.3) has been automatically satisfied the implications
of invariance under diffeomorphisms on M are less explicit. To compute these requirements
we use

ADKy = (Ly = v*0k)Ky + gb,.
AUDT{ = (,CU - v’“@k)TZ’ + Auijaiﬂ)j N A;]DTZ{ = —V’“(Gij%vj) .

1D Vv
Av ,CM = €y gGaLv ’

(4.17)

Then if
0

0y = (Evg)-a—g — L, , (4.18)

we may obtain with the aid of (4.17)

AD AB /dva Z 5ﬁh §h_Z€“ (638'1)3) 5Vm}

h=G,B

(AP, Af] = / dvo (B 0,07)-

§ ) )
[AD, /dva (OiICu).m} = /dva{(((SvOi)lCu)-éVm + (Oigg,w).%

. 5 . b
dva(OilCM)-m} ~ /dva{zeu (Oig9cory) = Vo — ("' OK,,)- 5_T}7
dv 8,0 (WKH)—] = / Ao, { (B WIKP) 2+ (Woh) o). (419)
g 5T : o7 T \WWoomi)Sr g

/
/

(A7 /dvd(UT’)'%] :/dvd{(((st)T’)-(;; (U(A*9)0))- 5‘;}
e/

Vi

dvo (UT")- 5T} /dv J{(&;(UG(%U))-MiM + (3/“U(G8:ﬂ)))-%}

+/dv@ua (U(G@'“v))-% :

) 5 . 5
[AUD, /dvauasi'm} ~ /dvauo'{(évsi)_m _ (a/uv Si)_ﬁ} ,
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where ~ denotes equality up terms vanishing when acting on Sy as a consequence of
(4.9a,b). Hence applying AL + A’P to both sides of (4.14) and using the results in (4.19)
and (4.8) implies various identities. The requirement that the terms involving ¢, vanish
is just the condition that the various  functions and other operators appearing in (4.14)
are tensors constructed from Gj;;, B;; and the remaining terms depending on 9),v give the
relations

Baow + i BLOW = 0T, + i€, 01T, — 0;(U(GO,v))+ie, 0:(Q0}v) , (4.20a)
0" (0K, + i€,/ OiK))
= —KFx-Tp + i€ K, -X- Ty — OMU(GOw) — U(A,0"M0) + i d,Q0,v , (4.20D)
A wls; +iel On's; = WT, +ie,, WT, +U(GI,v) —ie,’ Qi , (4.20¢)
T = 95,0 + i€ 9goyv

where the terms depending on the linear operator QQ = —( arise as a consequence of the
possible arbitrariness expressed by (4.9a). From (4.20a,c)

v = 0ig) + Oigg, — 0:(U(Gv)) (4.21a)
Dl = 0596, + Oigl +0:(Qu) , Qu=Wgg, + Wgl —075; , (4.21b)
vis; — U(Gv) = WP | (4.21c¢)

using (4.15), while (4.20b) gives, with () determined by (4.21b),

v'0;69 = — g2 X0 — 9o X-09 — SU(Gv) ,

- 4.22
v'0i8g = g, X-09 + g5 -X-0g — U(6Bv) — 6Qu . (422)

Note that (4.22) with (4.21a,b) implies vl'v 'ﬂﬁj = vy 'J)ﬁB = 0 as expected.

The derivation of the Weyl consistency conditions which arise from the requirement
[AY —AS AW —AY]Sy =0, (4.23)

follows in a similar fashion to section 2. Using
5 5., ¢ , -,
ACK,— [ dv 8ya<si-m +ie psi'm)’Cu =0DgK,+0,0 (87 +g;)—i€ 0,09, , (4.24)

where

0

h

ﬁg_(w’ 5)’ Dﬁ:zﬁ oh "’
h=G,B

then we may derive for various different contributions arising from (4.14)

[AY, [ dvo' (3B°R—-UT')- (o <o)

57) -
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~ / dv &, { (8:0)- Mim + 00 55} / dv Ve, ((Q+ UD)D)- 5‘;

[ / dvo(UT)—5. / v 3,0’ (WKH) 2] ~ (0 o) = - / v, (UO(WKH) 2

] 4] 5
B _ e 4 Y G — — o
(A /dv 8yo(sZ 5V +1€”,8; 6Vpi>’ /dv@ o' (WKH)- (5T} (00
= /dvgu (DQ(WIC“))-% —/dv 2ie"” 0,0’ 0,0 (Wy,)-
J J
[/dm(o Ku): Vo /dva (ur’)- 5T} (0= o) = /dv{u (UOKH)-
[/dv@uaie“ﬁf%,/dva(UT) 5(;] (o <)

~ —/dvfu ZEHV{(82<U§)) % _|_ (a/uU ) 5;} —/dUZ’IlEuV&uU/ayU (Ug)% ,

& =000 —d'd,0 .

~—

. (4.25)

%”I%%“I%

From the ® dependent terms we find
Q=-U0, (4.26)

and using

J J J
etV ! D — ~ 0)- sy,
/dv 2ie"0,0'0,0 p 5T /dv i€, f,,{( 7)) Vo + (9™p) 5T} , (4.27)
we obtain from the terms involving 6/§V,,

81- (9 + US) = — Oz(ﬁg + gg) + Olgs — DﬁSi N (4280,)
0;(~Wg, + WB%) = O;9, — O:(3% + g;) + Dgéi (4.28b)

and also for the remainder proportional to §/dT

9,,(0 + Us) — i€, 0, (—Wgs + Wp%)
= (89 + 95) XKy — g5 XKy + e, (g5 x-Ko — (B9 + 95)-X-Ko)
— (D +UO) (WK, +ie,,WK,) — Wok, — ie Waor,
— U(OK,, + i€’ OK, — 05 — i€,/ 0,3 .

(4.29)

It is important to recognise that (4.14) provides a finite local operator expression for
the trace of the energy momentum tensor v#¥7T},, which is independent of ambiguities in
the definition of the § functions. Using (4.8) and (4.9a,b) the terms involving 0,0 may
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be eliminated at the expense of modifying * — B*. For simplicity when V, and 0,9 are
both set to zero after the action of the functional derivatives on Sy (4.14) gives

) ) )
v _ h 1 [ T
’Y“ T,ul/— Z ﬁ 5_hSO+§R5 5—TS(]+(ﬁ _2T)(5_TS0
h=G,B
+V ((Sl + 81‘1)) d + Z'EMl,gi'L>SO (430)
H 6V oV, V,=0
o 4] ) .0
= B" —Sy+IRB* — S+ (BT —2T)-—Sy) —d'— S
2 Bl St s RBT grse +( ) 5o — gt
h=G,B
where, using the equation of motion (4.8) with (4.6) and (4.9a,b),
A A D 7 ]
B* = (B + \] +A§70)}vuza,gg:o . d'=GY(s; +0;9)
BS = B9 + LGy BE = B2 + 2H;j,d" + (d5)y; , (4.31)
B =84+ L,8=Ad+60, BT =pT+L,T=AT, A=(d-U)d.

These particular additional terms in going from 3* to B* are a consequence of the freedom
in determining the § functions resulting from invariance under diffeomorphisms and the
gauge symmetries (4.3), thus (7 is arbitrary up to 64; = —(dw);; but in (4.14) this
requires 0§; = w;, 5Oi’Cu = 0, w; and hence this cancels in Bg. The essential conditions
for local scale invariance are then

BG=Bl=0, AT-2T=0. (4.32)

From the definition of B® in (4.31) with (4.28a) and (4.21a) we obtain

;B* =09;(0+Us+d0;® — UGd)
= — Oz‘Bg + Ed&CI) — Dﬁsi + Bgdj (433)

G 5 G B

This is just the Curci-Paffuti relation [21] showing that B® is ¢ independent at a fixed
point when BS , Bf} are zero.* From (4.29) and (4.22) we may also obtain for arbitrary
variations dg

58% =6(0+Us — UGd)

i (4.34)
= BY-x-0g + (d 0; — UO)&g — (D +U0)(Wég) — Wgé5g .
Using now

Ds(Wég) = Dp(Wég) — d'0;(Wdg) — W (g5u + 9spa + 9ss) -
Wgk = —U(Géd) + d'Gi;6d7 — 6d°0;®

* An essentially similar derivation of this relation is ascribed to Polchinski by de Alwis [25].
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from (4.15) and (4.21c), then (4.343) becomes

§B® = BY-x-6g — Dp(Wég) + (d — U)(pdg) — Wgss, » (4.35)
pibg = 0;6g + Gi;6d’ + 0;(Wég) ,  pidg = 0;6g — 6B;d’ — 33; + 0;(Wdg) , .

where p, p are linear operators on tangent vectors to the space of couplings.t With these
definitions (4.33) and also the corresponding equation from (4.28b) become

,B% = —p;BY + 8;(WB%) , 5B’ =0, (4.36)
while (4.21a,b) may be written more simply as

BGv! = pigl + pigg, +20:L.9

| i (4.37)
BJv = pige, + pigh -

The resulting equation (4.35) is the analog of (2.7) for general non linear o models
and has been used by us earlier in order to construct an effective action, to all orders,
which is stationary when BY, BP, B?® are zero. Defining, as in (2.8),

C=B*+WBY, (4.38)

then under variations of ®, using (4.21c),

C =2A69 (4.39)
with A defined in (4.31), and hence
I= /d% JC, (4.40)
satisfies, from (4.35) and (4.39),
61 =0(BY, B?, B*) , (4.41)

so long as the measure J is constructed to satisfy, for any u;(¢),
/dD¢J (d-U)u=0(B%, B). (4.42)

and W is constrained to satisfy Wg,, = 0 for arbitrary w;.

From (4.35), (4.39) and (4.33) we may also obtain

> Bh-%C—AC:Bg-X-BQ, (4.43)
h=G,B,®

t Note that BY, = piKy + ey’ pilCy +29;0,.
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which is the corresponding version of (2.9). A appears here as the differential operator
defining the anomalous dimension for the scalar C(¢). At one loop A is essentially the
laplacian on M and for M compact A may be expected to have a discrete spectrum with
in general constant functions on M corresponding to the eigenvalue zero. For ¢ models on
compact target spaces M it should be possible to project (4.43) on to such constant modes
and then (4.43) should be equivalent to the Zamolodchikov equation defining a monotonic
renormalisation flow of the c-function. On a non compact manifold M, as appropriate
in string theory if the vanishing of the (8 function is to be interpretated as an extension
of the Einstein equations for gravity, A has a continuous spectrum so that derivation of
the conventional c-theorem, with its consequences of a monotonic flow of the couplings,
becomes problematic [26]. If the results such as (4.43) are rephrased in terms of expectation
values, as was done in section 2, then there are potential difficulties in general since (C(¢))
has infra-red divergences on flat space necessitating the introduction of a further scale as
an infra-red cutoff [27,28].

At one loop the results of previous calculations, which should be independent of the
regularisation scheme to this order, are given by (for ¢ = 4r)

C =2(Ry; — H™Hji) . B =-2V*Hy, p*=-V?®+1iD,
Oiég = V‘jéGw — %81 (ijéG]k) — HijkéBjk s (N)Z(Sg = V‘j(SBij s (4 44)
Uw:Viwi 5 W&g:—%GijdGij y WZO,
59-x-0g = SG*GI*(6Gi; 5G e + 0B;; 6Bi) s;i =258 =0,

with V,; the covariant derivative defined by the Christoffel connection formed from the
metric G;; and R;; the associated Ricci tensor. With other quantities zero to this order
these results obey the relations derived in general in this section and from (4.38), (4.42)

C=1iD+0'®9;® —2V*® — R+ LH""H;;,, J=VGe *, (4.45)

with here R the scalar curvature on M. Clearly from (4.44) §g-x-0g is positive at lowest
order. The action S in (4.1), with fields defined on a Riemmanian two dimensional space
with positive definite metric, is not real but satisfies the requirement S? = S where the
operation 6 includes as well as complex conjugation a coordinate change inducing a reversal
of orientation, such as (z!, 2%)? = (2!, —?). This reality condition is necessary for ensuring
unitarity of the associated quantum field theory and translates, at least formally, into
reflection positivity for correlation functions (O(x)O(z’)?) which is sufficient to ensure
that a positive definite metric on the space of couplings g may be defined to all orders in
the general bosonic o model.

Using dimensional regularisation and minimal subtraction calculations have been ex-
tended to two loops [13] in general and to four [15] when B;; = 0. The action proposed by
Tseytlin [22] is obtained if there is a choice of reparameterisation of G;;, B;; and of the
additional arbitrariness in the renormalisation expressions appearing in (4.14), such as can
be obtained by a local redefinition of V),;, T', which ensures that the one loop result for W
in (4.44) and W = 0, and hence also for d — U and J in (4.45), are valid to all orders in
the perturbation expansion.
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5. Non Linear ¢ Models, Boundary Terms

From the point of view of string theory it is natural to consider non linear ¢ models on
general two dimensional spaces with a boundary, corresponding to open strings. Besides
the usual action (4.1) the inclusion of the open string modes in this approach is realised
by an additional contribution S involving fields restricted to the boundary of the two
dimensional space on which the closed string fields are defined. For the renormalisable o
model of the previous section it is natural to restrict S to depend only on the vector A;,
representing the massless spin 1 particle of the open string, and the scalars T , d for the
open string spinless tachyon, dilaton respectively,

g /ds (i##A;0,0' + DK +1T) | (5.1)

with s the arc length along the boundary, K the extrinsic curvature and

_ da¥

II','“ = d_ s TLMEMV = Iify y (52)
S

for n* the unit inward normal to the boundary. The additional couplings defined on the
boundary are denoted by
A=(4;,®,T), (5.3)

are also assumed to depend arbitrarily on x(s) on the boundary as well as being a vector,
scalars on the target manifold of the o model X((b, x). The bar operation is now extended by
A; = —A;, with ®, T unchanged, so that S'(gb, 5\)* = S'((b, 5\) In S there is no dependence
on d,¢" = n*d,¢", as is necessary for application to strings, and we further assume no
such terms are required when using the appropriate boundary conditions for the quantum
fields as counterterms in a loop expansion, a justification is given in the appendix.

The symmetry transformations (4.3) are now extended by

~

6\ = Mo.p, = (wi, 0, nF,) (5.4)

to ensure invariance of S + S. In addition there is a further gauge symmetry
SA= Ay = (9;A, 0, id"d,A), A=-A. (5.5)

As in (4.4) we may define invariants under these gauge symmetries, restricted to the
boundary, by

Fij = (dA)ZJ - Bij ) T; - azT - TLMV/“' - ZzuaLAz s (56)

where
(dT’)ij = —n“Amj — ia’:“(‘?LFM 5 (dF)”k = _2Hijk . (57)
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For diffeomorphisms, or reparameterisations of the coordinates on M, then in addition
to (4.6) we take

oA =MD = (=F07, £,®, Tiv') , (5.8)
since, with notation as in (4.7),

EUAZ' = — Fijvj + ai(Aj’Uj) — 17,1 y

R o . ) ) 5.9
L,T =Tiv" +ii"d),(Av") + n*V,0° — izt A;0,0" . (5.9)

The generators of diffeomorphisms and gauge symmetries are now extended beyond
the expressions given in (4.8) and (4.9a,b) to include boundary terms,

cp O
AD = ...+/ds)\$-—A :
5(? 5 (5.10)
A = ... dsw; - —— A =... dsnt'F,,-—
w +/sw5Ai, F, +/snM5T,
with in addition
A :/ds (&A- 0 + i@t 9, A - ‘i) . (5.11)
A 0A; ST
With these expressions (4.10) is modified to
(A7, AD] = A g+ AL+ AL +AL, A= Fyu'ol (5.12)

As before the regularisation procedure is assumed to preserve these symmetries so that
the bare action Sy, which now includes boundary contributions of the same form as (5.1),
is required to satisfy

(A +AP)So = Ag, S, = AY, So = Ay =0. (5.13)

Furthermore we also require Sy(¢, A, 5\)* = So(9, A, i)

The essential local renormalisation group equation is now extended from (4.14) by
including boundary terms similar (2.21) so that it becomes

)
Wg _ (AB A,
A0’ SO_ <Aa+/dsﬁz 514@

5 o~ o
+ /ds J(KB(I> —UT" +nfwk,, + im’“LD/CM)~5TSo

)So+...

(5.14)

— /ds@ua(n”e—l—ijz“é)-(;;So , B‘i) =0+,

AZV: ...—l—/dSUT- 5A —/ds@uan”é-i ,
oT oT
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with U, w, W, Q appropriate linear operators and like the g function @A and the scalars
€, €, 6 constructed from G , H and also F', with ¢, 6 invariant under the bar operation while
€ = —¢. The 3 function ﬁZA has been calculated [29,30,31] but the other boundary terms
in (5.14) have not previously been determined. Neglecting V,, and the « dependence of the

couplings as usual we may identify 87 = —U0T. Just as in (4.31) we may use (5.13) to
eliminate the € term in (5.14), as well as s;, §; at the expense of modifying the 8 functions

‘. ) o ) A o (5.15)
T - BT =(d-U)oT, p*— B®=p%4+d'0;d.

As before B, BT are independent of the ambiguities in the definitions of the ( functions

arising from the gauge invariances of the basic theory.

By an extension of the arguments of the previous section there are also further con-
straints on the boundary terms in (5.14). When the generator of diffeomorphisms AP +A’P
is applied to both sides of (5.14) and invariance of Sy as in (5.13) is imposed then the
expressions for the resulting commutators, such as are given in (4.19), may now have ad-
ditional terms restricted to integrals over the boundary. For calculation the important
contributions are given by

(A, Afl ~0,

0
{AE‘FALD? /dva(oilc“)'(ﬂ/m} ~0
)
[AD, /dv@uasi-m} ~0,
5 1)
[ALD’ /dUU(UT/).5_T} ~ /dsan”(U(G@LU})'éT ) (5.16)

A2, [avo (OT) 7)== [dsowOGo) 7
A /dw(w')‘;f} = /dSU((5vU)T'+i:’6“U(F8Lv)).(;iT ,
[AU ) /d'UO'ﬁi 5*’41} dSO'((évﬁi ) 514.1 1T (51 8uv) 6j—.> ,

where 9, is the generalisation of (4.18) to also include diffeomorphisms acting on A. Apart
from conditions such as &ﬁf‘ = 0, which just requires that ﬁ;“ is an appropriate tensor
constructed from G, B, A, collecting the terms involving 9),v gives

(U — U)GIw + idt )0 + iitUF,v — nfwd, — idtoJ, —ii"Qdyv =0, (5.17)

with 7, @ as in (4.20a,b,c). Hence eliminating @) from (4.21b)

JE - 5.18
(B + 50" = = U(Fv) + (W + w)gg, + (W +@)g,” - 19
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In a similar fashion the Weyl consistency conditions arising from [A% AW] = 0
require additional relations involving the various coefficients appearing in the boundary
terms in (5.14) where the essential behaviour under local scale transformations is given by
(2.22). The commutators in (4.25) now give as well

8%, [ao (o R-UT) 2]~ )~ [asgnio L

5T
[/dva o ik 5 /dva’(UT’)-i} — (o= 0') N/dsf i (U3)- o
SR 7 0T 8 5T’

and there is also an additional piece on the r.h.s. of (4.27). From the & dependent terms
appearing in (5.14) it is necessary that, like (4.26),

~

Q=-0U0, (5.19)
giving from (5.15) )
B*=Ad+0, A=(d-U)d. (5.20)

Using (5.19) and collecting all the contributions proportional to n*¢, and #*¢, in the
consistency relations then gives

9_é+(U_[A])S+W(ﬁg+9§)_@93‘1‘(7364-@/36:0, (5.21a)
(W +0)(89+g5) — (W +w)g, + UB+0¢ +5) +Dsée=0, (5.21b)

where now

0
Dp = Z 5}1'%-

h=G,B,A

By using (5.18), and noting that Dge = Dpe — L€ and similarly for €, with the definitions
(5.15) this becomes

B* —B* =wBY + Dpe+ A - —¢) | (5.22a)
(d—U)B* = (W 4+ &)BI + Dpé . (5.220)
(5.22a) is the direct analogue of (2.23) for this ¢ model. These relations appear as a direct

extension of the Curci-Paffuti relation (4.32) and also (4.34) to renormalisable non linear
o models with a boundary, for an alternative discussion see [32].

The one loop results [30] for 34 are
B =2(1 — F?) VMV, Fi — FF" Hj) (5.23)

and then from the appendix or by consistency with (5.18) and (5.21b), which to this order
requires just UB4 = 0,

Uw =21 - F?)7Y%(Vw; — Fy H"w,) , ©=¢=0,
1+ F?
1—F?

(5.24)

wég = (1—F*)"'*RIsB;; — %( )”(SGZ-]- :
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with indices raised and lowered with the metric G;;.

For local Weyl invariance then the new conditions which arise in addition to (4.32)
for 0 models with boundary are from (4.11), (4.14) and (5.14)

A

BA=0, ®=®+e¢, AT-T=0. (5.25)

7 )
Clearly (5.22b) provides a linear relation between B,LA, ij and Bg, whose significance is

not immediately clear, while (5.22a) shows that subject to (5.25) and BY =0 B® = B®,

6. Conclusion

In this paper we have endeavoured to define a local renormalisation group equation
expressing the response to a local Weyl rescaling of the metric and then show how non triv-
ial consistency relations may be derived from the commutativity of two different rescalings.
To achieve this it was essential to have a framework in which local composite operators are
well defined. Thus any divergence present in correlation functions of products of composite
operators is required to be cancelled by appropriate counterterms and these determine the
extra terms in the local renormalisation group equation beyond those given by conventional
(3 functions. Following similar ideas Shore has recently shown [33] how the renormalisation
group equation for the Wilson coefficients appearing in the operator product expansion
may be simply derived. An alternative earlier approach by Shore [34] to achieve a lo-
cal renormalisation group equation, in which the renormalisation mass scale y is made x
dependent, failed to give finite equations.

The discussion here has been confined to renormalisable field theories where power
counting provides a strong constraint on the form of the additional terms present in the
local renormalisation group equation. It would be natural to attempt to extend some of
the present results to the more general Wilson approach where the renormalisation flow
of arbitrary field theories under variations of the cut off is described. In this framework a
discussion of the consequences of conformal invariance, with a flat space background, has
been given by Schifer [35] and a geometric description of a local renormalisation group
flow has been provided by Periwal [36]. Such an extension would be potentially important
for applications to string theory which may be regarded as defined by the conformally
invariant fixed points in the space of two dimensional field theories. Various [37] authors
have applied the Wilson renormalisation flow equations to string models to derive dual S
matrix amplitudes, with a flat world sheet, from the conditions for a fixed point in the
presence of various backgrounds. However in such approaches, expanding about the trivial
fixed point, the full set of gauge invariances of the linearised equations of motion for fields
representing massive modes expected from the Virasoro conditions on physical states are
not manifest. A natural generalisation would be to impose the conditions for local Weyl
invariance, with a curved world sheet, when there are additional auxiliary fields coupled
to the curvature, like the dilaton. It is essential that any such extension should maintain
explicitly invariance under general reparameterisations of the two dimensional world sheet
so as to ensure that at any fixed point complete conformal invariance is recovered.
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For four dimensional field theories the results of section 3 are more complicated and
in general sensitive to lower dimension operators. However (3.10a) or equivalently

80,0 = X + (Biw; — Qywi) 3, (6.1)

is valid in arbitrary renormalisable field theories. Although ij has not been shown to
be positive, except at lowest order in perturbative calculations, the relation (6.1) provides
non trivial conditions on the form of  functions such as that for Yukawa couplings at two
loops [14].

I am grateful to Graham Shore for many discussions which started this work and also
to Arkady Tseytlin for further advice during its progress.
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Appendix

In this appendix the relationship of the discussion of non linear ¢ models in sections
4 and 5 with the background field formalism, which provides the most straightforward
method for calculating § functions and other related quantities such as appear in the
essential equations (4.14) and (5.14), is considered. In particular it is crucial to verify that
no boundary counterterms other than of the form prescribed by (5.1) are necessary in a
consistent renormalisation treatment.

As usual in the covariant background field formalism applied to ¢ models the quantum
field ¢*(x), which are coordinates on the target manifold M, is expanded about a fixed
background ¢’ (z) by defining a geodesic path, as determined by the metric G;;, ¢i(z), 0 <
t <1, from ¢*(z) to ¢(z) and then expressing the functional integral in terms of the field
£(z) = di(x) € TMy(zy. The action S(¢, ) + S(¢, A) is then expanded in powers of &
which ensures automatic invariance under reparameterisations of . For the part involving
an integral over the two dimensional space the result has the form S.+S7 4+ S2 4+ ... where
Se = S(p,A) and S,, = O(¢™). To first order from (5.1), setting ® = 0, and also later
d =0, for simplicity

S1= /d” (Gijo" o'V u&7 — Ao’ & + T

Vil =V, +ie 0, 0" Hiyy €, V8 = 0,8+ 0,0}, &,

(A1)

where A,,;;, T} are as in (4.4) and like G;;, H%; and I'} ;» which is the Christoffel connection
formed from G;;, are evaluated at ¢. In obtaining S; from the expansion of S(¢, A) a total
divergence V,p*, pt = ie" B;;£'0,¢7 + V" has been discarded. The boundary term
given by (5.1) may also be similarly expanded, with S, =8 (¢, 5\), and to first order in &,
including the piece —ntp, which remains after deriving (A.1), we obtain

Sl = /dS (—Zl’u(‘)MQOZF” gj —f—T; gz) s (AQ)

with the definitions in (5.6). In the form (A.1) and (A.2) S; and S) are manifestly invariant
under the gauge symmetries (4.3) and (5.4), (5.5) and since higher order terms in the
expansion in & may be generated iteratively from Sy, S7 [38] this is therefore true for
S, S,, for any n.

The requirement that S + Sy vanishes for arbitrary £ on the boundary of the two
dimensional space provides a boundary condition for ¢. In order that the background
field technique gives a consistent method for calculating the necessary counterterms for
finiteness of the full quantum field theory it is necessary that any boundary conditions
should be imposed on the essential quantum field ¢*(p,€) so that invariance under the
shift symmetry dp’ = n', 66" = N%(p, &)1, leaving ¢ invariant, is maintained [39]. Thus
we require

G (0)0ud) = ii" Fiy(¢)0,d" + Th(9) . (A.3)
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This may be expanded by assuming the background field ¢ also obeys the same boundary
condition and then the associated boundary condition for £ is determined to be

nuGijvugj - ix.MFijvugj + ii’uau@kFik;j gj + T%;j gj + 0(52) ) <A4)

where the coefficients are evaluated at ¢ and the covariant derivatives are defined by the
connection I'% ;(). (A.4) then determines the necessary boundary condition on the Greens
functions associated with the internal lines of any Feynman graph while (A.3) for ¢ — ¢
shows how any divergences involving n#d,¢ on the boundary may still be cancelled by
counterterms with the structure of (5.1).

At second order in £ standard calculations show that [13]

Sy = /dv %(GijDufiDufj + Xijfifj) , Dugi = @ugl — %Auijgj ,
Xij = 00" 00" (Ruije + HyimH™e5) + i€ 0,00, 0" Hya(i )
— MO (Gredl Tl + Aunisg) + e Hy Avjye) — 3 Aua A5 + Tligy

So = /ds S (—idH V4 Que'dl) o Qi = Tliyy — id" 040" Py -

(A.5)

With this notation the boundary condition (A.4) becomes, using (5.7) and neglecting O(&?)
corrections,

n" Gy D& = 3idh (V, (F&) + FijV,60) + Quéd (A.6)

By introducing a tangent frame basis

: ; b
Gij = €ai€aj éa - eaiéﬂ 5 eaiD,ufl = D,ufa + Suabf ;

A7
Duga = ,uga + A,uabfb ’ Auab = _Auba s Suab = §€aiebj6uG I >
Sy in (A.5) becomes
So= [ dv (D Dyt + Xankaby + Vol as)) s
Xop = eaieijij + (spst = Vst —[Au, s"])ab -
From (A.8) and S, in (A.5) and using the condition (A.6) we find
N 1
St 5= /d"%€a<A£>a o AP D R X (A.9)

where A is a symmetric elliptic operator, with the associated boundary condition from
(A.6)

nuDufa = %Z-ru (D,u (Fabgb) + Fabpugb) - wab fb )

o - 1 (A4.10)
wab - wba - _ealeb]Qij + nusuab - szu{Au7F}ab + 5””{(9#90}[7 F}ab ;
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where (0,0H )b = ed'ei 0,0 Hij. The r.hs. of (A.10) defines a symmetric operator on
the boundary.

At one loop the contribution to the vacuum energy resulting from (A.9) is —3 Indet A.
With an appropriate regularisation of the functional determinant it is possible to show that

(for £ = 4m) [40]
AEVS(()U = /dva{%DR —tr X} + /dsa {3DK +2tr((1 - F3)~ly) }
+ /ds dyont tr(F_ltanhf1 F— %)
— [ {oGDR-Gx, ~ 1GH Gy 0 < 0,0 SO )4
¢ [as{fuom e anh ™ P - ) + a(JDK £ 3690,

+2(1 — F%) 71 (id#0,¢"V j Fi; — V;T%)
+ n“(l - Fz)_lji(QaugoeFikHMj + iEHVFikAij + %sz ij)} .

Using the boundary condition (A.3), for ¢ — ¢, it is easy to see that this result (A.11)
is in accord with (5.23) for 34 and also with (5.24) for the other renormalisation group

functions defined in (5.14). In addition § = 3D and (A.11) determines € at one loop.
Furthermore the non boundary terms are in agreement with (4.44).
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